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1. Abstract

Our paper adresses the noise reduction level in acoustic cavities subject to uncertain parameters. Such issue is
nowadays of paramount importance when treating inflight conditions of commercial planes or boats. The noise
level is represented by an energy density in the cavity. This objective function is provided through an energy
method called Simplified Energy Method. We use a transformation function mapping a given 3D cavity surface
on a 2D domain. The optimization process directly relies on this function and thus avoids remeshing of the initial
geometry. We consider geometrical and material uncertainties during the shape optimization process. Such uncer-
tainties are usually generated by involved manufacturing processes. Robust optimization is performed using the
non-dominated sorting genetic algorithm (NSGA-II) together with the Kriging surrogate model. We will show in
our presentation the influence of geometrical and material characteristics on the optimal solution.

2. Keywords: Shape optimization, Simplified energy method, Robust optimization, Kriging, Genetic algorithm .

3. Introduction

Reducing noise level in cavities enable human transport means to increase their attractively and wellness. From a
research point of view the noise level can be considered as a design objective, when proceeding with robust shape
optimization of such cavities. This noise level can be described with the Simplified Energy Method (here and after
referred as MES). This method has been fully validated for transient and stationary cases [1, 2], and for various
elastic media such as membranes and plates [3].

We already demonstrated that such method can be efficiently used in an iso-geometric like description of a cavity,
enabling efficient optimization loop scheme [4] We focus here on the robust shape optimization with regards to
geometrical and material uncertainties.

4. MES in curvilinear coordinates

4.1. Short description of the MES
Detailed description of the MES can be found in [5, 6, 7].

Figure 1: MES formulation: direct and reverberated fields

Since W is a quadratic variable made of partial energy quantities corresponding to both direct and reverberated
fields (see Fig. 1), the superposition principle can be applied:

W = Wair + Weey. (D

The energy density inside the cavity can then be expressed as a function of the primary sources and fictitious
sources (reverberated field sources) located on the boundaries:



W(P) = fagq)(M)ﬁpM ﬁ(M) G(M) doQ + faQ G(M)ﬁpM ﬁ(M) G(M) d&.Q., 2)

where P is a point inside the cavity where W is measured, M is a point of integration on the cavity surface,
G(r) = 1/(4r*11c), dpy = PM/||PM]||, n(M) the unit normal at the point M, ®(M) are the acoustic boundary
sources and (M) are the fictitious boundary sources. We will use the term “boundary source” to denote the
sources located on the cavity boundary (which may be due, for example, to external excitations).

For every point My of the boundary dQ, o(Mp) depends on the absorption coefficient ¢, acoustic boundary sources
of the system @ and fictitious boundary sources in all other points of dQ:

o(Mo) = (1= @) [0 0 (M) Uy - 0(M) G(M) dOQ .
+(1—a) [0 P(M) Uy -n(M) G(M) doQ.

Energy variables are given as a solution of a Fredholm equation, corresponding to an energy balance at the bound-
ary of the domain.

4.2. Curvilinear coordinates
We choose to described 3D cavity by parametrized functions of two variables. This approach is fully described in
[11]. Such approach enable the used of complex geometries to described the cavity, such as Bezier curves, Splines,
NURBS and so on. Moreover the discritization is conducted on a 2D domain, while design variables are coefficient
of transformation function thus avoiding the remitting during the optimization procedure. The matrix formulation
of our proposed approach is then

W =[S]G+|[R] ®, “)
where [S] and [R] are matrices corresponding to the discretization of the integral formulations of MES.
© is expressed as follows:

G = ([td] —[a]) [T] o+ ([1d] —[a]) [O] @, Q)

where [Id] is the identity matrix and [a] the diagonal matrix of the absorption coefficients. Expressing ¢ as a
function of ® gives:

& = (1d) ~ [7)+ [ [1]) " (11d] ~[e]) ] . ©
Using (4) and (6) we obtain:

W = (IR + 18] (1) — (7] + (] [T]) " ([1] — [e]) [@] ) ® = [M1] . )

Such matrix formulation gives an advantage when computing the robustness towards material absorption coeffi-
cients. These coefficients are given in matrix [@], while other matrices depend only on geometrical properties
of the cavity. That is why calculation of W distribution for given geometry and o following normal law doesn’t
demand high computational cost. We have to obtain geometry matrices once and after calculate W for every o
changing just the values of [or] matrix.

6. Robustness problem
The quantity f to be minimized can be formulated as follows:

f=1IW(x, )l ®)

After specifying the geometry of the cavity Q with bounding surface dQ and the function of transformation
F(&1,8) = [x(&1,E2), y(&1,82), z(&1,&2)] the geometrical design variables x; can be defined as characteristics
of the transformation function, i.e. the parameters of the functions x(&), y(&) and/or z(£). Absorption coefficients
« are chosen to be material design variables. Geometric uncertainties due to cavity manufacturing process are
modeled by considering normally distributed design variables with the standard deviation o] around its nominal
value 1, i.e., it is represented as a normal random variable N(uy, 612). Absorption coefficients are assigned to each
panel, and these values are assumed to be independent, represented as a normal random variables N(u, 022)

6.1. Optimization method

The first step samples values of objective function at several different values of design variables, and approximates
a response of objective function using the Kriging surrogate model [8]. It enables an optimizer to promptly esti-
mate objective function values at other points where the values of objective function are not given.



The next step performs robust optimization using the non-dominated sorting genetic algorithm (NSGA)-II [9] di-
rectly on the Kriging surrogate model. The present robust optimization considers minimizing both the mean and
standard deviation of objective function against uncertainties.

6.2. Application exemple
We applied the robust optimization scheme to a parallelepiped acoustic cavity. It takes an area Q = {x € [0;4];y €
[0;2];z € [0;2]} (Fig. 2). The cavity surface is considered to be assembled with six patches of Bezier surfaces.
Every patch is determined by (4 x 4) control vertices as presented in Fig. 2.

An acoustic source is applied on the surface (Fig. 2, marked with cross); the test point inside the cavity with

Figure 2: Cavity shape characteristics: control vertices distribution for the Bezier surface definition; position of
acoustic source (cross); control points chosen to be optimization variables (triangles)

coordinates (1.33; 0.6; 0.6) was chosen to compute energy density vector. Two control vertices were chosen to
be design parameters (Fig. 2, marked with triangles). The coordinate of these vertices perpendicular to the patch
plane are under consideration, so the optimization problem depends on two design variable x; and x, .

6.3. Results and discussion

Results of the optimization process performed by the NSGA-II algorithm are given in Fig. 3. In Fig. (3, a), we
can see these non-dominated solutions only appear for a few ranges of the criterion corresponding to the mean of
W, which shows the importance of the design: for example, two points are near from .0004 in term of standard
deviation of W; nevertheless, the first one leads to W = 7 dB and the second one leads to W = 7.25 dB. If we want
to obtain this kind of value for the standard deviation, it is obvious that the first point should be chosen. Hence, the
optimization problem under geometric uncertainties appears to lead to several optimal solutions, and the choice of
the design should be done carefully to favor one criterion or the other. Fig. (3, b) is radically different since the
optimal solutions are the same for both W and its standard deviation. This means that the two considered criteria
are changing in the same direction: thus, it is not useful to consider the material uncertainties for this kind of
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In
a0 . : . a7 T — —
| [ all =olLticrr all 2o
o0 _mmp dhorrdominged iulio norFdominated soluio
! | - | ads b ]
E *— -
= =
5 oow - L % 5 ad5
: \ :
8 oo TS, i)
m . X |9
§  noms l +— &
T o
T aocm a © 043
] m
b+l o
S omm 3 5 ez
i W
Qo2
a4t
Qoo
0.4 &
65 &6 &7 63 &9 7 " RE 71 a5 GG A7 BE 69 7 Rl TE T3 ™4
mean of W mean of W
a) b)

Figure 3: Solutions searched by the robust optimization of cavity shape a) under geometric uncertainties b) under
material uncertainties



In Fig. 4 an optimal cavity shape for the non dominated solution is presented, where u(F) =7.02dB; 6(F) =
0.00041; x; = 10 m; x, = 2.58 m. Changing of the color reflects the change in the coordinate normal to the
parallelepiped side. This solution corresponds to the compromise between mean and standard deviation of the
objective function toward geometrical uncertainties.

Figure 4: The resulting shape of the cavity after the optimization process. Compromise solution. u(F) =
7.02dB; 6(F) =0.00041; x; = 10 m; x, = 2.58 m.

7. Conclusion

In this paper we introduced a robust shape optimization of cavities under vibroacoustic criteria and uncertain
parameters. We used MES approach combined with a projection function to reach, for any cavity described by
parametric functions, the energy density value W. We investigated the effect of geometrical as well as material
parameters uncertainties on such genetic algorithm (NSGA II) based optimization loop on a Kriging meta model
representing the first and second moment order of W with regard to uncertain parameters variation. We applied
our approach on an exemple and conclude that material uncertainties can be ignored in such optimization scheme,
but not geometrical uncertainties which lead to antagonist behavior of the average and standard deviation of the
objective function W.
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