
Proceedings of the Fifteenth Australasian Fluid

Mechanics Conference

Plenary papers

The Batchelor lecture

AFMC00184 Small-scale turbulence: how universal is it?

R. A. Antonia, P. Burattini

Keynote lectures

AFMC00038 Computing turbulent channels at experimental Reynolds num-
bers

J. Jimnez, J. C. del lamo

AFMC00067 Gravity currents in nature and industry

H. E. Huppert

Invited lectures

AFMC00036 Spin-up flow of an incompressible fluid

J. S. Park, J. M. Hyun

AFMC00065 The energetics of horizontal convection

R. W. Griffiths, G. O. Hughes

AFMC00235 Very large-scale structures observed in DNS of turbulent chan-
nel flow with passive scalar transport

H. Kawamura, H. Abe, Y. Matsuo

AFMC00255 Effects of subtle and dramatic changes to initial conditions on
a jet’s turbulent structure, mixing and combustion

G. J. Nathan, J. Mi, G. J. R. Newbold, D. S. Nobes, Z. T. Alwahabi

Contributed papers

AFMC00012 The cut-off frequency of constant temperature hot-wire systems
in turbulent velocity measurements

J. D. Li

AFMC00013 The effect of Coriolis force on Marangoni convection

I. Hashim, W. Sarma



AFMC00014 Dam break wave propagation on abrupt drops: an experimental
study

H. Chanson

AFMC00015 A new solution for ocean waves propagating over a sloping
beach

D.-S. Jeng, B. R. Seymour

AFMC00016 Simultaneous field measurements of turbulence and water qual-
ity in a sub-tropical estuary in Australia

H. Chanson, R. Brown, J. Ferris

AFMC00017 2D velocity-field analysis using triple decomposition of motion

V. Kolar

AFMC00019 Numerical simulation of drop formation in a T-shaped mi-
crochannel

J. L. Liow

AFMC00020 Flow of nonlinear viscoelastic fluid in concentric rotating cylin-
ders with relative rotation

M. Mirzazadeh, F. Rashidi, S. H. Hashemabadi

AFMC00021 Behaviour of water droplets falling in oil under the influence of
an electric field

M. Chiesa, J. A. Melheim

AFMC00022 Electrocoalescence modeling: an engineering approach

M. Chiesa

AFMC00023 Partially-reflecting characteristic-based boundary conditions

R. Olsen, I. R. Gran

AFMC00024 Feasibility study using computational fluid dynamics for the
use of a turbine for extracting energy from the tide

D. A. Egarr, T. O’Doherty, S. Morris, R. G. Ayre

AFMC00025 A numerical study of the application of radial basis function
and generalised smoothed particle hydrodynamics to CFD

J. Ha

AFMC00028 The effect of zero-mean suction on Grtler vortices: a receptivity
approach

J. P. Denier



AFMC00029 The safe basin erosion of a ship in waves with single degree of
freedom

X. Wu, L. Tao, Y. Li

AFMC00030 Exchange flow between continuously stratified reservoirs

Andrew McC. Hogg, Peter D. Killworth

AFMC00031 Simulation of the dam break problem and impact flows using
a NavierStokes solver

K. Abdolmaleki, K. P. Thiagarajan, M. T. Morris-Thomas

AFMC00032 Numerical study of moist air flow through the Ludwieg tube

M. Tanaka, S. Matsuo, R. Nishizaki, H. D. Kim, T. Setoguchi

AFMC00034 Measurement and modelling of controlled beach groundwater
levels under wave action

L. S. Ang, C. H.-Y. Sum, T. E. Baldock, L. Li, P. Nielsen

AFMC00035 Drag reduction on bluff bodies using a rotating device

S. E. Robson, N. A. Ahmed

AFMC00039 Radial turbine with pitch-controlled guide vanes for wave en-
ergy conversion

M. Takao, Y. Fujioka, H. Ito, T. Setoguchi

AFMC00040 The zeroth law of turbulence in steady isotropic turbulence

B. R. Pearson, T. A. Yousef, N. E. L. Haugen, A. Brandenburg, P.-.
Krogstad

AFMC00041 The stability of decaying pipe flow

N. Jewell, J. P. Denier

AFMC00042 Effect of delta wing’s leading edge geometry to vortex break-
down

Sutthiphong Srigrarom

AFMC00043 Outflow from a plume impinging on a horizontal boundary

N. B. Kaye, G. R. Hunt

AFMC00044 On transient flow in a ventilated filling box

G. R. Hunt, N. B. Kaye

AFMC00045 A study of base drag optimization using mass bleed

Y. K. Lee, H. D. Kim, S. Raghunathan



AFMC00046 Modelling chemical reaction in a scalar mixing layer

B. L. Sawford

AFMC00047 Velocity measurement in turbulent boundary layer of drag-
reducing surfactant solution

M. Itoh, S. Tamano, K. Yokota, M. Ninagawa

AFMC00049 Numerical investigation of unsteady flow and heat transfer in
wavy channels

Mohammad Zakir Hossain, A. K. M. Sadrul Islam

AFMC00052 Surface-flow patterns in oscillating-triangular-jet nozzles

S. K. Lee, P. V. Lanspeary, G. J. Nathan, R. M. Kelso

AFMC00053 Influence of vegetation height and density on turbulent bound-
ary layer

P. Gualtieri, G. Pulci Doria, L. Taglialatela

AFMC00054 The transport of sediment over a sloping breakwater

A. J. Hogg, D. Pritchard

AFMC00055 Preliminary identification of flow regimes in a mechanically os-
cillated planar jet

M. Riese, G. J. Nathan, R. M. Kelso

AFMC00056 Turbulent stress invariant analysis: clarification of existing ter-
minology

A. J. Simonsen, P.-. Krogstad

AFMC00058 A physical model of the turbulent boundary layer consonant
with the structure of the mean momentum balance

J. Klewicki, P. McMurtry, P. Fife, T. Wei

AFMC00059 Dynamics of a transient wave group breaking on a beach

T. E. Baldock

AFMC00060 Detonation modelling of corner-turning shocks in PBXN-111

J. P. Lu, F. C. Christo, D. L. Kennedy

AFMC00061 The external flow structure of a naturally precessing fluidic jet

Chong Yau Wong, Richard M. Kelso, Graham J. Nathan

AFMC00062 An investigation of the influence of nozzle aspect ratio on the
velocity field of turbulent plane jet

R. C. Deo, J. Mi, G. J. Nathan



AFMC00063 The anomalous refraction of shock waves in gases

L. F. Henderson, E. G. Puckett, P. Colella

AFMC00064 Autocorrelation functions and the determination of integral
length with reference to experimental and numerical data.

P. L. O’Neill, D. Nicolaides, D. Honnery, J. Soria

AFMC00066 Experimentalnumerical investigation of a bend diffuser-configuration

A. J. Simonsen, P.-. Krogstad

AFMC00068 Numerical studies on turbulent separated flows in high-velocity
transient motors

V. R. Sanal Kumar, H. D. Kim, B. N. Raghunandan, T. Setoguchi

AFMC00069 The effect of turbulence on cloud droplet collision rates

C. N. Franklin, P. A. Vaillancourt, M. K. Yau, P. Bartello

AFMC00070 Low-Reynolds-number stirring in simple devices

S. M. Cox

AFMC00072 Bubble entrapment during water drop impacts

D. E. Cole, J. L. Liow

AFMC00073 Scaling analysis and direct simulation of unsteady natural con-
vection cooling of fluid with Pr¡1 in a vertical cylinder

Wenxian Lin, S. W. Armfield

AFMC00074 Effects of axial pulsing on unconfined vortex breakdown

S. Khalil, K. Hourigan, M. C. Thompson

AFMC00075 The aerodynamic forces on a series of tennis balls

F. Alam, S. Watkins, A. Subic

AFMC00076 Topographically trapped finite-amplitude kink solitons

S. R. Clarke

AFMC00077 Linear and nonlinear acoustic behaviour of outlet nozzles

W. H. Moase, M. J. Brear, C. Manzie

AFMC00078 Optimal nose shaping for delayed boundary-layer separation in
laminar plane-symmetric and axisymmetric flow

T. W. Mattner, E. O. Tuck, J. P. Denier



AFMC00079 The unsteady near-wake of a simplified passenger car

G. Vino, S. Watkins, P. Mousley, J. Watmuff, S. Prasad

AFMC00080 Convective exchange between two connected chambers

M. A. Coman, G. O. Hughes, R. C. Kerr

AFMC00081 Lamb vector properties of swirling jets

W. Kollmann, G. Umont

AFMC00082 Measurements of temperature and water vapour concentration
in a scramjet combustor

A. D. Griffiths, A. F. P. Houwing

AFMC00083 Preliminary examination of a round jet initial condition anomaly
for the k- turbulence model

E. J. Smith, J. Mi, G. J. Nathan, B. B. Dally

AFMC00084 Modelling of transient behaviour in a Francis turbine power
plant

Tzuu Bin Ng, G. J. Walker, J. E. Sargison

AFMC00085 Skin friction CFD calculation for complex flow: turbulent flow
along an external corner

K. A. M. Moinuddin, P. N. Joubert, M. S. Chong

AFMC00086 Influence of free-stream turbulence on wakewake interaction in
an axial compressor

A. D. Henderson, G. J. Walker, J. D. Hughes

AFMC00087 Experiments and modeling of impinging jets and premixed stag-
nation flames

J. M. Bergthorson, D. G. Goodwin, P. E. Dimotakis

AFMC00088 Effect of grid geometry on the scale-by-scale budget of decaying
grid turbulence

P. Lavoie, R. A. Antonia, L. Djenidi

AFMC00089 Some hydrodynamic characteristics of an air-cushion supported
concrete gravity structure

B. Chenu, M. T. Morris-Thomas, K. P. Thiagarajan

AFMC00090 Study of micro shock waves and cavitation generated by Ho:YAG
laser beam for medical application

S. H. R. Hosseini, K. Takayama



AFMC00091 Experimental review of devices to artificially thicken wind tun-
nel boundary layers

J. E. Sargison, G. J. Walker, V. Bond, G. Chevalier

AFMC00093 The entrance length for fully developed turbulent channel flow

K. Lien, J. P. Monty, M. S. Chong, A. Ooi

AFMC00095 The development and use of dynamic pressure probes with ex-
tended cones of acceptance (ECA)

Simon Watkins, Peter Mousley, Gioacchino Vino

AFMC00096 The effect of particle concentration on the coefficient of drag of
a spherical particle

D. S. Dodds, J. Naser

AFMC00097 Periodic forcing of baroclinic basin-scale waves in a rotating
stratified basin

G. W. Wake, J. Gula, G. N. Ivey

AFMC00098 An internal solitary wave parameterization for hydrodynamic
lake models

L. Boegman, G. N. Ivey, J. Imberger

AFMC00100 Differential diffusion: often a finite-mixing length effect

Peter Nielsen, Ian A. L. Teakle

AFMC00101 Shedding some light on -factors

I. A. L. Teakle, P. Nielsen

AFMC00102 Modelling gas-liquid bubbly flows

G. H. Yeoh, J. Y. Tu

AFMC00103 Numerically modelling blockage effects on the flow between flat
plates

M. D. Griffith, K. Hourigan, M. C. Thompson

AFMC00104 Effects of turbulence manipulation in skimming flows: an ex-
perimental study

C. A. Gonzalez, H. Chanson

AFMC00105 Hydrodynamic performance of a surfboard fin

P. A. Brandner, G. J. Walker



AFMC00106 Effect of localised wall suction on the small-scale motion in a
turbulent boundary layer

O. Oyewola, L. Djenidi, P. Burattini, R. A. Antonia

AFMC00107 Pressure measurements on an automobile side rear view mirror

R. Jaitlee, F. Alam, S. Watkins

AFMC00111 A numerical comparison of forced and free vibration of circular
cylinders at low Reynolds number

J. S. Leontini, M. C. Thompson, K. Hourigan

AFMC00112 Vortex wake and energy transitions of an oscillating cylinder
at low Reynolds number

B. E. Stewart, J. S. Leontini, K. Hourigan, M. C. Thompson

AFMC00113 Comparison of flow characteristics of 45 forward and 45 back-
ward facing proximal anastomosis models: a particle image velocimetry
study

W. F. Ji, L. P. Chua, T. M. Zhou, S. C. M. Yu

AFMC00117 Dynamic measurement of differential buffet pressure

J. H. Watmuff, G. Vino, S. Watkins, B. Hill

AFMC00118 Evidence of the -1-law in a high Reynolds number turbulent
boundary layer

T. B. Nickels, S. Hafez, I. Marusic, M. S. Chong

AFMC00120 Characterising roof ventilators

A. Revel, B. P. Huynh

AFMC00121 Laminar-turbulent transition of a boundary layer by a single
roughness element in an inlet region of a circular pipe

M. Ichimiya

AFMC00122 Model for anomalous scaling of turbulent structure functions

T. S. Lundgren

AFMC00123 Noise emission in large aspect ratio cavities

G. Guj, R. Camussi, A. Di Marco, A. Ragni

AFMC00124 Analysis of the propeller wake by pressure and velocity corre-
lation

M. Felli, F. Di Felice, G. Guj, R. Camussi



AFMC00127 Dominant spanwise Fourier modes, and the existence of very
large scale coherence in turbulent boundary layers

N. Hutchins, B. Ganapathisubramani, I. Marusic

AFMC00128 Dual-plane PIV investigation of structural features in a turbu-
lent boundary layer

I. Marusic, B. Ganapathisubramani, E. K. Longmire

AFMC00129 Numerical study of flow and forced heat transfer of Robertson-
Stiff fluid flowing axially through concentric annuli

Aliakbar Heydari Gorji, Fariborz Rashidi

AFMC00130 Numerical analysis of turbulent convective heat transfer pro-
cesses in a square-sectioned U-bend duct

Sassan Etemad, Bengt Sundn

AFMC00131 The internal wave field generated by the body and wake of a
horizontally moving sphere in a stratified fluid

James W. Rottman, Dave Broutman, Geoff Spedding, Patrice Meunier

AFMC00133 Direct injection of natural gas/liquid diesel fuel sprays

T. R. White, B. E. Milton, M. Behnia

AFMC00134 The turbulent wind environment of birds, insects and MAVs

S. Watkins, G. Vino

AFMC00135 Coherent structure dynamics in jets from irregular shaped noz-
zles

J. Hart, J. Naser, P. Witt

AFMC00137 CFD investigation of particle deposition around bends in a tur-
bulent flow

A. Hossain, J. Naser

AFMC00138 A steady filling box solution with zero net buoyancy flux

G. O. Hughes, R. W. Griffiths, J. C. Mullarney

AFMC00140 Experimental investigation of a rectangular slot-burner in the
presence of cross-flow for different jet velocity ratios

S. Ahmed, J. Naser, J. Nikolov, C. Solnordal, W. Yang, J. Hart

AFMC00141 Direct and large eddy simulation of a turbulent channel flow
with roughness on one wall

S. Leonardi, F. Tessicini, P. Orlandi, R. A. Antonia



AFMC00143 Evolution of a turbulent wedge from a streamwise streak

J. H. Watmuff

AFMC00145 Response of ocean circulation to variable wind forcing

A. E. Kiss, C. Mnesguen

AFMC00146 A directional event detector for conditional laser imaging

P. V. Lanspeary, S. K. Lee

AFMC00148 Investigations on the closure of laminar separation bubbles

R. L. Thomas, J. P. Gostelow

AFMC00150 Flow measurements in microchannels using a MicroPIV system

Wing T. Lai, Rajan K. Menon

AFMC00151 Experimental investigation of impinging axisymmetric turbu-
lent fountains

Paul Cooper, Gary R. Hunt

AFMC00154 Axisymmetric jet control using passive grids

R. Lehman, S. Rajagopalan, P. Burattini, R. A. Antonia

AFMC00155 Flows within a cylindrical cell culture bioreactor with a free-
surface and a rotating base

J. Dusting, J. Sheridan, K. Hourigan

AFMC00156 Effect of initial conditions on the far field of a round Jet

P. Burattini, R. A. Antonia, S. Rajagopalan

AFMC00157 Numerical analysis of a hydrocyclone in a recirculating aqua-
culture system

Eunpil Kim, Gul Chang, Jung In Yoon

AFMC00158 Turbulence models and boundary conditions for bluff body flow

M. E. Young, A. Ooi

AFMC00159 Non-Newtonian flow behaviour in particulate suspensions un-
der magnetic fields

H. See

AFMC00160 Modelling of solid wall boundaries in computational acoustics

R. C. Z. Cohen, A. Ooi, R. Widjaja



AFMC00161 Unsteady RANS simulation of high Reynolds number trailing
edge flow

D. Ang, L. Chen, J. Tu

AFMC00162 Air entrainment by free falling streams of particles

Zeqin Liu, Paul Cooper, Peter W. Wypych

AFMC00163 Experimental investigation of flow-induced vibration in a par-
allel plate reactor fuel assembly

Mark Ho, Guang Hong, A. N. F. Mack

AFMC00164 Flow past a cylinder with free hemispherical ends: comments
on grid independence and wake symmetry characteristics

G. J. Sheard, Mark C. Thompson, K. Hourigan

AFMC00166 Three-dimensional instabilities and transition in pulsatile stenotic
flows

H. M. Blackburn, S. J. Sherwin

AFMC00167 Three-dimensional quasi-periodic instabilities of two-dimensional
time-periodic flows

H. M. Blackburn, J. M. Lopez, F. Marques

AFMC00168 Fire behaviour studies of combustible wall linings applying Fire
Dynamics Simulator

A. Z. Moghaddam, K. Moinuddin, I. R. Thomas, I. D. Bennetts, M. Culton

AFMC00170 Free surface monitoring using image processing

P. D. M. Brady, M. Boutounet, S. Beecham

AFMC00171 A numerical study of enhanced micro-channel cooling using a
synthetic jet actuator

V. Timchenko, J. Reizes, E. Leonardi

AFMC00173 Identification of aerodynamic sound source in the wake of a
rotating circular cylinder

A. Iida, A. Mizuno, R. J. Brown

AFMC00174 Dynamic analysis of airflow features in a 3D real-anatomical
geometry of the human nasal cavity

H. Tang, J. Y. Tu, H. F. Li, B. Au-Hijleh, C. C. Xue, C. G. Li

AFMC00175 Nonlinear dynamics of thermoacoustic instability using a kine-
matic, premixed flame model

N. Karimi, M. J. Brear, S. H. Jin



AFMC00176 Mean flow characteristics of a micro-injector induced swirling
jet

I. K. Toh, P. O’Neill, D. Honnery, J. Soria

AFMC00177 Simulation of vehicle A-pillar aerodynamics of various yaw an-
gles

N. M. Murad, J. Naser, F. Alam, S. Watkins

AFMC00178 Active flow control over a NACA 0015 airfoil using a ZNMF
jet

A. Tuck, J. Soria

AFMC00179 Velocity distribution in an asymmetric diffuser with perforated
plates

M. N. Noui-Mehidi, J. Wu, I. Sutalo

AFMC00180 Gap effect on Taylor vortex size between rotating conical cylin-
ders

M. N. Noui-Mehidi, N. Ohmura, K. Kataoka

AFMC00181 A blob insertion technique for the vortex blob method

C. Macaskill

AFMC00183 Design and calibration of a wind tunnel with a two-dimensional
contraction

J. E. Sargison, G. J. Walker, R. Rossi

AFMC00186 Radiant heating of a bio-oil droplet: a quest for a suitable
model and scaling of pre-explosion conditions

J. Y. Hristov, V. Stamatov, D. R. Honnery, J. Soria

AFMC00187 Thin-film flow in open helically-wound channels

Y. M. Stokes, S. K. Wilson, B. R. Duffy

AFMC00188 Effect of pulsation rate on spray-spreading rate in an isothermal
environment

L. Stamatova, D. Honnery, V. Stamatov, J. Ghojel, J. Soria

AFMC00189 Flow structure around a finite-length square prism

H. F. Wang, Y. Zhou, C. K. Chan, W. O. Wang, K. S. Lam

AFMC00190 Active control of vortex-airfoil interactions

M. M. Zhang, Y. Zhou, L. Cheng



AFMC00191 A two-dimensional analysis of the effect of a rotating cylinder
on an inverted aerofoil in ground effect

S. Diasinos, T. J. Barber, E. Leonardi, S. D. Hall

AFMC00192 PIV measurements in a square backward facing step

M. Piirto, A. Karvinen, H. Ahlstedt, P. Saarenrinne, R. Karvinen

AFMC00193 Stabilisation of a trapped vortex for enhancing aerodynamic
flows

A. Bouferrouk, S. I. Chernyshenko

AFMC00195 Development of a fast response pressure probe for use in a
cavitation tunnel

P. A. Brandner, D. B. Clarke, G. J. Walker

AFMC00196 Linear stability of natural convection on an evenly heated ver-
tical wall

G. D. McBain, S. W. Armfield

AFMC00197 An investigation of flow over a two-dimensional spherical cavity

C. C. Beves, T. J. Barber, E. Leonardi

AFMC00198 Mixing characteristics of a notched-rectangular jet and a cir-
cular jet

J. Mi, P. Kalt, G. J. Nathan

AFMC00199 Preliminary investigations of vortex rings and jets in cross flow

E. R. Hassan, R. M. Kelso, G. M. Schneider, T. C. W. Lau

AFMC00200 Observations on high Reynolds number turbulent boundary
layer measurements

S. Hafez, M. S. Chong, I. Marusic, M. B. Jones

AFMC00202 The effect of density ratio on the mean spread rate of a low
pressure drop oscillating jet nozzle

G. England, P. A. M. Kalt, G. J. Nathan, R. M. Kelso

AFMC00203 Flow visualisation of a pitching and heaving hydrofoil

Timothy C. W. Lau, Richard M. Kelso, Eyad R. Hassan

AFMC00204 A numerical study of a circular cylinder in the wake of an airfoil

C. Y. Zhou, C. W. Sun, Y. Zhou, L. Huang



AFMC00205 The influence of mass loading on particle distribution in the
near field of a co-annular jet

C. H. Birzer, P. A. M. Kalt, G. J. Nathan, N. L. Smith

AFMC00207 Flow visualisation of forced flow control over inclined airfoils

K. L. Powell, K. Parker, J. Soria

AFMC00208 On collective oscillations of bubble chains and arrays

E. M. B. Payne, R. Manasseh, A. Ooi

AFMC00209 Role of plant buildings in a power station acting as barrier to
the wind affecting the natural draft cooling tower performance

Ghulam Amur, Brian Milton, John Reizes, Jafar Madadnia, Simon Beecham,
Peter Brady, Homa Koosha

AFMC00210 Towards a universal criterion for predicting vortex breakdown
in swirling jets

A. J. Fitzgerald, K. Hourigan, M. C. Thompson

AFMC00212 A numerical study of heat transfer from a cylinder in cross flow

K. Szczepanik, A. Ooi, L. Aye, Gary Rosengarten

AFMC00213 Impact of outlet boundary conditions on the flow properties
within a cyclone

St. Schmidt, H. M. Blackburn, M. Rudman

AFMC00215 An experimental study of the jet of a boat propeller

A. Loberto, R. J. Brown, M. K. Kwek, A. Iida, H. Chanson, S. Komori

AFMC00216 Airflow distribution through the radiator of a typical Aus-
tralian passenger car

H. Jama, S. Watkins, C. Dixon, E. Ng

AFMC00217 Spreading radius of fountains after impinging an a free surface

C. J. Lemckert

AFMC00218 Preliminary estimation methods for sizing detention basins in
Queensland

C. J. Scraggs, C. J. Lemckert

AFMC00219 Design and experimental issues with heat exchangers for mi-
crofluidics

G. Rosengarten, J. Cooper-White, Guy Metcalfe



AFMC00221 Investigation of the mean flow pattern in zero-net-mass-flux
elliptical-jets in cross-flow using planar-laser-induced fluorescence

J. Arnaud, S. Tomar, J. Soria

AFMC00222 Flow past an impulsively started oscillating elliptical cylinder

T. L. Chng, T. T. Lim, J. Soria, K. B. Lua, K. S. Yeo

AFMC00223 Wake structures of a heaving airfoil

G. Y. Oo, K. B. Lua, K. S. Yeo, T. T. Lim

AFMC00224 Structure of a zero-net-mass-flux round jet in crossflow

S. Tomar, J. Arnaud, J. Soria

AFMC00225 Dynamic testing of aircraft models in a water tunnel

Lincoln P. Erm

AFMC00226 Stereoscopic PIV measurements behind a 3D flapping foil pro-
ducing thrust

K. Parker, K. D. von Ellenrieder, J. Soria

AFMC00227 Analysis of local flame propagation in gas explosions with mul-
tiple obstacles

D. J. Park, A. R. Green, Y. C. Chen

AFMC00228 Stereoscopic PIV measurements of the flow past a circular cylin-
der at Reynolds number 15000

K. Parker, K. D. von Ellenrieder, J. Soria

AFMC00230 Further study of spray combustion in a simple turbulent jet
flow

Yung-Cheng Chen, Sten H. Strner, Assaad R. Masri

AFMC00231 Laminar flow in a periodic serpentine channel

N. R. Rosaguti, D. F. Fletcher, B. S. Haynes

AFMC00232 Simulating the deformation of Newtonian and non-Newtonian
drops through a micro-fluidic contracion

D. J. E. Harvie, M. R. Davidson, J. J. Cooper-White

AFMC00233 DNS of turbulent heat transfer in a channel flow with a stream-
wisely varying thermal boundary condition

Y. Seki, H. Kawamura



AFMC00237 Numerical simulation of heat and mass transfer in a natural
draft wet cooling tower

N. Williamson, M. Behnia, S. Armfield

AFMC00238 Three-dimensional transition in the buoyancy boundary layer
on an evenly heated vertical wall

S. W. Armfield, G. D. McBain

AFMC00239 Transient behaviour of the fuel spray from an air-assisted, di-
rect fuel injector

S. H. Jin, M. J. Brear, G. Zakis, H. C. Watson, C. Zavier

AFMC00240 How to describe turbulent energy distributions without the
Fourier transform

P. A. Davidson, B. R. Pearson, P. Staplehurst

AFMC00243 Oscillations of the horizontal intrusion in a side-heated cavity

F. Xu, J. C. Patterson, C. Lei

AFMC00244 Numerical studies of contoured shock tube for murine powdered
vaccine delivery system

Y. Liu, N. K. Truong, M. A. F. Kendall

AFMC00245 Application of transport PDF approach for modelling MILD
combustion

F. C. Christo, B. B. Dally

AFMC00246 The transient behaviour of a differentially heated cavity with
isoflux boundaries

S. Jiracheewanun, S. W. Armfield, M. Behnia, G. D. McBain

AFMC00247 Flow response to periodic heating and cooling in a reservoir

Chengwang Lei, John C. Patterson, Yong Sha

AFMC00248 Numerical method for the simulation of front evolving fibre
suspension flow using level set method

H.-S. Dou, N. Phan-Thien, B. C. Khoo, K. S. Yeo, R. Zheng

AFMC00249 Instability of fluid material systems

H.-S. Dou, N. Phan-Thien

AFMC00251 Simulation of turbulence pressure fluctuations on cylinders in
axial flow

M. J. Woods, M. K. Bull



AFMC00252 An experimental study of sudden release of bentonite suspen-
sions down an inclined chute

H. Chanson, S. Jarny, L. Tocquer, P. Coussot

AFMC00253 Comparing RANS models for flow and thermal analysis of pin
fin heat sinks

B. Moshfegh, Robert Nyiredy

AFMC00254 A study of the global differences between axisymmetric turbu-
lent free jet flames from a smooth contraction and a pipe with well defined
boundary conditions

A. S. Langman, G. J. Nathan, P. J. Ashman

AFMC00256 Control of liquid sloshing in flexible containers: Part 1. Added
mass

Birhan U. Gzel, Marija Gradinscak, S. Eren Semercigil, zden F. Turan

AFMC00257 Control of liquid sloshing in flexible containers: Part 2. Top
straps

Marija Gradinscak, Birhan U. Gzel, S. Eren Semercigil, zden F. Turan

AFMC00258 Towards a valveless electro-rheological valve

Tam D. Truong, S. Eren Semercigil, zden F. Turan

AFMC00259 Adverse pressure gradient turbulent boundary layer flows: Part
1: flow development

C. M. Anderson, . F. Turan, B. Brzek, L. Castillo

AFMC00260 Adverse pressure gradient turbulent boundary layer flows: Part
2: scaling of Reynolds stress

B. Brzek, L. Castillo, C. M. Anderson, . F. Turan



15th Australasian Fluid Mechanics Conference 
The University of Sydney, Sydney, Australia 
13-17 December 2004 

 
Small-Scale Turbulence: How Universal Is It? 

 
R.A. Antonia and  P. Burattini 

Discipline of Mechanical Engineering 
University of Newcastle, NSW, 2308 AUSTRALIA 

 
 

Abstract 

Kolmogorov’s similarity hypotheses and his 4/5 law are valid at 
very large Reynolds numbers. For flows encountered in the 
laboratory, the effect of a finite Reynolds number and of the 
inhomogeneity associated with the large scales can affect the 
behaviour of inertial range scales significantly. This paper 
focuses on the source of inhomogeneity in two types of flows, 
those which are dominated mainly by a decay of energy in the 
streamwise direction and those which are forced, usually through 
a continuous injection of energy at large scales. Results based on 
a parameterization of the second-order velocity structure function 
indicate that the normalized third-order structure function 
approaches 4/5 more rapidly for forced than for decaying 
turbulence. These trends are supported by measurements and 
numerical data in these two flow types. 

 

Introduction 

There is little doubt that the similarity hypotheses proposed by 
Kolmogorov [36] (or K41) and their subsequent revision ([38] or 
K62) have had a major impact on turbulence research (e.g., 
[11,13,26,47,49,50,58,61]). A fundamental element of these 
hypotheses is the assumption that the small scale motion, which 
includes the dissipative and inertial ranges, is isotropic. Also, 
K41 and K62 require that the Reynolds number is very large so 
that the small scale motion is independent of the invariably 
anisotropic large scale motion. The major outcome of the first 
similarity hypothesis is the prediction  

( *) ( *) ,n
unu f rδ〈 〉 =  

          (1) 
where the increment ( ) ( )u u x r u xδ ≡ + −  ( u  is the velocity 

fluctuation along x ; the separation r is aligned with x, and the 
angular brackets denote averaging). For each value of n, unf  is a 

universal function, in the sense that it is expected to depend only 

on * /r r η≡  ( ( )1
3 4/vη ε≡  is the Kolmogorov length scale, v  

is the kinematic viscosity and ε  is the mean energy dissipation 

rate). The asterisk denotes normalization by the Kolmogorov 

velocity scale ( )1/ 4
Ku ν ε≡  and/or η. The second similarity 

hypothesis yields the famous inertial range ( r Lη � � ; L  is an 

integral length scale) result  

3( *) *
n

n
unu C rδ = , 

          (2a) 
when K41 is used ( unC   is a universal constant). With K62, 

†( *) * unn
unu C r ζδ = , 

          (2b) 
where the exponents unζ  may depart from / 3n  due to the effect 

of intermittency in the dissipation rate ( †
unC  may differ slightly 

from unC ). 

An important “exact” relation between  2( )uδ   and  3( )uδ   

was obtained by Kolmogorov [37], starting with the 

Karman−Howarth [35] equation for homogeneous isotropic 
turbulence, 

3 2( ) 4 /5 6 ( )
d

u r u
dr

δ ε ν δ− = − ⋅  

          (3) 
A detailed derivation of Eq.(3) was provided by Batchelor [11]. 
More recently, the assumptions underlying the Kolmogorov 
equation have been revised [26,41] and formalized more 
rigorously [32]. A matched asymptotic expansion approach has 
been used by Lundgren [44] to obtain the same result. In the 
inertial range, the viscous term can be neglected and (3) reduces 
to the 4/5 law, viz. 

( )3( ) 4 /5u rδ ε− =   or  ( )3( *) 4 /5 *u rδ− = . 

          (4) 
It is important to underline that (3) and (4), as well as the 
hypotheses in K41 and K62, apply only at very large Reynolds 
numbers. It is not surprising, therefore, that for flows normally 
encountered in the laboratory, Eq.(1) appears to be satisfied only 
in the dissipative range (typically * 10r ≤ ) (see §7 of [19] and 

[53]); although the evidence is not altogether convincing 
especially when the isotropic form of ε , viz 

( )2

iso
15 u xε ν= ∂ ∂  

          (5) 
is used in forming *uδ  and *r . With a few exceptions, the 
laboratory data also indicate an asymptotic approach to Eq.(2a) 
(or Eq.(2b)) and Eq.(4) as the Reynolds number (usually 

represented by Rλ  and defined by 
1

2 2 /u λ ν , where λ  is the 

Taylor microscale ( )
11

22 22 / /u u x∂ ∂ ) increases. When  Rλ   is 

finite, deviations from Eqs.(2), (4) and indeed (5) can be quite 
significant. When Rλ  is fixed, the deviations may also depend on 

the nature of the flow, thus casting doubt on any claim of 
universality. For the same flow and Rλ, departures from Eqs.(2) 
and (5) can still depend on the initial conditions that are used. It 
seems reasonable to ascribe these deviations to a lack of 
homogeneity in laboratory flows, the source of inhomogeneity 
depending on a number of parameters, such as the Reynolds 
number, type of flow and initial conditions. 
In deriving Eq.(3), Kolmogorov ignored the nonstationary or 
nonhomogoneous term (space or time derivative term, 
respectively). This term has since been considered by a number 
of authors (e.g., Danaila et al [21], Lindborg [41], Qian [54,55], 
Lundgren [43]) in the context of decaying homogeneous isotropic 
turbulence. There have also been attempts at identifying this 
nonstationarity in more complicated flows, e.g. the centreline 
region of a fully developed channel flow (Danaila et al. [22]), a 
homogeneous uniform shear flow (Casciola et al. [18], Danaila et 
al. [20], Qian [55,56]) and the region near the axis of a circular 
jet (Danaila et al. [24]). Forcing has been used in physical 
experiments (e.g., Moisy et al. [46]) to achieve stationarity. 
Stationary isotropic turbulence is often studied numerically by 
adding a forcing term to the Navier−Stokes equation (e.g., 
[26,30]).  



 

It should also be recalled that, at the relatively large Reynolds 
numbers which occur in the atmospheric surface layer, the 
evidence in support of the “4/5” law is rather inconclusive. This 
is partly due to the uncertainty in estimating ε . The data of 

Sreenivasan and Dhruva [60] for 410Rλ �  indicated, however, 

that there is no discernible range over which 3( )d u drδ  is 

constant over a convincing range. This raises some concern since 
the existence of the inertial range has been traditionally linked to 

the linear increase of 3( )uδ  with r. These authors further noted 

that an inertial range could not be identified unambiguously from 
the local slopes of the even-order moments of uδ . They also 

stressed the difficulty of discussing the scaling of ( )nuδ  

effectively without first understanding the effects of finite shear 
and finite Rλ . The previous observations can only fuel 

speculation about the meaningfulness of the scaling exponents 
that have been inferred from laboratory data and also the 
corresponding inferences regarding the departures of these 
exponents from the K41 predictions. For example, Lindborg [41] 
noted that “in order to test intermittency theories experimentally, 
it is necessary to recover Kolmogorov’s law with good accuracy 
in a sufficiently broad range of scales. Otherwise there is no 
reason to put faith in possible observed deviations from the K41 
theory”. 
In this paper, the focus is almost exclusively on the effect the 
inhomogeneity has on what is loosely referred to as the scaling 
range or restricted scaling range. We adopt the approach 
previously used by Danaila et al. [21−23], which consists in 
extending Eq.(3) to a statement which, in essence, expresses a 
scale-by-scale energy budget for a particular flow. Previously 
published data as well as new measurements for grid turbulence 
and along the axis of a circular jet are examined with the aim of 
quantifying possible differences in the inhomogeneity among 
various flows. Specifically, we distinguish between flows which 
are dominated by the decay of turbulent energy along the main 
flow direction⎯such as grid turbulence, jets and wakes⎯and 
flows which have been forced. In experiments, forcing can be 
achieved by stirring the flow with moving boundaries [46], 
introducing body forces or with zero-net mass-flow-rate jets 
[14,32]. In numerical simulations, it is usually achieved by 
continuously injecting energy at low wavenumbers [30]. We also 
examine how the asymptotic K41 result may be reached in these 
two flow categories. 
 
Inhomogeneity in Decaying and Forced Flows 

In this section, we give examples of how the inhomogeneity can 
affect relation (3) in decaying flows. The modified form of this 
relation can be written as 

3 2( ) 4 /5 6 ( ) u

d
u r v u I

dr
δ ε δ− = − +  

          (6) 
where uI  represents the inhomogeneity associated with the large 

scale motion. For decaying grid turbulence, [21]  

( )24 4

0

3 /
r

u

d
I U r u d

dx
ω δ ω≡ ∫  

          (7a) 
where U  is the mean velocity in the x  direction and ω  a 
dummy integration variable. For forced turbulence, Moisy et al 
[46] obtained (using [51]) 

32 / 7 /u fI r Lε≡ − , 

          (7b) 
where fL  is an integral scale which characterises the forcing. A 

similar expression is given by Gotoh et al [30] and Fukayama et 

al [26]. Since uI  is negative, its presence in Eq.(6) is to keep the 

magnitude of 3( )uδ−  below its asymptotic value of 4 5ε . 

As a consequence, measured values of ( )3*uδ−  cannot exceed 

4 * /5r , unless ε  is evaluated incorrectly. Note that Eq.(6) 

should provide a more reliable indirect means of estimating ε . 

A more general form of Eq.(6) is the corresponding transport 
equation for the energy structure function  

( ) ( ) ( ) ( )2 2 2 2
q u v wδ δ δ δ≡ + +  (v and w are velocity 

fluctuations in the y and z directions, respectively), e.g. [24], 

( ) ( )2 2
4 / 3 2 q

d
u q r q I

dr
δ δ ε ν δ− = − +  

          (8) 
with   

( ) ( )22 2

0

2 /
r

q

d
I U r q d

dx
ω δ ω≡ ∫  

          (9) 
for decaying homogeneous isotropic turbulence. Note that now 
4/5 has been replaced by 4/3. One advantage of Eq.(8) over 
Eq.(6) is that it allows a more meaningful comparison with the 

transport equation for ( )2δθ , where θ  is the scalar fluctuation 

(e.g. [3]). Another advantage, [21], is that, for small r , it is 
consistent with a more general form of ε  than 

iso
ε , i.e. 

( ) ( ) ( )2 2 2
3 / / /

q
u x v x w xε ν= ∂ ∂ + ∂ ∂ + ∂ ∂  

          (10) 
whereas, at sufficiently large r , it reproduces the turbulent 
energy budget, viz. 

2

2

d qU

dx
ε = −  

          (11) 
(without the need to assume isotropy at large scales, i.e. 

2 23q u= ; such an assumption is invalidated in most grid 

turbulence experiments because 2u  is typically larger than 

2v  or 2w  by nearly 20%). As noted by Antonia et al [9], the 

presence of uI  in Eq.(6), or qI  in Eq.(8), allows compliance 

with two important classical results. The energy budget is 
retrieved at large r , whilst the decay of ε  or, equivalently, the 

enstrophy in homogeneous turbulence, is correctly reproduced in 
the limit of 0r → . 

For reasons mentioned above we have preferred to validate 
Eq.(8), instead of Eq.(6), using (new) measurements obtained in 
grid turbulence and along the axis of a circular jet. Both these 
flows offer advantages in the present context. In grid turbulence, 

ε  can be inferred reliably from Eq.(11); from an experimental 

viewpoint, this can be exploited usefully, e.g. for assessing any 
possible degradation to the high wavenumber part of the 
spectrum, e.g. [57]. Along the axis of a circular jet it can be 
shown that the structure functions should satisfy similarity, when 
normalized by the energy and Taylor microscale [16]. Because 
Rλ  is constant along the axis, other combinations of normalising 

scales, such as ( 2, Kuη ) and ( 2,L q ), should also result in the 

collapse of the structure functions. 
 
Experimental Details 

The grid turbulence tunnel has a working section of  
350mm 350 mm×  and is 2.4 m  long. A biplane square mesh 



 

grid ( 24.8 mmM =  with 4.76mm  square rods and a solidity of 

0.35)  is placed at the entrance section and measurements are 

made on the centreline at  52x M= , where the turbulence is 
approximately locally homogeneous and isotropic. The mean 
streamwise velocity is about 16ms− . 
The jet exits from a contraction (85:1 area ratio). The exit 
diameter, D, is 55mm . Data are taken on the axis, at a distance 
of 40D downstream of the exit, where the mean velocity in the 
streamwise direction is about 14.5ms− . 
The velocity was measured with in-house hot wires, operated 
with in-house constant temperature anemometer circuits. The hot 
wire ( Pt 10% Rh− ) was etched to a diameter of wd  of 

2.5 mµ and an active length wl  so that the ratio /w wl d  was 

approximately 200.  The CTA circuits were operated at an 
overheat ratio of 1.5, with a cut-off frequency set at 
approximately 15 kHz . The sampling frequency, fs, was 8kHz 

for the grid turbulence and 12.6kHz for the jet measurements 
while the analog filters were set at fs/2. The anemometer signals 
were digitized into a PC using a 16-bit AD board. The 
geometrical angle between the wires was nearly 90� . The 
calibration of the X-wire was performed using a look-up-table 
(LUT) method [15]. A comparison between LUT and the 
effective angle method showed that the former gives more 
reliable results when the velocity is below about 6ms-1. With 
LUT, the velocity and velocity derivative statistics, in both grid 
turbulence and the far field of the circular jet, were in closer (but 
far from perfect) agreement with isotropy than when the effective 
angle calibration was used. Corrections for the spatial attenuation 
of the hot-wires (using the method outlined in Zhu and Antonia 
[64]) and Taylor’s hypothesis (following [34]) have been applied. 
 
Comparison of Experimental and Numerical Data with 
Eqs.(6) and (8) 

All the measured terms in Eq.(8) are shown in Fig.1 (grid 
turbulence) and Fig.2 (jet axis). All terms have been normalized 
by dividing by rε .The determination of ε , as given by Eq 

(10), has been used in each case. For grid turbulence, 
q

ε  was 

within 5% of the value estimated from measurements of 2q  

via Eq (11). Use of 
iso

ε  resulted in Eq (11) being satisfied 

within 10%. In the jet experiment, 
q

ε  was in satisfactory (5%) 

agreement with the measured energy budget along the axis. This 
budget included turbulent advection and production via the 
normal stresses (the turbulent diffusion was found to be 
negligible) but ignored the pressure diffusion term; although 
justification for this latter assumption is lacking, the use of 

iso
ε , instead of 

q
ε , resulted in a 17% imbalance in the 

budget for 2q ). In estimating qI  use was made of similarity 

[7], viz. 

( )2 2 /q q f rδ λ=  

          (12) 

( ) ( )
3

2 2 2 /u q q g rδ δ λ− =  

          (13) 
For grid turbulence, where f  and g  determine the shape of the 

structure functions and are dependent only on /r λ  (not on x),  

( ) ( ) ( )

2

/
32 2 2

0

/ / /

q

r

q

I

d
I U r q f d

dx

λλλ ω λ ω λ′≡ ∫
�������������������

 

( ) ( ) ( )

1

2 /
2 2

0

/ / /

q

r

I

d q
U r f d

dx

λ

λ ω λ ω λ+ ∫
�����������������

.

 

          (14) 
On the jet axis, qI  is given by 

 

( ) ( ) ( ) ( )
1

3

/
22 2 3

2

0

2 / / /

q

r

q q q

I

dU
I I I r q e h d

dx

λ

λ ω λ ω λ≡ + + −∫
�����������������

          (15) 
where 1qI  and 2qI  are indicated in Eq (14). The prime denotes a 

derivative with respect to the similarity variable ( )/ω λ . The 

extra term ( )
3qI  represents the contribution from the difference 

between the longitudinal and radial structure functions, viz. 

( )2 2( ) /u q e rδ λ=  

          (16) 

( ) ( )2 2 /v q h rδ λ=
.
 

          (17) 

In forming ( )2
qδ , we have assumed that ( ) ( )2 2

v wδ δ=  

so that ( ) ( ) ( )2 2 2
2q u vδ δ δ= +  and consequently 

2 2v w= , so that 2 2 22q u v= + . Justification for the 

similarity scales 2q  and λ  was provided by George [29] 

who considered the spectral equations for decaying homogeneous 
isotropic turbulence and also Antonia et al. [7] and Danaila et al. 

[23] who considered the transport equation for ( )2
qδ .  

In the jet, the first term of Eq.(14), 1qI , involving the decay of 

2q , was estimated after applying a least squares fit to the axial 

profiles of 2q  over the range 38 ≤ x/D ≤ 42. The decay of the 

mean velocity was estimated in the same way, for the last term 

3qI . Finally, a fit to the streamwise variation of λ  was used to 

estimate 2qI . A more general definition of qλ (= 25 /
q

qν ε , 

and consequently 
1/ 22 1/ 23qR qλ λ ν=  [2]), which takes into 

account the three velocity components, has been used in 
analysing these data.  
The linear vertical scale in Figs 1 and 2 provides a more severe 
test of how closely Eq.(8) is satisfied by the measurements than 
the logarithmic scale used in previous papers [9,51]. The 
imbalance, or difference between 4/3 and the remaining 
normalized terms in Eq.(8), is satisfactory, especially for Fig.1. 
The imbalance (dashed lines in Figs. 1 and 2) is larger for the jet 
than for grid turbulence. There may be several reasons for this. 
More assumptions were made [24] in the derivation of Eq.(15) 
than for Eq.(7a). The turbulence intensity in the jet is about 25%, 
much larger than that for grid turbulence (2.5%). This may 
introduce an additional uncertainty due to the use of Taylor’s 
hypothesis (although modified, following [34]) and the neglect of 
the binormal component (the out-of-plane velocity component 
not resolved by the X-wire).  
It is noteworthy, however, that at qr λ≈  the balance is almost 

exact, implying that ε  can be estimated from Eq.(8), once the 

second- and third-order structure functions are known. The major 
difference between Figs 1 and 2 reflects, to a large extent, the 
higher value of Rλ  in the jet. Correspondingly, the maximum 



 

value of ( )2
u q rδ δ ε−  is twice as large in Fig.2 than in 

Fig.1. Accordingly, the likelihood of a scaling range is bigger for 
Fig.2 than Fig.1. This range can be very roughly inferred from 
the intersections of the distribution corresponding to this term 
with those for the viscous term and for qI . The locations of these 

crossings are denoted by r
�

 and hr  in the figures. The difference 

( )hr r−
�

 is significant in Fig.2 but negligible in Fig.1, so that a 

scaling range would be most tenuous for Fig.1. The separate 
contributions to qI  are also included in Figs 1 and 2. The major 

contribution comes from 
1qI , the term associated with the 

streamwise decay of 2q ; in this sense, the central region of the 

jet resembles grid turbulence for which this is the dominant term 
(see Eq.(8)). One may expect a similar behaviour to apply along 
the centreline of wakes, but not in a pipe or a channel, because of 
the streamwise inhomogeneity; here, the effect of turbulent 
diffusion along the wall-normal direction cannot be ignored. The 
contributions from 

2qI  are not negligible around qr λ≈  (Fig.1) 

and 10 qr λ≈  (Fig.2). 
3qI  becomes largest at the largest / qr λ . 

The DNS data for box turbulence of Fukayama et al. [26] 
(replotted here on a linear scale) are shown in Fig.3. Results for 
both decaying and forced turbulence, obtained at the same 

( )70Rλ � , are included. There is almost no difference between 

the viscous terms, reflecting the normalization by η (e.g., [2]). 

The maximum value of 3( ) /u rδ ε−  is larger for forced 

turbulence, reflecting the smaller value of Iu in this case. The 
difference between the forced and decaying values of Iu is only 
likely to increase, as Rλ is increased. Unfortunately, DNS data for 
decaying box turbulence at large Rλ are not yet available. That 
the influence of Iu (or Iq) on scales corresponding to the peak in 

3( ) /u rδ ε−  should diminish as Rλ  increases can be readily 

inferred from available data in decaying grid turbulence. The data 
in [62] are reproduced in Fig. 4; although the Rλ range is limited, 
the trend is unmistakable. The magnitude of Iu, estimated here 

from the measured values of * 2( )uδ  and * 3( )uδ  and 

assuming the validity of Eq.(5), decreases with Rλ  at least as 
rapidly as that of the viscous term.  
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Figure 1:  Terms in Eq.(8), divided by rε , for grid turbulence 

( 50Rλ ≈ ). �����������	
����, third-order structure function; ��Iq; ×, 

Iq1; +, Iq2; solid line: calculated third-order structure function using 
Eq.(8); solid thick line: 4/3; dashed line: sum of the viscous term, third-
order structure function term and Iq. 
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Figure 2:  Terms in Eq.(8), divided by

 
rε , for the jet ( 363Rλ ≈ ). �, 

viscous term; �, third-order structure function; ��Iq; ×, Iq1 ; +, Iq2; ····, Iq3; 
solid line: calculated third-order structure function using Eq.(8); solid 
thick line: 4/3 limit; dashed line: sum of the viscous term, third-order 
structure function term and Iq. 
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Figure 3:  Terms in Eq.(6), divided by rε , using the DNS data of 

Fukayama et al [26] at roughly the same ( )70Rλ � . Filled-in symbols: 

forced turbulence; open symbols: decaying turbulence. �, �: third-order 
structure function; �� �Iq; �, �: viscous term; dashed line: sum of the 
viscous term, third-order structure function term and Iq. 
 
For a fixed Rλ , uI  (or qI ) may not be universal, even within the 

same flow type. For example, in the similarity region of decaying 
grid turbulence, the shape of the normalized form of qI  has been 

found to depend on the geometry of the grid [40]. A less sensitive 
dependence on the initial condition at the nozzle exit of a round 
jet has been reported in [17]. In this case the third-order structure 
functions, in the far field of the jet, remained unchanged under 
modified initial conditions. For the wake data of [10] (where 5 
wake generators were used), Fig.5, Iu was inferred indirectly 

from measurements of 2( )uδ  and 3( )uδ  by assuming the 

validity of Eq.(6). Although Rλ is nominally constant in Fig.5, the 

peak of ( )3
/u rδ ε−  and the magnitude of Iu exhibit 

significant variations as the initial conditions are changed. It can 
be argued that different levels of large scale organisation in each 
flow can lead to differences in Iu, and they can produce 
differences in the departure from the 4/5 law. It is not difficult to 

q 

q 



 

imagine that such departures can be reflected in differences in 
scaling exponents (e.g., [10]). The reasonable collapse of the 
viscous term in Fig.5 reflects mainly the constant value of Rλ; an 
improved collapse at small r would be expected if r is normalized 
by η rather than λ. The lack of collapse of the third-order 
structure term in Fig.5 seems all the more significant given that, 
in each wake, Rλ is constant along x, so that a similarity based on 
λ seems appropriate.  
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Figure 4:  Variation with Rλ of the terms in Eq.(5), divided by rε , for 

the grid turbulence data of [62] (Rλ increases between 27 and 100 in the 

direction of the arrows). Solid line: ( ) 13* *u rδ
−

− ; dashed line: Iu 

(calculated by difference from Eq.(6)); dash-dotted line: viscous term; 
dashed horizontal line: 4/5. 
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Figure 5:  Terms in Eq.(6), divided by rε , for the turbulent wake data 

of [10] at nominally the same Rλ(≈200). ����������: circular cylinder. �: 
square cylinder; ×: screen cylinder; +: screen strip; solid line: third-order 
structure function; dash-dotted line: viscous term; dashed line: 
inhomogeneous term, calculated by difference from Eq.(6); dash-dotted 
horizontal line: 4/5. 
 

Distributions of ( )2
u qδ δ−  were calculated from Eq.(8) 

starting with the measured distributions of ( )2
qδ  and 

assuming similarity based on λ  and 2q . The agreement 

between these calculations (solid lines in Figs. 1 and 2) and the 
measurements is quite satisfactory, providing some indirect 

support for the validity of Eq.(8) and the assumptions made in 
estimating its terms. 
 
Extrapolation to Large R� 

Clearly, it is important to ascertain how quickly the maximum 

value of ( )2
u qδ δ−  divided by rε  or 3( )uδ  divided 

by rε  approaches its asymptotic value of 4/3 or 4/5. This has 

been the objective of many investigations. Our main interest here 
is to examine the Rλ dependence of this term in conjunction with 
that for the viscous and inhomogeneous terms in Eq.(8). To this 
end, we follow the approach by Antonia et al. [7] who used a 

description of 2( *)uδ  [25,39] which extends from the smallest 

(Kolmogorov) scale to the integral scale L, 

( )2 2 2 2 * 2( *) * 15 (1 *) /(1 ( * / ) )c c
cuu r r r rδ β −= + +  

          (18) 
where *

cur  is identified with the crossover between the dissipative 

and inertial ranges, ( )1 / 2uc ζ≡ −  and 1*Lβ −≡ . Eq.(18) is 

essentially a modification, for finite Reynolds numbers, of the 

model for 2( *)uδ  first proposed by Batchelor [12] with β=0. 

To obtain 2( *)qδ , use is made of the isotropic relation  

( ) ( )2 2* * *
*

3
d

q r u
dr

δ δ⎛ ⎞= +⎜ ⎟⎝ ⎠
. 

          (19) 

For isotropic turbulence, * 1/ 4 1/ 215 Rλλ = , ( )2 1/ 2* 3/15q Rλ=  

and * 3/ 4 3/ 215L C Rε λ
−≡ , where L has been identified with 

3/ 22 /C qε ε . The dimensionless energy dissipation rate 

parameter Cε  is expected to become constant at sufficiently 

large Rλ but its magnitude should depend on the initial 
conditions. This is true in both experiments, e.g. [4], or 
simulations, e.g. [58] and references therein. In general, one 

expects the shape of * 2( )uδ  ( )( )2*and qδ  to depend on the 

type and level of organisation in a particular flow (e.g. [40]), 
which may in any case reflect the influence of the initial 
conditions. Here, we have assumed a value of 1 for Cε , as in [7]. 

We have also assumed that ( )3/ 4*
215cu ur C≡ , with a value of 2 for 

the Kolmogorov constant 2uC . The K41 value of 2/3 was 

assigned to uζ , i.e. intermittency was ignored (calculations 

taking into account intermittency on 2( *)uδ  did not show 

significant differences). Although 2 ,u uC ζ  and *
cur  may vary 

slowly with Rλ  (e.g. [5]) at small Rλ  we believe that the present 

estimates of uI  (or qI ) and ( )3
uδ−  (or ( )( )2

u qδ δ− ) 

should be sufficiently reliable to provide a first-order indication 
of how the Kolmogorov’s asymptotic result may be approached.  

Calculations of ( )3
/u rδ ε−  are shown in Fig.6 together with 

those for the viscous term and Iu in Eq.(6). As Rλ increases, the 
latter two distributions shift to the left and right respectively, thus 
increasing the relevance of an inertial range. Nonetheless, the 
attainment of such a range requires values of Rλ well in excess of 

410Rλ = . Even at 610Rλ = , it would appear that the extent of 

this range is limited; the difference between ( )3
/u rδ ε−  and 

4/5 is smaller than 1% over 2.8�  decades in /r λ  but the shape 



 

of ( )3
/u rδ ε−  indicates that this quantity exhibits a 

maximum. Perhaps not surprisingly, ( ) 2/ 32* */u rδ
−

 appears to 

reach its assumed asymptotic value of 2 (the Kolmogorov 
constant) at 410Rλ �  (Fig.7). The grid turbulence data 

( 100Rλ = ) of Zhou & Antonia [62] have been included to show 

that relation (18) approximates the measured data adequately.  
The variation with Rλ of the calculated maximum value of 

( ) 13* *u rδ
−

−  is shown in Fig.8. The calculation (solid line) is 

in good agreement with measurements obtained in grid 
turbulence and along the centreline of a circular jet (note that 
here the 4/3 value has been rescaled to 4/5 for our data). The 
plane jet data of Pearson and Antonia [53] lie below this line, 
partly because 

iso
ε  has been used instead of 

q
ε . For the jet 

and grid turbulence data of [28], 
iso

ε  was used. The large 

scatter associated with the active grid turbulence data of [48] may 
in part reflect the uncertainty in the estimation of ε  in this 

experiment. The above comments suggest that, evidently, caution 
is required when interpreting the good agreement of most of the 
experimental decaying turbulence data with the model. The 
model is unlikely to take fully into account the differences in the 
initial conditions that have been found to exist between different 

experiments. The variation in the peak value of ( )3* 1*u rδ −−  

for various wake data (fig.5), at nominally the same Rλ, supports 
the idea that a universal distribution is unlikely. This idea is 
consistent with the view (e.g., [30]) that simple shear flows do 
not reach universal asymptotic states. The results from the model 
are in close agreement with the prediction (dash-dotted line) of 
Lundgren [43] for 200Rλ >

�

. For lower values of Rλ, the model 

based on Eq.(18) is in satisfactory agreement with the grid 
turbulence data of [62] (the difference between 

iso
ε  or 

q
ε  

and the value of ε  estimated with Eq.(11) is quite small for 

these data). The measured and numerical data obtained in forced 
turbulence (denoted by filled-in symbols) seem to follow a 
separate distribution (it is unlikely that this distribution is unique 
in view of the documented effects if initial conditions for this 
type of turbulence); clearly the approach to 4/5 is much more 
rapid for these data and a value of 103 for Rλ may be sufficient 
for this type of turbulence to reach the Kolmogorov asymptote. 
This value is somewhat larger than the maximum value ( 460� ) 
for DNS data of Gotoh et al. [31]; this may need to be kept in 
mind when assessing DNS data with forcing. For decaying 
turbulence, a value of Rλ in excess of 105 (perhaps even 106) may 
be needed before the K41 asymptotic state is reached. This 
estimate is somewhat higher than that given in [63] where the 

Batchelor parameterization was used for modelling 2( *)uδ . 

The difference between hr  and r
�

 is of interest when enquiring 

into the possible existence of a scaling range. Fig.9 indicates 

that ( )log /hr r
�

 varies linearly with log Rλ . For 410Rλ ≥ , this 

range is equivalent to considering 50% of the maximum of 

( )3* 1*u rδ −− . Qian [54] adopted a slightly different criterion 

for identifying the extent of the inertial range, but obtained a 
similar linear dependence on Rλ (his figure 8). We recognize that 
there is inevitable arbitrariness in the definition of a scaling 
range; nonetheless, the dash-dotted line in Fig.9 indicates that Rλ  
should exceed 3×105 to achieve a 2 decades plateau in 

( )3* 1*u rδ −− .  

The inset in Fig.9 shows that the location of the maximum of 

( )3* 1*u rδ −−  approaches a constant value for 1.1r λ� . This 

trend appears to have been established for decaying turbulence 
[28,43,62]. However, Lundgren [43] showed that, in the case of 
linearly forced turbulence, the maximum is at a higher value, 

1.23r λ� , implying a different behaviour for forced turbulence.  
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Figure 6:  Variation with Rλ of the terms in Eq.(6), divided by rε , 

derived from a model of decaying isotropic turbulence, Eq.(18). Solid 
line: third-order structure function; dotted line: Iu; dashed line: viscous 
term.   
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Concluding Comments 

The limiting values of 4/5 and 4/3, which appear in the stationary 

form of the transport equations for 2( )uδ  and 2( )qδ , 

represent asymptotic states corresponding to large Reynolds 
numbers. For laboratory flows, deviations from these values can 
be significant; even in the atmospheric surface layer, the 
deviations may not be negligible. The inclusion of the non-
stationarity or inhomogeneity (due mainly to the large scale 

motion) in the transport equation for 2( )uδ  and 2( )qδ  

allows some assessment to be made on whether a scaling range, 
albeit of restricted extent, is possible. Experimental and 
numerical results obtained in a number of different flows indicate 
that the magnitude of the inhomogeneous term, Iu or

 
Iq, can 

depend on various parameters, including initial conditions. In 



 

particular, across the scaling range, the magnitude of Iu (or Iq) is 
smaller for forced than decaying-type turbulence. Consistently, 

the maximum value of ( ) 13* *u rδ
−

−  approaches 4/5 more 

rapidly, as Rλ  is increased, in forced than in decaying-type 

turbulence. This trend seems to be convincingly supported by 
both measured and numerical data. Antonia and Orlandi [1] noted 
that significant differences also existed for statistics of small-
scale passive scalar ( ) fluctuations between forced and decaying 
homogeneous isotropic turbulence. One would expect that the 

Rλ  variation of the maximum value of ( )( ) 12* * *u rδ δθ
−

−  will 

exhibit a similar behaviour, in terms of the difference between 
forced and decaying-type turbulence, to that in Fig. 8. 
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Figure 8:  Variation with Rλ  of the maximum of the normalized third-

order structure function of u. Solid line: based on model Eq.(18); ��

DNS data for forced box turbulence [30]; ����������� �	
� �	
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turbulence [26]; �, DNS data for decaying box turbulence [26]; ��

measured forced turbulence data [46]; ×, plane jet [53]; �, grid 
turbulence [62]; ◊, values measured by [28]; *, round jet (present data); 
�, 2D wakes data [10]; dash-dotted line: model of [43]; � grid 
turbulence [48]; dashed horizontal line: 4/5. 
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Figure 9:  Dependence on Rλ of log(rh/rl), solid line. The dash-dotted line 

corresponds to a range where ( )3* 1*u rδ −−  is ≥99% of 4/5. Inset: 

location of the maximum value of the third-order structure function, 

divided by rε , as a function of Rλ.  
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Abstract

The availability of high-quality numerical simulations, with
Reynolds numbers which are now in the range ofReτ = 2000,
and which will probably be extended toReτ ≈ 4000 in the near
future, have revitalized the study of turbulence near wallsin the
last decade. Simulations can now be used to study the dynamics
of the buffer and of the lower logarithmic layers in some detail,
and some of the results obtained in that way are reviewed here.
Particular attention is paid to the reasons for the failure of the
scaling of the turbulence intensities withuτ, which are traced to
different causes in the buffer layer and in the outer flow. While
in the buffer layer the cause seems to be the growing scale dis-
parity between the near-wall and outer-flow contributions,it is
shown that in the outer flow some spectral ranges scale with the
centreline velocity. The generation of the largest scales of the
streamwise velocity component in the logarithmic layer is also
studied, and shown to be consistent with the formation of large-
scale passive wakes of smaller individual ejections. The latter
are related to attached clusters of vortices extending fromthe
buffer region into the logarithmic layer.

Introduction

The study of turbulence near walls has experienced a renais-
sance in the last decade, largely because of the availability of
high-quality numerical simulations. The numerical Reynolds
numbers, now in the range ofReτ = 2000, allow for the first
time the study in some detail of the dynamics of the buffer and
of the lower logarithmic layers. The present and probable future
status of direct simulations of turbulent channels, and some of
the results obtained from them, are reviewed here.

Three issues are particularly addressed. Consider first thebuffer
and viscous layers. It has been known for some time that this
part of the flow is relatively independent of the flow above it
[17], and actually survives even when all the rotational fluctua-
tions are artificially removed abovey+ ≈ 60. This is in agree-
ment with the fact that most of the mean velocity difference,of
the turbulence production, and of the energy dissipation, reside
in this region, which therefore sees the outer flow as a relatively
weak perturbation of the local processes. These autonomous
dynamics have been discussed elsewhere [9, 11, 15, 16], and
will not be addressed here, but recent experimental resultssug-
gest that there are effects of the Reynolds number on the scal-
ing of buffer-layer quantities [7]. They can only come from
interactions with the outer flow, and they are also seen in sim-
ulations. We will review below some results obtained in the
last few years, concerning their mechanism and their location
in scale space.

The next question is the scaling of the structures both in the
buffer and in the logarithmic layer. It follows from the study
of the numerical energy spectra that the relation between the
width and the length of the energy-containing structures isnot
straightforward, in the sense that both length scales are not pro-
portional to each other, nor to the distance to the wall. Experi-

mental evidence for the latter lack of proportionality had already
been found in [12, 19], but it has only been through numerical
simulations that the former has been documented [2, 3, 14]. We
will discuss below what the problem is, and what its solution
appears to be.

Finally we address the question of the scaling of the veloc-
ity fluctuations in the logarithmic layer and in the outer layer.
The classical view is that all the velocity fluctuations in wall
flows should scale with the friction velocityuτ [30], but again
the experimental evidence suggests otherwise [7], and it had
already been noted in [31] that ‘inactive’ eddies, those notcar-
rying Reynolds stresses, could scale in some other way. We will
show that at least some eddies, those large enough to span the
whole thickness of the flow, scale with the flow velocity at the
centreline, and we will discuss the consequences that follow for
the behaviour of the overall turbulence intensities at veryhigh
Reynolds numbers.

We usex, y andz for the streamwise, wall-normal, and spanwise
coordinates, andu, v andw for the corresponding velocity com-
ponents. The half-height of the channel, the pipe radius, and the
boundary-layer thickness are denoted byh.

Numerical simulations

There should be by now little doubt that careful numerical sim-
ulations of the Navier–Stokes equations are just differentkinds
of experiments, and that there is no reason to expect them to
be less accurate than laboratory ones [23]. Some of their draw-
backs, such as the artificial nature of some boundary conditions,
are no worse than the artificial nature of the walls in wind tun-
nels and can, in both cases, be avoided by careful design. It
is also not always clear that what we simulate is exactly the
same thing that we would measure in the laboratory, but there
is no reason why it should be. Simulations and experiments
are equally valid idealizations against which to test theories and
designs.

There is also no doubt that, once a flow has been successfully
simulated, it can be observed more thoroughly than in a lab-
oratory experiment. The cost of carrying out a large simula-
tion is high, although not necessarily higher than that of build-
ing a large wind tunnel, but the instrumentation problems are
simpler, and almost any observation that can be imagined can
be made. While the results of laboratory experiments are of-
ten constrained by the instrumentation technology, those from
numerical simulations are mainly limited by the ability of the
researcher to ask the right questions.

Another advantage of simulations over laboratory experiments
is the ease with which they can be adapted to perform ‘con-
ceptual’ experiments, in which the equations of motion or the
boundary conditions are changed to, in effect, ‘take the system
apart’ [17]. This has always been a useful device in physics,
and conceptual experiments have often been used to constrain
physical theories by asking what would happen if a given ‘im-
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Figure 1: Evolution of direct channel simulations.• , peak
speeds of computers, in Mflops/s, as a function of the fabrica-
tion year. The two trend lines are for single- and multi-processor
systems. The two upper lines are for total flops in one day and in
six months of dedicated time at the computational speeds of the
parallel trend line.H are the estimated costs of the simulations
in table 1.

Reτ Box Year Points
180 4π×4π/3 1987 [21] 5 Mp
590 2π×π 1996 [24] 40 Mp
550 8π×4π 2001 [2] 600 Mp
950 8π×3π 2003 [3] 4 Gp
1900 π×π/2 2003 [3] 450 Mp
4,000 8π×3π 2005 130 Gp
10,000 8π×3π 2015 1.5 Tp

Table 1: Available and planned direct numerical simulations of
turbulent channels. The box refers to the spatial periodicity of
the spectral simulation contained in the table.

plausible’ modification were implemented. Think for example
of the concept of potential inviscid flow. For such exercisesto
be useful, however, we should be able to answer the question
that we have posed, and it is in that respect that many of the ide-
alized systems of classical physics differ from complex ones,
such as turbulence. While it might be possible with a pencil
and paper, and with a lot of imagination, to decide what hap-
pens when two observers try to synchronize their clocks under
certain conditions, the answer is often harder when trying to
decide the outcome of a particular modification to a turbulent
flow. Numerical simulations allow us to obtain answers to our
conceptual experiments.

While those are clear advantages of simulations over labora-
tory experiments, the argument over their relative merits has
often centred on the different question of which systems can
be studied with each technique. It is often claimed that experi-
ments can be run at higher Reynolds numbers than simulations.
This question was reviewed in [13], where it was argued that the
Reynolds number difference between laboratory and computa-
tion has been steadily eroding with the advances in computing
technology, and that in many respects both are now compara-
ble. This is particularly true when the magnitude of interest is
something more complicated than the turbulence intensities, or
even in some cases anything beyond the mean velocity profile.

In the particular case of turbulent channels, which will be the
main subject of this paper, the friction Reynolds numbers of

the early simulations atReτ = uτh/ν = 180 [21] have now been
multiplied by five [3]. A simulation atReτ ≈ 2000 is also avail-
able, although the size of its computational box is too smallto
trust the results anywhere except very near the wall. The avail-
able simulations are summarized in table 1, and they overlapthe
experimental range. There are few well-documented laboratory
channels atReτ > 1000, and the main problem in validating the
results of the simulations is now the lack of comparable experi-
mental data.

The cost of these simulations is plotted in figure 1 against the
historical and expected evolution of computer power. They
cluster around one CPU-day of the fastest machine available
at the time, showing that the barrier for larger simulationsis
more political than technological. None of the simulationsin
the figure were ran in the fastest available machine.

Two simulations still in the planning stage are included in table
1. The one atReτ = 4000 is at present in the advanced prepara-
tion phase, and will most probably be ready within the next two
years. The simulation atReτ = 104 is a more distant prospect,
but it holds a special place in the planing process. The two
main ‘intrinsic’ open problems in wall-bounded turbulenceare
the interaction between the inner and the outer layers, and the
dynamics of the logarithmic layer. Both require a sufficiently
large Reynolds number.

The length of the dominant structures in the buffer layer is about
1000 wall units [14], while that of the global modes in the outer
region is about five channel half-widths [2]. WhenReτ = 104,
the ratio between the two lengths is about 50, and probably large
enough to be considered infinite from the point of view of their
interaction. That Reynolds number also results in about a fac-
tor of ten between the upper and lower limits of the logarith-
mic layer [25]. Such a simulation can probably be considered
as ‘asymptotically large’ from the point of view of clarifying
the physics of wall-bounded flows at zero pressure gradient.It
should be ready in about a decade.

It may be interesting at this point to discuss the question of
the size of the computational box needed to simulate channels.
We will see below that there are very long structures in turbu-
lent wall-bounded flows, particularly for the streamwise veloc-
ity component, which contain a substantial fraction of the en-
ergy of the fluctuations. As long as the physics of those large
scales, and of their interactions with other parts of the flow, is
not completely understood, they have to be simulated to have
any confidence in the results. As we will see below, this under-
standing has been achieved only in part, and many of the result-
ing scaling laws are still in doubt. Any new simulation at large
Reynolds numbers, which is bound to be expensive and not eas-
ily repeated for some time, should use boxes large enough to
include them.

With this in mind, there are still many things that can be learned
from smaller boxes, in particular regarding the dynamics ofthe
smaller scales in the absence of the larger ones [16, 17]. Some-
thing that usually does not work, however, is to use smaller
computational boxes to save computer time. Consider for ex-
ample the simulations in table 1. It is our experience that boxes
in the order ofLx = 8π need to be run for about ten washouts
(10Lx/Uc) before the statistics of the larger scales are reason-
ably converged. Smaller boxes need to be run much longer, in
part to accumulate enough statistics at the intermediate scales,
and also because there is a tendency for the long Fourier modes
in the centre of the channel to become ‘frozen’, producing spu-
rious effects on the velocity fluctuation profiles which are not
necessarily small. The problem is that short periodic boxesdo
not really lack long scales, but merely treat them as being in-



finitely long. The scales are in the simulation, but their dynam-
ics are in general incorrect.

The box atReτ = 1880 in table 1, for example, had to be run for
several hundred washouts before its statistics could be consid-
ered moderately converged. Even then the mean velocity pro-
file cannot be trusted above the logarithmic layer. The same
is true of the somewhat larger box atReτ = 590, which also
had to be run for hundreds of washouts before converging, and
which even so retained a residual asymmetry in the velocity pro-
file at the end of the simulation [24, private communication].
Our experience with intermediate boxes of size 4π×2π is that
they have to be run for about 80− 100 washouts before the
statistics converge in the outer region. These long integration
times negate much of the gain in computer time which could be
expected from using smaller boxes (although obviously not in
memory usage), and they do so at the expense of decreasing the
quality of the results. The consequence is that it usually pays
to run the largest computational box compatible with the com-
puter resources at hand, and that the main reason to use smaller
boxes should be to simplify the physics, rather than to shorten
the simulation time.

The near-wall layer

It is well known [30] that wall-bounded turbulence over smooth
walls can be described to a good approximation in terms of two
sets of scaling parameters. Viscosity is important near thewall,
and the length and velocity scales in that region are constructed
with the kinematic viscosityν and with the friction velocityuτ.
Everything in that region is expected to scale in wall units.

Far from the wall the velocity also scales withuτ, but the length
scale is the flow thicknessh. In the classical approximation the
logarithmic region extends between the inner and the outer re-
gions, because the only possible length scale is theny itself [30].
The velocity in the intermediate layer follows approximately

U+ = κ−1 logy+ +A. (1)

The viscous and buffer layers are extremely important for the
flow as a whole. The ratio between the inner and outer length
scales is the friction Reynolds number,Reτ, which ranges from
200 for barely turbulent flows toReτ = 5× 105 for large wa-
ter pipes. The near-wall layer in the latter,y+ . 150, is only
about 3× 10−4 times the pipe radius, but it follows from (1)
that, even in that case, 40% of the velocity drop takes place
below y+ = 50. Turbulence is characterized by the expulsion
towards the small scales of the energy dissipation, away from
the large energy-containing eddies. In wall-bounded flows that
separation occurs not only in scale space for the velocity fluc-
tuations, but also in the mean velocity profile. The singularities
are expelled both from the large scales, and from the centre of
the flow towards the wall.

Because of this singular nature, the near-wall layer is not only
important for the rest of the flow, but it is also essentially in-
dependent from it. That was for example shown by numerical
experiments with ‘autonomous’ simulations [17] in which the
outer flow was artificially removed above a certain wall distance
δ. The near-wall dynamics were unaffected as long asδ+ & 60.

Understanding the structure of this part of the flow has practical
implications. The velocity at the centreline,U+

c = (2/cf )
1/2,

determines the friction coefficientcf when expressed in wall
units, and we have seen than a large fraction of that velocity
resides in the buffer layer. It is for this reason that the layer
below y+ ≈ 100 has been intensively studied. It is dominated
by coherent streaks of the streamwise velocity and by quasi-
streamwise vortices. The former are an irregular array of long
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to a different Reynolds number. The upper block are laboratory
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(x+ ≈ 1000) sinuous alternating streamwise jets superimposed
on the mean shear, with an average spanwise separation of the
order of z+ ≈ 100 [29]. The quasi-streamwise vortices are
slightly tilted away from the wall [11], and stay in the near-
wall region only forx+ ≈ 200. Several vortices are associated
with each streak, with a longitudinal spacing of the order of
x+ ≈ 400. The basic cell of wall-parallel dimensions 400×100
wall units was also identified in [16] as the smallest dynamical
periodic box able to self-sustain turbulence in the neighbour-
hood of the wall.

The intensity of the streamwise velocity fluctuations reaches a
maximum aroundy+ ≈ 15, and classical theory implies that the
maximum intensity should scale in wall units. It is clear from
figure 2 that this is not true, and that the increasing trend is
present both in the experimental and in the numerical results.
This anomalous scaling is accompanied by other scaling failures
in the buffer region. The most obvious is the form of the pre-
multiplied energy spectrum, which was shown in [10] to contain
two peaks, a short one at a streamwise wavelengthλ+

x ≈ 1000,
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Figure 4: Two-dimensional spectral energy densities aty+ = 16,
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independent ofReτ, and a long one that scales in outer units as
λx ≈ 10h. A compilation of experimental and numerical spectra
is found in figure 3. Sinceu′2 is the integral of the energy spec-
trum, a nonclassical scaling of the latter almost automatically
implies a similar nonclassical behaviour of the former.

The Reynolds-number dependence of the large scales can be
also be seen in figure 4, which shows two-dimensional energy
densities in the near-wall region. These spectra have at least
three regions. On the lower left corner, at scales of the order
of the minimum flow unit mentioned above, the two Reynolds
numbers in the figure collapse well in wall units, and so does the
autonomous flow that is also included. These are the structures
involved in the nonlinear turbulence regeneration cycle, and
they are present both in the spectrum of the energy and in that
of the Reynolds stress. Both spectra continue towards longer
wavelengths along a ridge with the anomalous power scaling

λz ∼ λ1/3
z , which is present in the three flows. At the Reynolds

numbers of the present simulations this spectral range alsocol-
lapses in wall units, but the autonomous flow behaves differ-
ently, and it is not clear from the present data whether the ridge
will become longer at higher Reynolds numbers, or whether the
present data are already asymptotic. It was shown in [14] that
the structures in this ridge are passive, in the sense that they are
not involved in a two-way cycle. Their wall-normal velocityis

needed to create the streamwise-velocity structures, but not the
other way around. It was also shown in [14] that the geometric
relation between the smallerv structures in the minimal region
and the longeru-structures along the ridge is consistent with the
latter being wakes of the former. Their scaling is also consistent
with this explanation. The similarity solution for wakes spread-
ing in a simple shear under the action of a constant viscosity,
both of which are good approximations near the wall, is

u∼ u(y/x1/3, z/x1/3). (2)

Further support for the wake model will be provided in the next
section.

The spectral region in which the three flows disagree most
clearly is the upper right-hand corner, where the spectrum of
the higher Reynolds number flow is longer and wider than that
of the lower one. This component is completely absent in the
autonomous flow, and is located aroundλx×λz = 10h×h. Its
length thus agrees with the long-wavelength end of the spectra
in figure 3. It is also the location of the ‘global’ modes identi-
fied in [2], which span the whole channel half-height and which
will be the subject of a later section.

This strongly suggests that the growth of the intensity peakin
figure 2 is due to large-scale outer flow structures. Note that,
contrary to the other two spectral regions, this component is
not present in the Reynolds-stress cospectrum, and is therefore
‘inactive’ in the sense of Townsend [31]. It has long been un-
derstood that, because the Reynolds stress definesuτ, the most
likely reason for the failure of the wall scaling is the presence
of inactive motions [31], and this is confirmed by the excellent
collapse of the two full-channel cospectra in figure 4(b).

Note however that this correspondence is not automatic. The
edge of the energy spectrum in figure 4(a) which is closest to
the isotropic diagonal is missing in the cospectrum, but it scales
very well in wall units.

Wakes in the logarithmic region

As we move away from the wall, the form of the energy spec-
trum changes [2, 3]. Two spectra are shown in figure 5. The
ridge of ‘wakes’ is also present in them, but it follows

λz≈ (yλx)
1/2, (3)

rather than a cube-root law found in the viscous layer. This
is also consistent with the model of a wake left by a compact
structure, because in the logarithmic and outer layer the velocity
is almost constant, and the diffusion of the wake is due to an
eddy viscosity which, on dimensional grounds, isνT ≈ uτy. The
similarity solution is then [3]

u∼ u(y/x, z/(yx)1/2). (4)

For wavelengths shorter thanλx ≈ y the spectrum is bounded
by (3) and by the line of horizontal isotropy,λz = λx, but longer
structures are always anisotropic and follow the wake ridge. It
was shown in [2, 3] that the structures of the wall-normal ve-
locity v are effectively confined to the ‘isotropic’ regionλx < y.
Those eddies are detached from the wall, in the sense that the
correlation of individual Fourier modes between the logarithmic
and the buffer layer is very small. The height over which those
correlations are large increases as the structures become longer.
The eddies touch the wall whenλx ≈ y, and the attached eddies
beyond that limit are the ones that cluster along the wake ridge.

The nature of the structures generating the wakes is discussed in
[4], which studies the vorticity structures in the buffer and loga-
rithmic layers. Vortices are defined as being formed by points in
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Figure 5: Two-dimensional spectral energy densitykxkzE/u2
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which the discriminantD of the velocity gradient tensor is larger
than a properly-defined threshold [6]. Connected sets of such
points are collected into individual vortex clusters, which break
naturally into two distinct groups according to whether their
lowest points are above or below a critical level aroundy+ ≈ 20.
We will call the latter group attached and the former detached.
The most interesting clusters are those attached to the walland
reaching into the logarithmic layer, abovey+ = 100. When each
of them is inscribed into a parallelepipedal box aligned to the
coordinate directions, the boxes are self-similar, with dimen-
sions∆z ≈ 1.5∆y and∆x ≈ 3∆y. Note that for attached clusters
it makes sense to associate∆y with the heighty, becauseymin is
small. When this is done, and when∆x and∆z are also equated
to the streamwise and spanwise wavelengths, the dimensionsof
the bounding boxes roughly coincide with the location of the
spectral peak for the wall-normal velocityv. The vortices them-

selves appear to be arranged as surfaces or shells within the
boxes; while the volume of the bounding box increases as∆3

y,
the volume contained in points classified as vortices increases
only as∆2

y.

A conditionally-averaged flow field, based on the centres of the
vortex boxes, and scaled with their vertical dimensions, shows
a strongv ejection surrounded by two counterrotating vortices,
as in a classical hairpin. The antisymmetry is only statistical
and, as in the case of the buffer-layer vortices [28], there is little
evidence for symmetry in individual vortex clusters.

When the conditionally-averaged flow field is extended down-
and up-stream from the location of the vortex box, the result
is that in figure 6. In thex− y streamwise plane bisecting the
mean location of the box, the presence of a streamwise-velocity
structure linked to the vortex cluster is clear. Its location with
respect to the cluster is consistent with that of a wake. If we
assume that the cluster is advected with the mean velocity atits
centre of gravity, the flow closer to the wall is slower than the
cluster, and the wake isbehindthe cluster. Above the centre of
gravity, the mean flow is faster than the vortices, and the wake
is in front of the cluster. The averaged vortical structure of the
ramp in the transverse plane is shown in the right part of fig-
ure 6. It has two counterrotating vortices which are much larger
than the size of the original vortex packet, and which are remi-
niscent of the downstream structure of the wake of a transverse
jet in a boundary layer [8].

Similar ramp-vortex structures have been observed by previ-
ous investigators [1, 5], with geometric characteristics similar
to those found here, but the present interpretation of theirre-
lation with the vortex packets is, to our knowledge, new. The
results in [4] suggest that the shear layer which defines the top
of the ramp is associated with detached vortex clusters, while
the attached clusters are only found at the ramp origin. Notefor
example the absence of any coherent flow structure upstream of
the vortex box in figure 6(a), except in the buffer layer. When
the conditioned flow field is computed for the detached vortex
clusters, the low-speed region extends symmetrically upstream
and downstream of the box.

It is interesting to note that the above description is not restricted
to ‘real’ vortices, but that it still holds when the flow is fil-
tered to larger scales (up to 200× 40× 100 wall units in our
experiments). Individual vortices are then smoothed, and what
remains is only the integrated circulation over fairly large vol-
umes. The velocity perturbations due to the ramps are of the or-
der ofuτ, and the total projected surface of the boxes bounding
the wakes is enough to cover the whole wall with some over-
lap. The perturbation due to the wakes is therefore a substantial
fraction of the total perturbation energy in the channel, ascould
be deduced from the spectra in figure 5.



Those spectra suggest that the wakes widen along the ridge (3)
until λz ≈ 2h. This effectively determines the longest wave-
length in the spectrum, which is

λx,max/h≈ 4h/y. (5)

This limit is longest at the bottom of the logarithmic layer,
wherey+ ≈ 100 andλx,max/h ≈ Reτ/20. These are very long
structures that, even taking into account possible numerical fac-
tors, point to hundreds of boundary-layer thicknesses at high
Reynolds numbers. Spectral peaks of the order of 20h have
been documented in experiments [12, 19], and they are probably
limited by the length of the experimental records. The present
simulations only reach toλx ≈ 25h and, although longer to our
knowledge than any other available simulation, they are not
long enough to settle the matter. The one-dimensional stream-
wise premultiplied velocity spectra at the bottom of their log-
arithmic layers are still essentially flat at their longest wave-
lengths, as seen in figure 5(a). On the other hand, numerical
experiments with shorter simulation boxes show very littledif-
ference in the part of the spectrum that is resolved by the sim-
ulations [3], suggesting that those very long structures are es-
sentially passive and do not feed into the shorter ones. We have
already noted that a short simulation box models long scales
as being infinitely long, and the previous results suggest that,
given enough time to randomize, structures longer than about
5h behave as if they were dynamically infinite.

The shortening of the spectra above the lower logarithmic layer
predicted by (5) had been previous noted experimentally, al-
though without explanation [12, 19, 22].

An interesting question is whether the vortex clusters and the
ramps discussed here are features of the whole logarithmic
layer, or just of its lower edge. The probability density function
p(∆y) for the dimensions of the attached vortex clusters col-
lapses well in wall units for different Reynolds numbers, with
a maximum around∆+

y = 50. This suggests that the clusters
are buffer-layer phenomena which should become negligiblefor
most of the logarithmic layer whenReτ is large enough, but this
is not necessarily so, and depends on the behaviour ofp(∆y).
The projected area of each vortex cluster on the plane of the
wall is ∆x∆z≈ 5∆2

y, and for any p.d.f. decaying slower than∆−2
y

the largest clusters would be the ones covering most area. This
would for example be the case for the distributionp(∆y)∼ ∆−1

y ,
which was suggested in [27] on similarity grounds. In our sim-
ulations the decay ofp(∆y) depends on the threshold used to
define the vortices, and there is little support for a self-similar
distribution. But we are conscious of the limited extent of our
logarithmic layers, and the matter remains under investigation.

Global modes

The increase with the Reynolds number of the intensity of the
streamwise velocity was justified above by noting that the pre-
multiplied energy spectra are approximately flat in the long-
wavelength regime, and that they become longer asReτ in-
creases. Since the total energy is the integral with respectto
log(λx) of the premultiplied spectrum, and sinceλx ranges be-
tween limits which scale respectively in wall and in outer units,
it follows thatu′+2 should increase as log(h+) = log(Reτ). This
is the dashed line drawn in figure 2.

The same argument does not hold when comparing flows at a
given value ofy/h. The shorter end of the energy spectrum
in the logarithmic and outer layers is the intersection of the
wake line (3) with the isotropic locusλx = λz, which happens
at λx ≈ y. This is confirmed by the numerical spectra, as well
as by the experimental limits of the classicalk−1 spectrum [27].
The long-wavelength end is given by (5), and the range of the
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spectral integral is therefore

λx,max/λx,min ≈ 4h2/y2, (6)

which is independent ofReτ. If the magnitude of the spectrum
scales withu2

τ , arguments like this one allow us to estimate how
u′2 depends ony/h, but they support the scaling ofu′ with uτ.

On the other hand, the experimental and numerical evidence
compiled in figure 7 suggests that also in the the outer layer the
scaling of the fluctuations withuτ fails to apply [7].

The classical argument for the scaling ofu′ is that, since the
total Reynolds stress is given by the momentum equation (in a
channel) asu2

τ(1− y/h), and since the stress has to be carried
by the product〈u′v′〉, the easiest assumption is that bothu′ and
v′ scale withuτ. It was however noted by Townsend [31] that
this argument does not apply to ‘inactive’ eddies which carry no
Reynolds stresses. We already found such eddies in the upper
edge of the buffer-layer spectra in figure 4, and it is clear from
the observation of the higher contours of the energy spectraand
of the Reynolds stress cospectra in figure 5, that the longestand
widest eddies in the outer flow are also inactive.

There is a second argument that also supports the scalingu′ ∼
uτ. Assume an eddy of the self-similar family,ymax∼ ymin ∼ y.
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If we think of the perturbation inu as coming from the mixing
of the mean velocity profile, such as in the right-hand side of
figure 6, we can estimate the perturbation generated by such
an eddy asu′ ≈ U(ymax)−U(ymin), which in the logarithmic
layer is approximatelyuτ log(ymax/ymin). This also scales in
wall units and, in conjunction with the argument in the previous
paragraph, suggests that the Reynolds stress is carried in the
logarithmic layer by self-similar eddies. This is supported by
the cospectra in figure 8, which collapse well in terms ofλ/y
near their active peak, while the collapse deteriorates forthe
relatively-inactive shorter and longer wavelengths.

When the mixing argument is applied to attached modes, which
are correlated from the wall to a given heighty, it suggests that
those modes should scale withU(y) instead of withuτ, espe-
cially if they are inactive. This argument would apply to allthe
wider modes in the logarithmic layer, but for most of them the
experimental or numerical data is too scant to check the predic-
tion.

There is however a set of modes in which the test can be carried,
and for which there are results at high Reynolds numbers from
laboratory experiments. Consider the correlation coefficient for
a particular Fourier modêu at two heights,

Cuu(kx, kz, y, y′) =
|〈û(kx, kzy)û ∗(kx, kz, y′)〉|

(〈|û(kx, kz, y)|2〉〈|û(kx, kz, y′)|2〉)1/2
. (7)

This is a real number between zero and one, which would be
equal to unity for ally andy′ if that particular mode where fully
correlated across the full channel. We can define a ‘correlation
height’,

H2
uu(kx, kz) =

∫ h

0

∫ h

0
Cuudydy′, (8)

which characterizes the depth over which the particular Fourier
mode is correlated. In generalHuu increases as the wavelengths
become longer and wider (see figure 9) and, forλx & 6h all
the modes are essentially correlated over the full half-channel.
These global modes are particularly easy to analyse, because
they do not interfere with any shallower structures at the same
scales. A reference to figure 5 shows that they carry little
Reynolds stress, and the previous argument suggests that they
should scale with the centreline velocityUc, instead of withuτ.
Also, because the high correlation region in figure 9 spans most
spanwise wavelengths, their intensity can be computed from
laboratory spectra, which usually do not have spanwise infor-
mation.
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perimental boundary layers and pipes (open symbols).△ ,
y/h = 0.1; ◦ , y/h = 0.2; � , y/h = 0.3. The dashed line goes
through the origin.

This scaling is tested in figure 10, which plots the energy in the
band 6< λx/h < 24 as a function of the Reynolds number, and
at three wall distances. Besides the numerical channels, the plot
contains data from experimental boundary layers [10] and pipes
[26]. The failure of the classical scaling is clear from the figure,
and the proposed scaling withU2

c works well.

We can now get back to the scaling failure of the total veloc-
ity fluctuations in figure 7. Since there is an active part of the
spectrum which scales asu2

τ , and an inactive one which scales

like U2
c , we can expect that the total scales asu′+2

∼ 1+αU+
c

2,
which is the solid straight line in the figure. A different scal-
ing u′ ∼ log(Reτ) was proposed in [7] to fit the data, and it is
also included in the figure. Even within the fairly wide range
of Reynolds numbers compiled in figure 7, both scalings dif-
fer little, and it is unlikely that they will ever be distinguished
through global measurements alone. They however predict dif-
ferent asymptotic behaviours at very large Reynolds numbers,
and observations like the present one on the scaling of partial
spectral ranges offer the best hope of deciding which argument
is correct.

Conclusions

We have briefly reviewed the present status of the understanding
of the dynamics of turbulent flows near smooth walls, and given
rational explanations for several of the scaling failures detected
in experiments. This is a subject that, like most others in turbu-
lence, is not completely closed, but which has evolved in thelast
two decades from empirical observations to relatively coherent
theoretical models. It is also one of the first cases in turbulence,
perhaps together with the structure of small-scale vorticity in
isotropic turbulence, in which the key technique responsible for
cracking the problem has been the numerical simulation of the
flow.

The reason for the successes in the buffer layer is undoubtedly
that the Reynolds numbers of the important structures are low,
and therefore easily accessible to computation, while experi-
ments are difficult.

The study of the logarithmic layer, on the other hand, requires
massive computations at realistic Reynolds numbers, which
only now are becoming available. It is in this area where the
cost of computations and of laboratory experiments have to be
weighted against their respective advantages. It is probably true



that both will forever be complementary. Note that we have
used data from both sources whenever possible. But it is no
longer true that Reynolds number alone is what separates ones
from the others.
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Abstract

Gravity currents frequently occur in many natural and indus-
trial situations. This article reviews the conceptual foundations
used to understand and evaluate the evolution of gravity cur-
rents. Some of the latest results in specialised areas are high-
lighted. After an introduction, the paper ranges through the
principal effects due to: low Reynolds number; compositional
density differences; density differences due to dilute particulate
matter; density differences due to concentrated particulate mat-
ter; and finally, the motion of a granular medium (with very
little influence of the interstitial fluid). In addition, some effects
due to permeable boundaries, rotation and propagation into an
ambient which is either stratified or uniformly flowing will be
considered.

Introduction

Gravity currents occur whenever fluid of one density flows pri-
marily horizontally into a fluid of different density. (Predom-
inantly vertical motion is described more naturally as plumes
and involves different concepts [1].) There are numerous natu-
ral and industrial occurences of gravity current motions. These
include: the spreading of honey on toast; the propagation of a
relatively cold (and generally slightly wet) sea breeze, as hap-
pens so regularly on the East coast of Australia, across Canberra
and at Perth (the Fremantle doctor); the outflow of the rela-
tively warm and saline Mediterranean water through the Straits
of Gibraltar into the Atlantic; the intrusion of giant umbrella
clouds into the atmosphere following a volcanic eruption; and
the flow of molten glass across a table to make sheet glass.

The first quantitative study of gravity currents was undertaken
by von Kármán [2], who was asked by the American military
to evaluate under what wind conditions poisonous gas released
would propagate forward to envelop the enemy, rather than
backwards to cause havoc to the troops who released the gas.
Using Bernoulli’s theorem, von Ḱarmán showed that the veloc-
ity of the front,u, ahead of a layer of depthh, of relatively heavy
fluid with density excess∆ρ over that of the atmosphereρo was
given by

u/(g′h)1/2 = Fr, (1.1)

where the reduced gravityg′ = ∆ρg/ρo,g is the acceleration
due to gravity and the Froude number,Fr, was evaluated by von
Kármán to be

√
2. This is the condition to be applied at the nose

of a current propagating at high Reynolds numberRe= uh/ν,
whereν is the kinematic viscosity.

Such was the reputation of von Kármán that (1.1) and the paper
in which it appeared quickly became celebrated, even though
von Kármán had not considered the effects of wind in the atmo-
sphere or pointed out that in a particular situation (1.1) is but one
equation for the two unknownsu andh. Benjamin [3] revisited
the problem and argued that von Kármán had used Bernoulli’s
theorem incorrectly (by taking a contour through a turbulent re-
gion) and rederived (1.1) by the use of a momentum integral, or
flow force as Benjamin called it. Benjamin expressed surprise
that he obtained the same result as von Kármán, and was clearly

somewhat distressed by this. However, given that the starting
point of both scientists was an (admittedly different) integral
of the Euler equations, there was not any possibility that they
could have arrived at a different result. In addition, sinceu,g′
andh are the only variables in the (time-independent) problem,
the non-dimensional quantityu/(g′h)1/2 has to be a constant.

Expression of (1.1) has been used in (almost) all studies of grav-
ity currents propagating at high Reynolds number as a form of
conservation of momentum. Gravity currents propagating at
low Reynolds number, behave quite differently, and, indeed, are
not generally controlled at the front at all.

The next section briefly reviews the approach to studying low
Reynolds number gravity currents, before continuing the above
development for high Reynolds number currents, including the
effects of particulate matter, permeable boundaries, rotation, in-
trusion into an ambient and, finally, the collapse of granular
columns. The material is biased towards areas I have been in-
volved with and know best. I hope this stance is understandable,
though it means that a number of important contributions have
not been mentioned.

Viscous Gravity Currents

Viscous gravity currents propagate under a balance between vis-
cous and buoyancy forces. In all problems so far solved the
viscous fluid has been assumed to spread as a thin layer and
the concept of lubrication theory has been appropriate. Thus
the velocity profile is parabolic and conservation of mass leads
to a governing partial nonlinear differential equation in space
and time for the unknown free surface heighth(x, t) as depicted
in figure 1. Thus, for example, for a current spreading along

xo

Re <<1 Re >>1 ρo

ρo + ∆ρ
h x, t( )

x
uu z( )

z

Figure 1: A sketch of a propagating gravity current showing
the notation and parabolic velocity profile forRe<< 1 and the
uniform velocity profile forRe>> 1.

a horizontal base in either a wide channel or an axisymmetric
situation, the governing equation is [4]

∂h
∂t
− β

xn

∂
∂x

(
xnh3 ∂h

∂x

)
= 0, (2.1)

whereβ = 1
3g/ν, n = 0 in cartesian coordinates andn = 1 in

radial coordinates (wherex is interpreted as the radius), under
the assumption that the Bond numberB = T/ρl2 << 1, where
T is the surface tension andl some typical horizontal length, so



that surface tension effects along the interface and nose can be
neglected. To the governing equation (2.1) must be added an
overall volume conservation relationship of the form

Z xN(t)

o
(2πx)nh(x, t)dx= qtα, (2.2)

wherexN(t) is the extent of the current and the volume is as-
sumed to beqtα, where, for example,α = 0 represents a con-
stant volume current andα = 1 a current fed at constant flux.

A similarity form of solution is easily obtained for (2.1) and
(2.2) and is written as [4,5],

h(x, t) = ζ2/3
N (q2−n/β)1/(5−n)t [(2−n)α−1]/(5−n)Φ(ζ/ζN) ,

(2.3)
where the similarity variable

ζ =
(

βq3
)−1/(5+3n)

xt−(3α+1)/(5+3n), (2.4)

ζN(α,n) is determined by (2.2) andΦ(w) satisfies the singular
nonlinear differential equation

(
wnΦ3Φ′

)′
+

(3α +1)
(5+3n)

w1+nΦ′−

1
(5−n)[(2−n)α−1]

wnΦ = 0 (2.5)

Φ(1) = 0. (2.6)

The similarity variable (2.4) indicates immediately, with no fur-
ther analysis, that the extent of the current is given by

xN = ζN

(
βq3

)1/(5+3n)
t(3α+1)/(5+3n). (2.7)

Experimental results for the rate of propagation of such viscous
spreading are in excellent agreement with the theoretical de-
termination [4-7]. The motivation for the original study was
the availability of wonderful data on the spreading of the lava
dome formed in the crater of the Soufrière of St Vincent in
the West Indies after the eruption of 1979. The resultant lava
dome slowly increased in volume, and spread horizontally for
five months across the crater floor, by which time the pancake-
shaped dome had a height of 130m, a mean diameter of 870m
and a volume of5×107m3 [8]. Observations of the volume then
indicated thatα = 0.66, which should lead to a radial time de-
pendence, from (2.7), of(3α+1)/8 = 0.37, in good agreement
with the measured value of 0.39. In addition, (2.7) can then
be inverted to determine the reasonable value for the kinematic
viscosity of6×107m2s−1. Considerable further work has been
done to extend this initial model in order to be more realistic
by including the effects of compressibility of the interstitial gas
in the magma [9], and solidification of the thin upper carapace
of the lava dome [10,11]. The theoretically determined shape,
(2.3) has also been successfully used to describe the shape of
the numerous lava domes recently observed on Venus [12].

The flow at low Reynolds number of a viscous fluid down a
slope occurs in many different situations: the splattered wet
mud down a car windscreen; liquid detergent on a slanted plate;
and rainwater down the roof of a glass conservatory. A funda-
mental problem, which has acted as the foundation of further
studies, is whether a broad band of viscous fluid, uniform in
depth across the slope, can continue to flow in a fashion inde-
pendent of the cross-slope coordinate. This situation was first

considered by Huppert [6] who showed, again under the as-
sumption thatB<< 1, that there is a parabolic velocity profile
and that the free surfaceh(x, t) is governed by

∂h
∂t

+(gsinθ′/ν)h2 ∂h
∂x

= 0, (2.8)

wherex is the coordinate down the slope, which is inclined at
angleθ to the horizontal. By use of either the theory of charac-
teristics or by similarity theory, Huppert showed that the appro-
riate theoretical solution of this two-dimensional flow was

h = (ν/g sinθ)1/2 x1/2 t−1/2 (2.9a)

for

0≤ x< xN =
(

9A2g sinθ/4ν
)1/3

t1/3, (2.9b)

whereA is the initial cross-sectional area of the current. The
relationship (2.9a) indicates that at any time the free surface
increases in thickness down the slope like the square root of the
coordinate down the slope until the pointx = xN at which point
the current ends (abruptly in this solution that neglects surface
tension) and that at any point down the slope, once the current
has passed overhead, its thickness decreases like the square root
of time.

To test the validity of this theoretical prediction, Huppert con-
ducted a series of experiments with different viscous fluids
flowing down slopes of different angles to the horizontal. Ini-
tially the motion was virtually independent of the cross-slope
coordinate and in good agreement with the predictions of (2.9).
However, after some time the flow front spontaneously de-
veloped small amplitude waves of fairly constant wavelength
across the slope. The amplitude of the waves increased in time
as the maxima (point furthest down the slope) travelled faster
than the minima. The wave length remained unaltered. For sil-
icon oils the subsequent shape was a periodic, triangular front
with tightly rounded maxima, connected by very straight por-
tions at an angle to the slope, to extremely pointed minima. For
glycerine, the shape was also periodic, though with much less
tightly rounded maxima, again connected by extremely straight
portions, almost directly down the slope, to very broad minima.
To my knowledge no other shape has been seen for different flu-
ids. The initial instability is due to the effects of surface tension,
which were neglected in the two-dimensional analysis. Incor-
porating these effects at the tip, Huppert was able to show that
the wavelength of the instability was well represented by

λ =
(

7.5A1/2T/ρgsinθ
)1/3

, (2.10)

independent of the co-efficient of viscosity, which only sets the
timescale of the instability and its onset.

Compositional Currents

In (almost) all situations, very soon after release, a current
whose density difference is due to a dissolved component, such
as salt, so that the density is conserved, propagates in such a
way that its horizontal extent is very much larger than its verti-
cal extent. Under the assumption that the Reynolds number is
large, the balance is then between inertial and buoyancy forces
and standard shallow water theory [13] can be applied. Alter-
natively, Huppert and Simpson [14] introduced the concept of
a “box model”, which considers the simple model that results
from assuming the current to evolve through a series of equal
area rectangles, or equal volume cylinders, as appropriate, with
no variations of any properties in the horizontal. (An integral
justification of this approach is given in [15]). This approach
leads immediately to the relationship

xN = C(Fr)(g′A)(2−n)/6t(4−n)/6, (3.1)



where C(Fr) is dependent only on the Froude number and A is
the cross-sectional area in two dimensions (n=0) and the volume
in three dimensions (n=1) of the current. Even if mixing occurs
the productg′A remains constant, and equal to the initial value.

The use of similarity theory [16-18] leads to a relationship
which differs only in the premultiplicative constant in (3.1), and
then only by a relatively small quantitative amount. (But that is
the power of the correct dimensional constraints!)

Entrainment of ambient fluid into the flow has been investigated
both theoretically and experimentally [19,20] by following the
intrusion of an alkaline current into an acidic ambient. Entrain-
ment takes place almost entirely at the head of the current ow-
ing to shear instabilities on the interface between the current
and the ambient and by the over-riding of the (relatively less
dense) ambient fluid as the head propagates over it. An entrain-
ment or dilution ratioE, defined as the ratio of the volumes of
ambient and original fluid in the head, which hence must be
non-negative, can be shown by dimensional analysis, and was
confirmed by experiment, to be independent ofg′, and to be

given in two dimensions byE = [1−c1yN/A
1/2
s ]−c2−1, where

As is the cross-sectional area of fluid in the head at the end of
the slumping phase (which occurs before the current has propa-
gated about 10 lock lengths),yN is the position of head beyond
the slumping point [14], andc1 ≈ 0.05 andc2 ≈ 1.5 are empir-
ical constants determined by the roughness of the floor.

Particulate-laden Currents

When heavy (or possibly relatively less dense) particles drive
the flow the major new addition to the advective effects is that
the particles fall (or rise) out of the flow and the driving buoy-
ancy continually decreases. Examples of this form of motion
are the terrifying flows seen in lower Manhattan on Septem-
ber 11 and the awesome hot, ground-hugging pyroclastic flows
which can be the life-threatening, destructive result of volcanic
eruptions such as occured recently at Pinatubo in Indonesia, Un-
zen in Japan and Montserrat in the Caribbean. After a suffi-
cient number of particles have dropped to the ground, so that
the bulk density of this hot flow is no longer greater than that
of the surrounding atmosphere, the current can suddenly rise
quite dramatically, taking much particulate matter high into the
atmosphere.

The approach most frequently taken to analyse the sedimenta-
tion if the concentration is not too large is to assume that the
(high Reynolds-number) flow is sufficiently turbulent to main-
tain a vertically uniform particle concentration in the main body
of the current. However, at the base of the flow, where the
fluid velocities diminish appreciably, the settling of particles
occurs at the (low-Reynolds-number) Stokes velocityVs in oth-
erwise quiescent fluid. Quantitatively, this indicates that, ne-
glecting particleadvectionfor the moment and assuming that
the particles are all of one size, ifNp (which is possibly a func-
tion of time and position) denotes the total number of particles
per unit horizontal area in a layer of depthh, the change of
Np in time δt,δNp, due only to the sedimentation, is given by
δNp = −VsC0δt, whereC0 is the (number) concentration (per
unit volume) just above the base of the flow. Vigorous turbulent
mixing implies thatC0 = Np/h, which (on taking the appro-
priate infinitesimal limits) indicates thatdNp/dt =−VsNp/h, a
relationship which has been carefully verified by experiments
[21]. Incorporation of advection of particles by the mean flow
then results in

D
Dt

φ≡ ∂φ
∂t

+u.∇φ =−Vsφ/h, (4.1)

whereφ is the volume concentration of particles.

Shallow water equations incorporating (4.1) are easily derived
[17,18]. There are no similarity solutions and recourse, in gen-
eral, has to made to numerical solution. There is very good
agreement between the numerical solutions and experimental
determinations carried out specially to test them.

Aside from numerical solutions, it is also possible to develop
asymptotic, analytic solutions based on the smallness ofβS =
VS/(g′oho)1/2, whereg′o is the initial reduced gravity of the
system [15]. This is an example of the interesting problem
which can be stated in general as the nonlinear partial differ-
ential equation

N1[Φ(x, t)] = εN2[Φ(x, t)], (4.2)

whereN1 andN2 are nonlinear operators in some spatial coor-
dinatex and timet. For ε ≡ 0 there is a similarity solution to
(4.2) and a special value ofx,x∗ say, such as that at the nose of
the current, which increases continuously with time of the form
x∗ = f (t). However, forε 6= 0, no matter how small, (4.2) does
not have a similarity solution and eventually, for sufficiently
larget,x∗ attains a constant. Thus, in the style of singular per-
turbation problems, for sufficiently larget the solution forε = 0
departs by as much as you like from solutions forε << 1. It
must, on the other hand, be possible to obtain asymptotic solu-
tions to (4.2) in a perturbative sense. Such a technique is con-
structed, in part, in [15].

When there is an external flow present, as originally put to
von Kármán, the propagation of the current is significantly in-
fluenced, and in a different way if it is propagating with the
ambient flow or against it. Hogg and Huppert [22,23] initi-
ated an analysis and a series of laboratory experiments to in-
vestigate this case. They showed that in two dimensions the
flow was dependent on the single non-dimensional parameter
Λ = UA/(l2∞VS), whereU is the effective mean external flow
experienced by the current (shown in [22] to be 0.6 times the
actual current),A is the cross-sectional area (or volume per
unit width) of the fluid instaneously released at the base of the
flow, the reduced gravity of the particles of densityρP is given
by g′P = (ρP− ρa)g/ρa,ρa is the density of the ambient and
l∞ = (g′P)φoA3/V2

s )1/5. The parameterΛ represents the ratio
of the mean external velocity to the settling velocity of the par-
ticles. WhenΛ is small, (little effect of the flow in the ambi-
ent) the flow is roughly the same upstream or downstream. As
Λ increases the effects of the flow in the ambient increase and
the upstream flow is considerably restricted. However, even for
large Λ there will still be some upstream propagation—much
to the disbelief and then dismay of the government official who
asked me to carry out this work in order to show that a new
dredging technique which removed sand from the bottom of the
harbour, by blowing high velocity water at it, would be totally
removed by the outgoing tidal flow and not propagate at all up-
stream across the harbour and contaminate the highly valuable
stocks of fish and oysters there! Figure 2 presents the theoreti-
cally determined maximum non-dimensional upstream distance
of a particulate intrusion in a uniformly flowing ambient as a
function ofΛ and the laboratory experimental data obtained us-
ing various size particles. The agreement shown is excellent;
and one of the best I have ever obtained in my career, and hence
my pleasure with it.

Extensions of this idea to an axisymmetric (rather than line)
source are summarised in [24,25] where the relevant parame-
ters and shape of the current are carefully discussed. My clever
graduate student, Anja Slim, [26] is also working in this area for
her Ph.D. and has already developed a number of results with
the final aim of understanding the details of how an initially ver-
tically penetrating, particulate-rich, volcanic eruption column is
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Figure 2: The theoretical prediction and experimental data of
the maximum nondimensional upstream penetration of a partic-
ulate gravity current in a uniform flowing ambient,x∗/l∞, as a
function ofΛ = UA/(VSl2∞) for three different particle sizes.

influenced high in the atmosphere by the prevailing winds.

Further details of some of this work can be found in [27].

Additional Effects

The preceding four sections have detailed some of the funda-
mental relationships for the propagation and evolution of a grav-
ity current. Many other special effects are possible. We will de-
scribe some of these under the headings of: effects of a perme-
able boundary; intrustion below a stratified ambient; and effects
of rotation.

Permeable boundaries

There are many natural and industrial situations where a gravity
current flows over a permeable boundary and seeps into it. Ex-
amples include protecting liquid-containing structures by sour-
rounding them with a deep gravel bed, the seepage of tidal in-
flow up a beach and the everyday occurrence of honey seeping
into toast. The most important new ingredient is that fluid from
the current continuously seeps through the boundary, which re-
duces the volume of the current whose propagation must even-
tually cease.

The flow of the current at low Reynolds number was considered
by Acton, Huppert and Worster [28]. The parabolic velocity
profile in the current is augmented by a sink term in the local
continuity equation which leads, in two dimensions, the only
situation that has been investigated, to

∂h
∂t
−β

∂
∂x

(
h3 ∂h

∂x

)
=−(kg/ν)(1+h/l), (5.1)

which takes the place of (2.1), where the term on the right hand
side represents effects of the flow into the porous medium be-
low, which is categorised by the intrinsic permeability of the
mediumk and l denotes the length of the current. In contrast
to the situation for an impermeable boundary, (5.1) has a simi-
larity solution only for the special case ofα = 3, for which the
flux into the current at the origin just balances that out of the
current through the permeable boundary. For other values of
α solutions of (5.1) must be obtained by numerical integration.
This was done by Actonet al. [28], who also carried out spe-
cial experiments to compare observational data on the length
of the current as a function of time with their numerical solu-
tion. The result, as shown in figure 3, resulted in an extremely
good comparison, with a final run-out length which scales with

SH =
(
A2k

)1/3
for α = 0. Forα< 3 all currents eventually stop;

for α≥ 3 all currents continue to propagate because the incom-
ing flux overpowers the seepage. Note the similarity in concept
between the slow loss of driving force due to seepage, consid-
ered here, and the loss of buoyancy due to slow particle fallout,
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Figure 3: The nondimensional length of a low Reynolds number
gravity current flowing over a permeable boundary as a function
of the dimensionless time for seven different experiments. The
solid curve is the theoretical prediction determined from nu-
merical integration of (5.1) and the dashed line is the similarity
solution for an impermeable boundary given by (2.7).

considered in Section 4. The general approach discussed there,
as outlined in [15,29] has not been applied to this area, though
it no doubt could be done so fruitfully.

When the current propagates at high Reynolds number the bal-
ance of forces are of course different, but the importance of
seepage through the boundary is still paramount. This problem
was initially considered by Thomas, Marino and Linden [30]
and then extended by Ungarish and Huppert [31]. The latter
solved numerically the shallow water equations governing mass
and momentum for a two-dimensional geometry as well as ob-
taining analytical, box model solutions in both rectangular and
axisymmetric geometries. This allowed closed form solutions
for the extent of the current as a function of time and its final
extent to be determined, which were in fair agreement with both
the two-dimensional experiments carried out by Thomaset al.
[30] and the numerical solutions.

Propagation under the base of a stratified ambient

In all the aforegoing discussion, it has been assumed that the
ambient is homogeneous and not influenced in any way, in par-
ticular set into motion, by the intruding current. However, in
both the atmosphere and in the oceans the ambient is stratified;
and it immediately raises the question of why the solutions so
far obtained are applicable in these more complicated, natural
situations—or has something important been left out? What
clearly has been left out of the homogeneous models is the pos-
sibility of exciting internal waves in the ambient by the propa-
gation of the current. Viewed from another angle, the question
that needs considering is what fraction of the potential energy
stored in the original (unstable) buoyancy distribution is lost to
the internal wave motion, in contrast to that which is put into the
kinetic energy of motion and that which is dissipated. The first
investigation of the influence of a stratified ambient was pre-
sented by Maxworthyet al. [32]. They investigated the propa-
gation of a saline current below a linearly stratified saline ambi-
ent in a rectanglular container. Their study was a combination
of laboratory and numerical experiments. The numerical solu-
tions, obtained from a full Boussinesq formulation, were in very
good agreement with their measurements. They focused atten-
tion on the speed of propagation of the nose during the initial
stage only, for which a good agreement between theory and nu-
merical computation was obtained. Ungarish and Huppert [33]
then extended this investigation by determining appropriate an-



alytical solutions. Using the methods of characteristics on the
non-linear shallow water equations, which neglects the influ-
ence of waves in the ambient, they were able to obtain solutions
for the front velocity as a function of the parameterS, defined as
the ratio of the density difference between the fluid that makes
up the bottom of the ambient and that at the top to the density
difference between the fluid of the incoming current and that
at the top. The results of their calculations, compared with the
Maxworthyet al. experimental results, makes up figure 4.
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Figure 4: The Froude number, as a function of the logarithm of
the inverse stratification parameterS for a high Reynolds num-
ber gravity current propagating beneath a stratified ambient for
different initial depth ratios. The theoretical evaluation of Un-
garish and Huppert [105], represented by the solid curves, are
compared with the experimental results suggested by Maxwor-
thy et al [32], represented by dashed curves

Ungarish and Huppert are currently considering how to incorpo-
rate the effects of stratified waves in the ambient. They intend
first to solve a linear leewave model coupled to a deforming
current and thereby evaluate the amount of energy that has gone
into the waves. At the same time, they are carrying out labora-
tory experiments in which an array of conductivity probes will
allow a direct sampling of the wave displacements in the ambi-
ent, from which, using sophisticated processes in signal analy-
sis, the energy given up to the waves in the ambient will be de-
termined as a function ofSand the geometry of the container—
a wave guide ifl >> H, the depth, and an effectively infinite
medium into which the waves can radiate away ifl << H.

Some effects of rotation

Rotational effects, which can be dominant, for example, in
rapidly rotating systems in the laboratory, in industrial machines
or due to the rotation of the Earth, brings in the initially counter-
intuitive effect that fluid flows at right angles to the pressure gra-
dient, in analogy with at least my experience of life, where you
push in one direction and the result goes off in another—a con-
cept which the naive, inexperienced young never understand!
The effect of rotation on gravity currents can be particularly
powerful in the presence of a boundary because a pressure gra-
dient into the wall can easily be set up and drive a current which
hugs the boundary [34]. These situations have been reviewed in
detail by Griffiths [35].

An experimental investigation of axisymmetric gravity currents,
where boundaries play no role, was carried out at the large ro-
tating system housed in the Coriolis laboratory at the Labora-
toire des Ecoulements Geóphysiques et Industriales, Grenoble

by Hallworth, Huppert and Ungarish [36]. The major new fea-
ture of the results was the attainment of a maximum radius of
propagation, attained in about one third of a period of revolu-
tion, in contrast to some theories which, totally unjustifiably,
assume from the outset that the motion goes on for many rota-
tion periods before anything interesting happens. The observed
result had been predicted earlier by a theoretical investiga-
tion of the governing shallow water equations by Ungarish and
Huppert [37], who evaluated thatrmax≈ 1.6C 1/2, whereC =
Ωo/(hog′)1/2, Ω is the rotation rate of the instrument and the
initial dense fluid, of reduced gravityg′ was initially contained
in the cylinder of radiusro and heightho. Thereafter the motion
in the fluid consisted of a contraction/relaxation/propagation of
the current with a regular series of outwardly propating pulses.
The frequency of these pulses was observed to be slightly higher
than inertial, independent ofho andg′, with an amplitude of the
order of magnitude of half the maximum radius, as shown in
figure 5.
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Figure 5: The radius of the leading edge of successive outward
propagating fronts as a function of time for gravity currents in-
truding into a homogeneous, rotating ambient.

Concentrated Flows: Mud, Slurries and Landslides

As the concentration of particles increase, the statement of
low concentration employed in driving (4.1) on the assump-
tion that each particle sediments with its independent Stokes
freefall speedVs becomes less reliable. New effects must en-
ter; and indeed, as the concentration becomes very high this
situation relates more to mud flows than to the motion of sus-
pended particles. Partly to investigate this problem, Hallworth
and Huppert [38] carried out a systematic series of experiments
on the instantaneous release of two-dimensional, heavy particle-
driven gravity currents down a channel. Relatively low con-
centrations, with initial volume concentrationsφo in the range
0< φo < 0.275were well described by the numerical solutions
of (4.1) or the analytical box models associated with it, with the
final runout length of the sedimented deposit increasing withφo.
Beyond this critical initial volume fraction of particles, the re-
sulting dense current came to an abrupt halt at some point down
the channel, depositing the bulk of its sediment load as a rela-
tively thick layer of fairly constant thickness, characterised by a
pronounced, steep snout. A very much thinner layer of sediment
extended for some distance beyond the arrest point. This layer
was deposited from the subsequent propagation of a slower
moving, low concentration residual cloud and the final runout
length of the sediment layer decreased with increasingφo. This
form of motion was observed for0.275< φo < 0.45, this upper
limit being the approximate maximum for which Hallworth and
Huppert were able to produce a fluid-like initial volume.

Over the last decade, for its obvious natural applications there
has been considerable research to try to understand these high-
concentration flows, exemplified by mud slides. Large mud
flows can occur in mountainous regions after intense rains
where they can move large boulders and even trees to cause
enormous damage and loss of life and produce interesting al-



luvial fans. They also occur on submarine continental slopes,
where they contribute to geomorphological evolution. There
is hence considerable interest in both the geological and engi-
neering community in such flows. Unfortunately, in contrast
to all the work so far described in this article, for which it has
been assumed that the constitutive relationship is Newtonian, it
is quite definite that mud and the like are non-Newtonian. But
how are they to be described? A plethora of rheological models
have been proposed—power law, viscoplastic, Bingham plas-
tic, Herschel–Bulkley,. . . Because of these different conceptual
models, it is difficult to carry out systematic experiments which
either test or verify any of these flows. Each person understand-
ably views the possible contributions to the broad spectrum of
science differently, but I find it unsatisfying working in areas
where the fundamentals are on such shaky ground. Neverthe-
less, considerable activity has been shown in this area, which
might be broadly and briefly summarised as follows.

The main new effect that enters is the possibility of a critical
yield stress,τo, below which there is no shear possible in the
flow. (There are similarities here to some of the models for
non-Newtonian lava flows, nicely reviewed in [39].) This leads
to a variety of features which are unknown in Newtonian fluids,
even in quite simple situations. For example, a uniform layer
of fluid mud can remain stationary on an incline, if the depth of
the mud or the slope of the incline is sufficiently small. When
motion does occur it is generally investigated under two approx-
imations: either the flow is so slow that inertia is neglected (the
more usual case); or so fast that a boundary-layer approxima-
tion is appropriate. A variety of different initial set-ups have
been solved for the motion of the mud and its final shape on
a horizontal surface, down an inclined plane and over a gently
sloped conical surface, representing a shallow basin or hill [40,
41]. Much further work in this area needs to be done before a
good scientific understanding has been obtained and the results
can be applied to the all-important area of hazard assessment,
with the potential to save hundreds of thousands of lives and
millions of wasted dollars.

Granular flows

Partially motivated by recent interest in the flow of granular
medium, my superb geological colleague, Steve Sparks, a stu-
dent Gert Lube and I conducted a series of experiments in which
various granular materials, initially contained in a vertical cylin-
der, were rapidly released onto a horizontal surface to spread out
unhindered over it [42]. The materials were couscous, rice, dry
sand, salt and sugar, all of which have different size and shape.
The horizontal plane used was either wood, a smooth surface of
baize lying on wood, a smooth transparent Plexiglas plane or a
rough plane of sandpaper. The detailed spread of the granular
material was independent of the explicit grains employed or the
bounding surfaces. Eight different cylinders,in radius,r i , from
1.7 to 9.7 cm, were used. Some experiments were recorded and
later analysed on a digital high-speed video at 500 frames per
second. After all motion had ceased, the profile of the resultant
deposit was measured, to find the final runout radius,r∞, cen-
tral cone height,h∞, and the steepest incline,α, of the upper
surface.

For all values of the initial aspect ratioa = hi/r i , wherehi is the
initial height of the granular medium, there was a central undis-
turbed cone of material which did not partake in the motion,
whose angle was close to 60◦, corresponding to an aspect ratio
of 1.7. This can be interpreted as an internal friction angle for
the material. At the base, three different regions were captured
by video during the collapse: a stationary circular region, of ra-
dius r i ; a ring of previously deposited particles; and an outer
ring of material which was still flowing. These last two regions

were divided by a moving interface that propagated outwards
until the flow front came to rest.

Observations from the high-speed photography indicate that
other aspects of the motion naturally divide themselves into
three different regimes dependent ona . For initial aspect ra-
tios a< 1.7, the upper surface of the released material was di-
vided into an inner stationary circle (which remained at the ini-
tial height,hi) outside of which was flowing material. After the
flow front had ceased propagating, a moving interface on the
upper free surface appeared, which separated static from flow-
ing particles and which propagated inward from the stationary
front. Fora< 1 the final deposit consisted of an inner, undis-
turbed central region beyond which there was an axisymmetric,
tapering frontal region withα in the range of the angle of re-
pose. For1< a< 1.7 the avalanching which occured after the
flow front had stopped moving removed the undisturbed central
region.

For a> 1.7 the entire upper surface flowed from the beginning
of each experiment. Initially, the upper free surface remained
undeformed and horizontal. After the column lost some height,
deformation of the top occurred, to form a dome whose radius
of curvature decreased with time. The final deposit had a steep
central zone and an axisymmetric tapering frontal region with
α less than the angle of repose.

A transition in behaviour of collapse was evident from the video
analyses to occur whena exceeds about ten. Immediately upon
lifting the container the entire free surface began to flow. A
flow front developed at the base of the column and propagated
outwards while removing material from the centre. In contrast
to lower initial aspect ratios, the upper surface of the column
remained undeformed until its height sank to that of the neigh-
bouring flat frontal region. Also, once the flow at the base had
ceased, an interface between moving and stationary material ap-
peared on the upper free surface but propagated outward from
the centre to the flow front. The value ofα decreased monoton-
ically with increasinga.

The quality of the observational data and the similarity of the
results for the different materials suggest that, with the use of
dimensional analysis, the data can be collapsed in a systematic
way. The initial experimental set up is determined byr i ,a andg,
the acceleration due to gravity. Our ability to collapse all the
data using only this input, and not any material properties, is a
robust test for the assumption that no additional material prop-
erty, such as the friction between individual grains, is needed to
describe the motion.

The difference between the initial and final radius,δr = r∞−
r i , must be expressible asδr = r i f (a). A plot of δr/r i makes
up figure 6. Fora < 1.7, because there is no motion of the
inner region, the resultant expression must be independent ofr i ,
which requires thatf (a) ∝ a. From figure 6 we determine that
the constant of proportionality which best fits the data is 1.3.
For a> 1.7 the best fit power law to the data for all grains is
given by f (a) = 1.6a1/2.

The final height at the centre is similarly expressible ash∞ =
r iη(a). Figure 6 also presents all the data forh∞/r i as a func-
tion of a. Fora< 1.7, h∞ = hi , and soη(a) = a, as indicated by
the data. For1.7< a< c.10the best fit power law to the data is
given byη(a) = 0.88a1/6. Fora> c.10 there is a clear indica-
tion thath∞ decreases with increasinga. This is in response to
the wave that originates from the centre and removes material
outwards. Unfortunately, the data are a little too scattered to be
quantitatively analysed with confidence.

So far the parameterg has not entered our expressions because
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the centre of a pile of axisymmetric collapsing grains. Points
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it is the only input parameter for which time is involved in its di-
mensions, andδr,h∞/r i are both independent of time. The value
of g will affect the total time for collapse,t∞, which is defined
as the time between the initiation of the experiment and that at
which the flow front stops propagating. The high speed video
allowed us to determinet∞ reasonably accurately. By dimen-
sions, it must be of the formt∞ = (r i/g)1/2ψ(a), for some func-
tion ψ(a). A plot of t∞/(r i/g)1/2 as a function ofa is presented
in figure 7. As before, fora< 1.7, an expression independent of
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Figure 7: Nondimensional time until the grain front ceased mo-
tion as a function ofa.

r i requiresψ(a) ∝ a1/2, which is consistent with the data for a
constant of proportionality of 3.8. Fora> 1.7 the best fit power
law through the data yieldsψ(a) = 3a1/2, which indicates that
t∞ = 3(hi/g)1/2. Note that the time taken for a particle to fall a
heighthi under gravity is(2hi/g)1/2, which is just less than a
half of t∞.

Further insight is obtained by an analysis of data on the radius of
the flow front as a function of time,r(t). For all flows there was
a primary acceleration phase during which the acceleration was
approximately constant between 0.25 g and 0.3 g. Fora< 1.7
this acceleration phase was followed by a phase of decelera-
tion which came quite abruptly to a halt. Fora > 1.7 these
two phases were separated by a phase of constant velocity of
the flow front whose duration increased with increasinga. This
phase of constant velocity has an analogue with the evolution of
a fluid axisymmetric gravity current spreading at high Reynolds
number, which also goes through a stage of constant velocity
[14]. A fluid current then adjusts under a balance between buoy-

ancy and inertial forces, spreading liket1/2 [cf.(3.1)]—the same
result as obtained for the granular collapse described here. This
analogy, which uses quantitative relationships to describe the
motion of the granular medium that are closely analogous to
those used to describe the motion of density currents of Newto-
nian liquids, further strengthens our argument that intergranular
frictional effects play a negligible role until the abrupt halt com-
mences.

Obtaining the spreading relationships that our experiments have
indicated remains a challenge for the future. A difficulty is that
for at least half of the flow the concepts of shallow water theory,
as applied by some to this problem, are false. In the meantime,
a clue to understanding the emplacement we have observed may
come from an interpretation of the final stages, when the spread-
ing pile comes to a rapid halt. It has been suggested that granu-
lar materials can be considered in two states [43]: a static solid
state, where intergranular forces at particle faces give the ma-
terial strength; and a liquid state, exemplified by granular flows
and fluidised beds, where the particles are in anagitated state
and the system has negligible strength. The abrupt cessation of
the motion of the granular flows that we observed can be likened
to a phase change between two states [44]. In accord with the
characterisation put forward in [45], the change of state can be
envisaged as a kinetic process analogous to solidification of a
true liquid. In the case of a granular medium, we suggest that
as the flow decelerates, the granular temperature falls below a
threshold value and frictional interactions between particles be-
come dominant and the granular material converts to a static
solid (or deposit).

Conclusions

Since the propagation and evolution of gravity currents was first
quantitatively analysed more than sixty years ago, a lot has been
determined. The rates of propagation under many different situ-
ations have been evaluated, as described in the various sections
of this article. The subject area has seen considerable active
research over the last thirty years or so, primarily due to the in-
fluence of the giant names in the subject, including von Karmen
[2], Benjamin [3] and Simpson [45]. Part of the drive for the
research has come from the natural applications to flows in the
oceans, atmosphere, on the Earth surface and also deep within
the Earth along particular phase boundaries [5,46] as well as to
many engineering and industrial problems.
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Abstract 
Spin-up flows of an incompressible homogeneous fluid have 
been reviewed. Characteristics of spin-up are followed by a 
summary of  well-established previous papers along the orders : 
linear spin-up, weakly non-linear spin-up and non-linear spin-up. 
Discussions are given to open problems from previous analytic 
theories as comparing with full numerical solutions for Navier-
Stokes equation.  
 
Introduction  
 Spin-up refers to the transient adjustment process of a 
confined fluid when the rotation rate of the container undergoes a 
change. Specifically, consider an incompressible viscous fluid 
which fills a closed circular cylindrical container [radius R , 

height H , aspect ratio ].  At the initial state, both 
the fluid and the cylinder are in rigid-body rotation about the 

longitudinal axis (z-axis) at rotation rate Ω . At time 

)1(~/ ORH

i 0=t , 
the rotation rate of the cylinder is increased abruptly to 

. The transient motion of the fluid, in response to 
this abrupt alteration of the rotation rate of the container, 
constitutes the spin-up. For the majority of geophysical and 
technological applications, the flow is characterized by the 
smallness of the Ekman number [ , where 

( +Ωi )∆Ω≡Ω f

E 2/ν HfΩ≡ ν  is the 

kinematic viscosity of fluid].  The condition E  leads to a 
boundary-layer-type global flow field, which consists of the 
inviscid interior, the Ekman and Stewartson boundary layers 
close to the solid walls of the container. 

1<<

 The pioneering treatise of Greenspan and Howard[11] 
considered the linear spin-up problem in which the Rossby 
number fΩ∆Ω= /ε  is small. By undertaking detailed 
theoretical analyses, it was shown that spin-up is substantially 
accomplished over the spin-up timescale , which is an 

order-of-magnitude smaller than the diffusive timescale . 
The main ingredients of the adjustment process are the inviscid-
boundary layer interactions, together with the angular momentum 
conservation in the inviscid interior. The essential flow character 
has since been verified by numerical simulations and laboratory 
experiments [see review articles by Benton & Clark [4], Duck & 
Foster [7]]. For definitiveness, the cylinder is oriented such that 
the central longitudinal axis is aligned in the vertical (z) axis, and 
the horizontal direction refers to the radial (

12/1 −− Ω fE
11 −− Ω fE

r ) and azimuthal 
(θ ) directions. 
 Efforts were made to extend the linear problem formulation 
of Greenspan and Howard [11] to nonlinear settings. For ε  small, 
but finite, Greenspan and Weinbaum [12] carried out series 
expansions using ε  to include higher-order terms, which 
rendered a weakly nonlinear theory. Wedemeyer [33], in a 
departure from the approach of Greenspan and Weinbaum [12], 
delineated the character of spin-up flow from the initiate state of 

rest, i.e., ,0=Ωi  0.1=ε . When the container starts rotating 
from rest, Wedemeyer’s solution demonstrated the existence of 
the radially-propagated velocity shear front. The interior inviscid 
fluid at smaller (larger) radii than the shear front moves toward 
(away from) the horizontal boundary layers. Venezian [28,29]  
generalized the analysis by Wedemeyer to the range 

.0.10 <<< ε  It is important to point out the difficulties 
associated with the above-stated flow models. The theory of 
Greenspan & Weinbaum [12] does not recover the nonlinear flow 
of Wedemeyer in the limit 0.1→ε . Similarly, the solutions of 
Wedemeyer and Venezian do not reproduce completely the linear 
results of Greenspan & Howard as 0→ε . These are indicative 
of the challenges ahead in unifying the linear and nonlinear 
solutions. 

i

refΩ∆Ω≡ /ε

fΩ iΩ

fref Ω=Ω fΩ−i = )1( ε

if Ω+=Ω )1( ε

 In 1970’s and 1980’s, numerical solutions to the full Navier-
Stokes equations were obtained  [16, 18, 32]. These endeavors 
verified the global flow field predicted by the previous theoretical 
studies. Further extensions were made by numerical simulations 
to explore spin-up with a free surface [5, 20, 21], turbulent 
flows[6], in a geostrophic flow [21], to name a few. In 1990’s, 
different aspects of spin-up, somewhat modified from the 
classical models, were investigated. Examples include spin-up in 
a non-axisymmetric container [14, 26]. Also, spin-up flows were 
delineated when the shapes of the solid walls of the container 
were deformed. In summary, these are representative of the 
efforts to tackle more realistic situations. 
 In the present review, spin-up flows of an incompressible 
fluid will be dealt with. Spin-up of a stratified fluid and/or a 
compressible fluid is a separate topic, and a considerable body of 
research has been accumulated [2, 15, 17, 25, 30]. 
  The longstanding problem areas in classical spin-up research 
may be summarized: 
(a) Nonlinear Ekman compatibility condition [19, 34], 
(b) Unifying the prediction of linear and nonlinear flow models 
[12, 28, 29], 
(c)  On the viscous effects near the cylindrical sidewall [3, 19]. 
 
General Problem Formulation 
  As stated previously, at the initial state, the rotation rate of 
the fluid and the cylindrical container is Ω , and the rotation rate 
of the cylinder is increased instantaneously to  [see figure 1]. 

The Rossby number, 
fΩ

, where if Ω−Ω=∆Ω , is a 

measure of nonlinearity. Here, the reference rotation rate, refΩ , 

is either  or . For the nonlinear spin-up, it is convenient to 

set , and Ω , as done in [28, 33]. In the 

case of a linear problem, it is customary to select iref Ω=Ω , 

, as in [11, 12]. In the present paper, fref Ω=Ω , 
unless otherwise noted. 
  Nondimensionalization is made of the physical quantities of 
interest: 
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Horizontal Boundary Layers 

  The horizontal boundary layer, often termed the Ekman 
layer, forms near the (horizontal) endwall disks of the container. 
The fluid in this layer is propelled radially-outward due to the 
increased rotation rate ( ∆Ω+Ωi ). This, in turn, causes suction 
in the axial direction of the inviscid interior fluid, which is 
known as the Ekman pumping. The crux of the argument is that, 
by way of the Ekman pumping, the rotating disk exerts control of 
the meridional (secondary) flow. The thickness of Ekman layer is 
scaled O  as can be inferred from the governing equations. ),( 2/1E

H
VV
refΩ

=

r
r* , 2

*

)( H
pp

refΩ
=
ρ

, 

 
in which superscript * represents nondimensional quantities, t  
time,  velocity vector in the (radial, azimuthal, 
axial) coordinate, 

( ),,( wvuV ≡
r

)
ρ fluid density, and  pressure. p

  The governing time-dependent axisymmetric Navier-Stokes 
equations, in nondimensional form, are straightforward, after 
dropping *: 

 
Vertical Boundary Layer 

  The horizontal-propelled fluid flux in the Ekman layer, after 
reaching the vertical sidewall, is carried vertically along the 
cylindrical sidewall. Obviously, in order to meet the no-slip 
condition at the sidewall, a boundary layer is called for. This 
vertical boundary layer, which is termed the Stewartson layer,  is 
to satisfy the no-slip condition for both the azimuthal and vertical 
directions. It has been established that the vertical layer consists 
of a double-layer structure, i.e.,  -layer for the azimuthal 

flow, and O -layer for the vertical flow. It should be 
mentioned that, in linear spin-up, the vertical boundary layer is 
less important in controlling the interior flow. However, in 
nonlinear spin-up, the influence of vertical layer is not 
insignificant in the determination of the interior fluid motion [1, 
13]. 

)( 4/1EO

)( 3/1E












∂

∂
+








∂
∂

+
∂

∂
+

∂
∂

−=−
∂
∂

+
∂
∂

+
∂
∂

2

2

2

22

z
u

r
u

rr
uE

r
p

r
v

z
uw

r
uu

t
u , (1) 

 












∂

∂
+








∂
∂

+
∂

∂
=+

∂
∂

+
∂
∂

+
∂
∂

2

2

2

2

z
v

r
v

rr
vE

r
uv

z
vw

r
vu

t
v ,   (2) 

 












∂

∂
+

∂
∂

+
∂

∂
+

∂
∂

−=
∂
∂

+
∂
∂

+
∂
∂

2

2

2

2 1
z
w

r
w

rr
wE

z
p

z
ww

r
wu

t
w .  (3) 

 
In the above, the Ekman number . 2/ HE refΩ≡ν
  The associated initial and boundary conditions are stated:  
 Inviscid Interior Region 

0)1( ==−−= wrvu ε  at ;       (4a) 0=t  For 1<<E , the thicknesses of the above-stated boundary 
layers are thin and the bulk of the flow domain is essentially 
inviscid. In this region, the principal force balance is between the 
pressure gradient and Coriolis force. Also, the radial and 
azimuthal velocities are substantially uniform in the axial 
direction, i.e., the Taylor-Proudman column is maintained 
[8,9,10]. Thus, by treating the axial variations of flow properly, 
there is a possibility that the  (  dependent three-
dimensional problem can be reformulated as a (  dependent 
two-dimensional problem in the inviscid region. 

),, tzr
),tr
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Inner inviscid region 

 Linear Spin-up  
Consideration is given to the transient flow when the 

rotation rate of the cylinder changes abruptly from iΩ  to 
[ ]if Ω+≡Ω )1( ε . The problem is linearized under the assumption 

that the Rossby number 1<<ε . In the original treatise of 
Greenspan and Howard [11], the governing equations were 
linearized under 1,1 <<<< εE , and an analytical solution was 
secured by means of the Laplace transform. It should be pointed 
out that, in Greenspan & Howard [11], the reference rotation rate 
of the problem was chosen to be , not . iΩ fΩ

 
 
 
 
 

   In a short duration t  after the impulsive start-up 

of the cylinder, the Ekman boundary layer of thickness O  
is formed near the endwall disk of the cylinder. A complete 
mathematical solution is available for the linear Ekman layer, and 
the scales are u . Also, the axial 
variations of (  are well-known spiral structure, as 
demonstrated in [10]. 
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Figure 1. Coordinates and flow regime in the meridional plane 
 
Flow Regime  

By inspecting the governing equations, the fact 1<<E  
leads to the assertion that the overall flow field is of boundary-
layer-type. It is advantageous to depict the character of the 
individual flow region [see figure 1]. 

 In the Ekman layer, the mass flux O  of fluid is 
propelled radially outward, this sucks in the fluid in the inviscid 
interior. This creates an axial flow, w , which is 
termed the Ekman pumping, toward the disk. In the inviscid 

)( 2/1Eε

)(~ 2/1EO ε



 

interior, a concomitant radial flow, u , is induced. 
Therefore, in the inviscid interior, in order to satisfy angular 
momentum conservation, the angular velocity increases by way of 
vortex stretching, i.e., the spin-up process takes place. The bulk of 
interior fluid undergoes the spin-up process, and, therefore, the 
overall adjustment process is substantially accomplished over the 
spin-up timescale O , not over the diffusion time scale 

.  
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   The radial distance ( ) that a fluid parcel has travelled 
over the spin-up process is very small, O . This can be inferred 
from the fact that the distance is the product of the radial velocity 
scale  and the spin-up time scale . ( 2/1EO ε )2/

  The time-dependent velocity fields over the spin-up time scale (in 
the inertial frame) are described approximately  [11]: 
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In which Ψ  denotes the meridional stream function 

, and  the Fresnel integral, ( w =r∂ ,/ )(tS
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Figure 2. Comparison of the experiment results 
( ) with the analytical results of  
[11],                   , experimental data [ 31 ],                 , theory 
[eq.(3.18) of [11]],                      , approximate solution [eq.( 5 )],  
( printed from [ 31 ]). 
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The theoretical depiction of linear spin-up has since been 

validated by a multiple scaling analysis  [28]  as well as 
experiments [32] and numerical simulation  [15] [see,  see figure 
2]. 

It is to be noted that the spin-up theory of Greenspan & 
Howard was developed under the assumption of two infinite 
disks. This also reinforces the observation that the role of the 

cylindrical sidewall on the spin-up of interior fluid is 
insignificant. As remarked previously, the distance that a fluid 
percel moves in the linear spin-up is , which is much smaller 

than the thickness of vertical sidewall boundary layer O , 

i.e., ). It implies that over the duration of 
spin-up, the fluid originating in the sidewall layer stays in this 
layer; the influence of the sidewall boundary layer is meager on 
the interior fluid. For the present closed container, however, the 
vertical boundary layer exists, and the structure of this layer has 
been a subject of another investigations [1, 14]. 

d
)( 4/1E
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 Weakly Non-linear Spin-up  
 For ε  small, but finite, Greenspan & Weinbaum [12] 
devised a nonlinear model from the afore-described linear model. 
They expressed the flow variable by series expansions of the 
Rossby number ε . In the course of analysis, due to the presence 
of the secular terms, the strained coordinate method by Poincare 
and Lighthill  was introduced. Due to the complication in the 
analysis, expansions were obtained up to the second-order, i.e., 

. The result for the azimuthal velocity is shown : )( 2εO
 

( ) )()2exp(1 2εε Otrrv +−−+= ,      (8) 
 

in which 






 −−+−+= )2exp(1(
5
2

2
12/1 ttttE ε .   (9) 

 
This weakly nonlinear model of Greenspan & Weinbaum  

was shown to be consistent with the experiments in the range 
5.0<ε . 

Specifically, two issues are to be stressed: 
 
(1) Because of the nonlinear effect, in comparison to the linear 

theory, the time to reach the final state becomes shorter 
(longer) in spin-up (spin-down). Since the theory neglects the 
higher-order terms, it is not clear if the same conclusion is 
applicable when )1(~ Oε . However, the later experiments 
and computations seem to be in support of the qualitative 
validity of the theory up to )1(~ Oε  [34]. It will be a 
challenge to supplement the theory to produce a more 
versatile analytical model [see figure 3]. 

(2) As stated earlier, the theory of Greenspan and Weinbaum  is 
for two infinite disks with no sidewall. Consequently, this 
theory is incapable of predicting the presence of the 
propagating velocity shear front  which is a hallmark of 
nonlinear spin-up in a confined closed container. This is 
perhaps a more serious drawback of the theory  [28, 29]. 

 
Non-linear Spin-up  

 
Wedemeyer  Model ( 0.1=ε ) 
 An elegant theoretical model was put forth by Wedemeyer 
[33] about spin-up from rest ( 0.1=ε ). In rapidly-rotating flow, 
the well-known axial uniformity of horizontal velocities in the 
inviscid interior (Taylor-Proudman column, i.e., 

0// =∂∂=∂∂ zvzu ) is exploited. A simplified equation for v  is 
obtained: 
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Figure 3. Comparisons between theory (       )  of [11] and 
numerical data (     ) , ( printed from [12] ). ,∆
 
 
In order to solve the above equation, a relationship linking  and 

 is necessary. To this end, Wedemeyer made use of the 
numerical result of Rogers & Lance [23]. Furthermore, noting the 
inter-relations between the inviscid interior flow and the Ekman 
layer flow, Wedemeyer made the following assumptions:  

u
v

(a) the boundary layer flow is quasi-steady; 
(b) the finite geometry of the cylinder does not effect the 

boundary layer flux; 
(c) the inerior fluid is in rigid-body rotation. 

Combining the above assumption and the local similarity 
assumption based on the Rogers & Lance  data, Wedemeyer  
arrived at an approximate relationship linking u  and : v
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Substituting eq.(11) into eq.(10) yields 
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Under , dropping the viscous terms in eq.(12) leads to  1<<E
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for the region ahead of the shear front, i.e.,  τ−≤ aer
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for the region behind the shear front, i.e., r , where 

. 

τ−≥ ae

tE 2/1=τ
 The Wedemeyer solution, Eq. (13a-b), successfully depicts 
much of the prominent flow characteristics. The existence of the 
propagating shear front and the global flow field and other 
nonlinear behavior are captured well in this model. However, 

inconsistencies are discernible as well. For instance, the behavior 
of the Ekman pumping velocity w  in both sides of the front is at 
variance with assumption (i). Also, the adoption of the numerical 
data of Rogers & Lance  poses serious difficulty. According to the 
data of Rogers and Lance, the Ekman pumping takes place from 
the region of small angular velocity to that of large angular 
velocity. However, the Wedemeyer solution shows that, in the 
inviscid region behind the front ( ), the Ekman pumping 
is directed from the disk-region with a higher rotation rate to the 
inviscid-region with a lower rotation rate. These, and others, 
illustrate conflicting assumptions and solutions.  Despite these 
shortcomings, the Wedemeyer solution provides overall flow 
pictures which are shown to be generally compatible with the 
numerical solutions [16, 18, 32]. The inconsistencies of 
Wedemeyer model have been pointed out[3, 16], but little serious 
efforts have been made to improve the fundamental foundation of 
the model. 

τ−≥ aer

 
Extension of the Wedemeyer Model ( 0.10 ≤< ε ) 
 Expanding upon the approaches of Wedemeyer, Venezian 
[28-29] produced an analytical solution for the spin-up from a 
finite rotation rate ( 0≠Ωi ) to another finite rotation rate 
( 0≠Ω f ) for 0.10 ≤< ε : 
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 The theoretical solution of Venezian demonstrates the salient 
nonlinear features for )1(~ Oε , which include the spin-up from 
rest. However, difficulties are encountered as this solution 
attempts to recover the linear spin-up by letting 1<<ε . In 
addition, it is unclear to come up with a physically convincing 
explanation about Wedemeyer’s assertion that the propagating 
shear front represents the propagating of characteristic line. 
 One contribution of Venezian’s model lies in the improved 
treatment of viscous terms in the vicinity of the front. Venezian, 
by a careful analysis of the thin viscous layer in the neighborhood 
of the shear front, gave a description of flow surrounding this 
front: 
 

 ,    (15) 122/14/1 ))()exp(()2(4 −−= ββπη erfcarEv

 in which  
 

1)2exp( 2/1 −= tEη
a

, , and 
 being nondimensional radius of the container. 

ηβ 2/122/1222 8/)1)2exp(( EtEra −=

  The analytical solution of Venezian was shown to be 
generally compatible with the full Navier-Stokes numerical 
solutions, as displayed in figure 4. Clearly, the viscous solution 
of Venezian, in comparison to the Wedemeyer inviscid solution, 
is in better agreement with the numerical results. However, the 
discrepancies near the shear front are not in substantial. 
 



 

∞w  

 

 

)(sF










Ω
Ω

≡
W

Fs

 
Figure 4. Time histories of  azimuthal velocity ( ).  
The vertical location is at mid-depth. The radial location is 0.5.  
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Figure 5. Nonlinear Ekman pumping velocity.   is Ekman 
pumping velocity at the boundary layer edge , Ω  angular 
velocity of the far-field fluid and  angular velocity of the 
disk wall, (printed from [34 ]). 
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     , Wedemeyer’s inviscid solution; 
                                      , numerical results [16 ]; 
                                      , LDV measurements; 
                                      , Venezian’s profile [eq.(15)], 
(printed from [ 16 ]). 

                                               
  
 The expansion of the model to nonlinear ranges is a 
challenging issue. The limitation of the weakly nonlinear model 
is pointed out. The success and shortcomings of the Wedemeyer 
model ( 0.1=ε ) are re-visited. The attempts to expand upon or 
improve this model are discussed. 

The Weidman Model 
 Weidman [34] noted that the linear Ekman pumping 
condition was the source of inconsistencies. From that standpoint, 
Weidman attempted to use a 7th-degree polynomial curve fitting to 
the numerical data of Rogers & Lance [23] [see figure 5].   The classical topic of spin-up is still alive, and some of the 

future directions are listed.  
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Abstract

Convection driven by a gradient of temperature or heat flux
along one horizontal boundary produces a localized turbulent
plume and an otherwise stably stratified circulation. Informed
by laboratory observations of the steady-state convection, we
examine the rate of production of available potential energy,
rate of viscous dissipation and rate of conversion of turbulent
kinetic energy to potential energy by vertical mixing. Given the
heat flux through the flow, the requirement of a steady state in
the interior determines the vertical turbulent diffusivity in the
interior, and an expression is also found for the boundary layer
thickness. Applied to the zonally-averaged meridional over-
turning of the oceans, where we allow for a turbulent transport
coefficient at the sea surface, the energy arguments lead to a
thermocline depth of 300−530m. For the estimated meridional
heat flux of 2× 1015 W, we predict an average diffusivity of
κ∗ = O(10−5) m2/s, in agreement with measurements of ver-
tical mixing. Also in agreement with previous estimates and
ocean observations is the predicted rate of production of avail-
able potential energy (0.5×1012 W), of which 0.8−1.5×1011

W is used to maintain the density structure.

Introduction

Horizontal convection driven by a horizontal gradient of tem-
perature or heat flux along the top or bottom boundary of a vol-
ume of fluid is remarkably different from the (more extensively
studied) convection forced by a temperature difference applied
between either two vertical boundaries or the bottom and top
boundaries. In horizontal convection, the heat flux enters a hor-
izontal boundary layer and is extracted at the same boundary,
with little heat passing through the bulk of the interior of the
volume. The heat flux is, however, achieved through a horizon-
tal flow in the boundary layer. There must be a return flow, and
in experiments using a monotonic temperature gradient along
the base or surface of a rectangular box, this is observed to oc-
cur as a vertical buoyant plume at one end of the box, nearest the
destabilizing heat flux [21, 22, 13]. The plume extends through
the full depth of the box (although this aspect is sensitive to non-
steady boundary conditions and side wall heat loss [13]). More
gentle vertical flow, perhaps distributed through the volume, re-
turns the fluid to the boundary layer in the region of stabilizing
heat flux. The boundary layer dynamics have been described by
Rossby [21]. However, it is not clear how the boundary fluxes
drive a deep vigorous overturning, and how the interior main-
tains a steady state given an interior density stratification (or a
buoyancy flux in the plume through all levels, as is required for
the plume to penetrate through the depth).The global thermo-
haline circulation (or meridional overturning circulation) of the
oceans is one possible, and particularly important, example of
horizontal convection. Surface waters of the oceans are subject
to net heating at equatorial latitudes (between approximately
20◦S and 23◦N based on a global annualized average) and to
net cooling polewards of these latitudes [4]. The circulation of
surface waters carries a net poleward transport of heat to main-
tain the balance, and highly localized downwelling at polar lat-
itudes carries surface waters to abyssal depths [24, 21, 14, 19].

Much of the heat transport is a consequence of wind-driven sur-
face flows. However, it is not clear whether the heat transport is
passive [15, 5, 27, 28], or whether instead the thermal buoyancy
flux associated with the meridional heat flux is a significant con-
tribution to the driving forces in the momentum budget for the
mean overturning flow. A separate question is whether the inter-
nal vertical mixing (which maintains the density structure of the
oceans in the presence of the vertical components of the circula-
tion) is substantially sustained by energy input from buoyancy-
driven flow (hence by the heat flux) or whether the mixing is
dominated by energy from tides and winds [14, 15, 5, 27, 28].

In current diffusive theories of the meridional overturning cir-
culation the density structure throughout much of the ocean is
maintained by a balance between slow upwelling of cold wa-
ter and downward turbulent mixing of heat, for which the re-
quired vertical diffusivity (at least at depths between 1000m and
3000m) is of O(10−4) m2/s [14, 15]. The enormous amounts of
mechanical energy (of order 2× 1012 W) required to main-
tain such a large rate of vertical mixing are available only from
the tides and the surface winds [15]. Consequently, it has been
argued [5, 27, 28] that the thermal buoyancy cannot be the dom-
inant driving force for the overturning circulation and that heat
stored in the relatively warm equatorial surface waters must
be carried passively towards high latitudes by the circulation.
However, the argument appears to confuse the forces providing
momentum to the mean overturning flow with sources of energy
for the vertical mixing.

Dissipation and tracer measurements in the ocean interior [3, 9,
7, 12] on the other hand support a much smaller vertical diffu-
sivity (of order 10−5 m2/s) than that required by existing mod-
els. Recent data [23] also suggest that the basin-averaged dif-
fusivity is less than a factor of three above that in the interior,
despite the discovery of regions of very intense turbulence as-
sociated with topography [20, 10, 8]. Here we show that, given
the estimated meridional heat flux in the oceans, a simple and
self-consistent energy argument predicts both a mechanical en-
ergy flux in agreement with general circulation models and in-
ferences from data, and a vertical diffusivity in agreement with
measurements in the ocean interior. We conclude that the ob-
served circulation can be driven by buoyancy fluxes at the sur-
face and need not be reliant on energy input to mixing from
winds and tides. A dynamical model and solution for the cir-
culation is also required to demonstrate that a flow satisfying
the energy requirements is possible and consistent with obser-
vations, and this will be presented elsewhere.

Available Potential Energy Fluxes due to Surface Heating

In order to discuss the mechanical energy supplied to a box of
fluid by differential heating along the surface (figure 1) we di-
vide the flow driven into two regions – the surface boundary
layer and the interior. Water in a portion of the surface bound-
ary layer of depthh is supplied with heat at a rateqh while
heat is removed from the remainder of the surface waters at a
rateqc (= −qh). While we choose to describe the circulation
in terms of the heat flux carried, this does not imply any partic-
ular boundary condition on heat flux or temperature. The hor-



izontal variation of heat flux gives rise to a horizontal density
gradient and flow (at a velocityu) within the surface layer. The
consequent horizontal mass flux in the boundary layer must be
ejected into the interior for heat throughput to be maintained in
the flow. Mass is returned to the surface boundary layer by a
broad upwelling from the interior, as shown in figure 1. The
boundary layer thicknessh, which characterizes both the veloc-
ity and thermal structure, is therefore set by a balance between
downward diffusion of heat from the surface and upward advec-
tion. Thus, conservation of heat in the boundary layer requires
that

qh =−qc ∼ ρrcpκbAh
δT
h
∼ ρrcp

A
L

δTuh, (1)

whereδT characterizes both the vertical and horizontal temper-
ature variation in the surface boundary layer,A andL are the
cross-sectional area and length of the box, respectively,Ah is
the cross-sectional area over which heating is applied,κb is the
thermal diffusivity in the boundary layer,cp is the specific heat,
andρr is a reference density. If the vertical velocity is zero at
the surface (z = 0) andh� L (an assumption that will be jus-
tified in the next section), the equations of continuity and heat
transport require that

u
L
∼ w

h
∼ κb

h2 . (2)

Observations from laboratory experiments and numerical solu-
tions for horizontal convection show that the ejection of mass
flux from the surface boundary layer occurs in a localized plume
[21, 22, 18, 13], the dynamics of which we will examine be-
low. For the moment it is necessary only to realise that water
in the plume must be negatively buoyant to be ejected into the
interior. Diffusion in the interior, together with zero flux con-
ditions on the sidewalls and lower boundary, ensures that the
flow is in a steady state only if the plume penetrates to the bot-
tom [13]. The temperature variation in the plume required to
drive this flow is denoted asδT ′, which must also characterize
the temperature variation in the interior. As water in the plume
is relatively dense, the box has an amount ofavailable poten-
tial energy(APE) equal to the potential energy that would be
released by letting the fluid adjust adiabatically to static equi-
librium. If α is the coefficient of thermal expansion andg the
gravitational acceleration, the buoyancy flux in the plume is
F ′ = ρrgαδT ′uhA/L and represents the rate at which excess
weight appears in the plume at the base of the boundary layer.
As the plume falls through a depthH−h in reaching its level of
neutral buoyancy, by equation (1) APE is generated at a rate

Ṗ′ ∼ (H−h)F ′ =
αg(H−h)qc

cp

δT ′

δT
, (3)

where we have assumed the space occupied by the plume to be
much less than the total volume of the box.

Turbulent Mixing Energized by Convection

We now consider the dissipation of energy, which for a steady
state exactly balances the supply of mechanical energy (equa-
tion 3). It has been shown [18, equation 3.4] that in a box of
Boussinesq fluid forced only by a temperature difference (or
heat flux) imposed along its top boundary, the volume-averaged
rate of viscous dissipation of energy per unit mass,ε, is given
by

ε = κbgα∆T/H, (4)

where the uptake of heat at the boundary is characterized by the
diffusivity κb, (which was assumed to be the molecular diffusiv-
ity), and ∆T is the temperature difference between horizontal
averages at the top and bottom of the box. This result (equa-
tion 4) implies that the flow cannot be turbulent in the limit of

H

qc (cooling) qh (heating)

u

w

L

h

z

T(z)-T(H)

δTδT'

Figure 1: Schematic diagram of the convective flow driven
in a box by differential heating along a horizontal boundary.
Surface heat fluxesqc andqh (=−qc) transfer heat to/from the
boundary layer adjacent to the surface, maintaining a horizontal
density gradient and a flow directed from the heated region to
the cooled region. For sufficiently large heat fluxes most of the
temperature variation occurs across the surface boundary layer,
which occupies a small fraction of the total depth.

vanishing diffusivity or infinite fluid depth [18]. For density-
stratified flow the vigour of turbulence can be measured by the
parameterε/νN2, whereε is the local rate of viscous dissipa-
tion per unit mass,N = [−gα(dT/dz)]1/2 is the local buoyancy
frequency characterizing the density stratification andz is the
depth [1]. Hence from equation (4), for general values of the
diffusivity, horizontal convection in water must have a volume
averagedε/νN2 ≈ κb/ν, which∼ 0.1 if κb is set equal to the
molecular diffusivityκ, no matter what the depth or heat flux.
This value implies very weak or no turbulence [1].

On the other hand, equation (3) shows that for an imposed heat
flux the total dissipation in the box (which must be equal to
the mechanical energy input) increases in proportion to the heat
flux qc and depthH, and is independent of the viscosity and
molecular diffusivity. The average dissipation per unit mass is
therefore independent ofH and inversely proportional to the
areaA. There is an apparent inconsistency with the results from
equation (4). However, the value ofε/νN2 obtained above from
equation (4) is based on the overall depth-averaged buoyancy
frequency. Hence, the constraints imposed by equations (3) and
(4) may both be satisfied if for a given fluid (water) we propose
that below the surface layer (z>h) the density gradient becomes
small and the flow becomes turbulent whenh� H (whereas
for very large horizontal area, the temperature difference and
dissipation rate vanish). Our later scaling analysis will indicate
when this a priori assumption is invalid. We again characterize
turbulent mixing in the density-stratified interior by a vertical
diffusivity κ∗ and use the usual relationship [17, 3, 7]

κ∗ = η
( ε

N2

)
, (5)

whereη can be interpreted as the ratio of the turbulent energy
used for vertical mixing to the energy dissipated by viscosity.
The ratioη is commonly taken to be 0.2 [17], but an alternative
formulation for weak turbulence [1] givesη = 0.47 based on
the molecular properties of seawater. The volume-averaged rate
of viscous dissipation per unit mass will be given by

ε≈ ε′ =
1

V ′

Z
V ′

εdV′ =
κ∗i gαδT ′

η(H−h)
, (6)



whereV ′ is the volume of the interior (excluding the surface
layer) andε′ is the volume-averaged rate of viscous dissipa-
tion per unit mass in the interior. We have assumed the cross-
sectional areaA to be independent of depth and defined an aver-
aged interior diffusivityκ∗i (which applies below the boundary
layer). Setting equations (4) and (6) to be equal gives

κ∗i = κbη
(

∆T
δT ′

)(
H−h

H

)
. (7)

The total rateṡW′pe andẆ′ke at which work is done by turbulence
in the interior against gravity and against viscosity, respectively,
can be summed to give the total rate of working

Ẇ′ = Ẇ′ke+Ẇ′pe

= ρr

Z
V ′

εdV′+g
Z

V ′
κ∗i

dρ
dz

dV′

= gAκ∗i
1+ η

η
[ρ(H)−ρ(h)] , (8)

whereρ is the density in the interior and the overbar denotes
a horizontal average. SettinġW′ in equation (8) equal tȯP′ in
equation (3), along withρ = ρ0 [1−α(T−T0)], and then using
equation (1) gives

κ∗i ∼
(

η
1+ η

)(
(H−h)qc

ρrcpAδT

)
= κb

(
η

1+ η

)(
H−h

h

)
Ah

A
, (9)

whereδT = T(0)−T(h) = ∆T − δT ′ . Combining equations
(7) and (9) gives the temperature variation in the interior

δT ′

∆T
∼ h

H
(1+ η)

A
Ah
. (10)

By equations (7), (9) and (10), the assumption of a turbulent
interior (whereκ∗i > κ, κb ≥ κ) is seen to be valid when the
surface boundary layer depth is much smaller than the basin
depth, i.e.h/H � 1. The temperature dropδT across the sur-
face boundary layer is then almost the same as the top-to-bottom
temperature difference∆T, whereδT andh satisfy equation (1).
As H/L < 1 for the small aspect ratio basin geometry assumed
here, the earlier assumptionh/L� 1 will be automatically satis-
fied. The interior flow will become non-turbulent at sufficiently
small heat fluxes, as given by equation (1) when the surface
boundary layer occupies the full depth. The molecular viscous
stresses dissipate energy per unit mass at a rate given by equa-
tion (4), which in the non-turbulent flow is also equal to the rate
of energy input required to maintain the density field by molec-
ular diffusion.

Applying the results to the experiments of Mullarneyet al. [13],
where the boundary layer at the forcing boundary was laminar,
we consider the caseqc = 140W, in whichδT ∼ ∆T ≈ 17◦C.
Here equations (1), (9) and (10) predicth∼ 0.007m,κ∗i ∼ 0.4−
0.7× 10−6 m2/s andδT ′ ∼ 1.4− 1.7◦C (for η = 0.2− 0.47).
From equations (4) and (7),ε/νN2

i = κ∗i /νη∼ O(3), which in-
dicates very weak turbulence in the interior and a diffusivity
3 to 5 times the molecular value for heat (A = 2Ah = 0.1875
m2, L = 1.25 m,H = 0.2 m, κ = 1.47×10−7 m2/s, ρr = 1000
kg/m3, cp = 4184 J/kg/K,ν = 7.6×10−7) m2/s). These predic-
tions compare reasonably well with measurements:h = O(0.01)
m andδT ′ in the range 0.34−3.5◦C, noting that the actual edge
of the boundary layer is not well-defined and that the tempera-
ture profiles were not taken in the plume itself.

In applying the results to the oceans, we first note that equa-
tion (1) would predict the surface boundary layer (i.e. thermo-
cline) thickness to be only a few metres based on a molecu-
lar thermal diffusivity. Instead, we expect a turbulent thermo-
cline whose properties are determined primarily by wind-driven
processes. Thus if the effective diffusivity in the thermocline
is κb(� κ), the volume-averaged viscous dissipation per unit
massεo throughout the oceans is then a factor of 1/η larger
than when the buoyancy uptake at the surface is by molecular
diffusion (equation 4 withκb = κ),

εo =
κbgα∆T

ηH
. (11)

Viscous dissipation by turbulence in the thermocline must also
be allowed for in the energy budget. Equating the total viscous
dissipation rate to the sum of the viscous dissipation rates in the
interior and thermocline,Z

V
εodV =

Z
V ′

εdV′+
Z

Vb

εdVb, (12)

and substituting equation (5) gives

κb∆T = κ∗i δT ′+ κbδT, (13)

whereVb is the volume incorporating the thermocline. Noting
that∆T = δT + δT ′, equation (13) requires that the diffusivity
is uniform throughout the flow, i.e.κb = κ∗i . Physically this is
because the diffusivity in the boundary layer is set by the exter-
nal energy supplied (mainly from wind-driven turbulence). The
total rate of working in the interior is still given by equation
(8), but replacingκ with κb in equation (9) leads to the surpris-
ing conclusion that the thermocline thickness in this convection
model is set by geometrical considerations alone, i.e.

h
H

=
Ah/A

Ah/A+(1+ η)/η
. (14)

If heating is applied over one half of the surface area, as is ap-
proximately the case for the oceans (Ah/A = 0.5), equation (14)
predictsh/H ∼ 0.08− 0.14 for η = 0.2− 0.47. Substituting
equation (14) into equation (1) and takingαδT ≈ δρ/ρr gives

κ∗i δρ =
αqcH

cpA[Ah/A+(1+ η)/η]
, (15)

whereδρ = ρ(h)−ρ(0). It can also be shown using equation
(5) that the density ratio

δρ′

δρ
=

ε′(H−h)
εbh

, (16)

whereδρ′ = ρ(h)−ρ(H) andε′ andεb are the volume-averaged
rates of dissipation per unit mass in the interior (equation 4) and
the thermocline, respectively.

As δρ′ + δρ = ρ(0)− ρ(H), equation (16) would now close
the problem if we knew the rate at which external energy was
supplied to turbulence in the thermocline. However, without
an estimate of this external input, we can only show that this
scaling is consistent with measurements from the oceans. Tak-
ing H = 3780 m, the average depth of the oceans [2], equa-
tion (14) predictsh to be 300−530 m. Using the globally av-
eraged potential density profile from the Levitus 1994 dataset
to estimateδρ′ and δρ for the predicted thermocline depth
(http://iridl.ldeo.columbia.edu/SOURCES/.LEVITUS94/), we
find δρ′ ∼ 1.1− 0.7 kg/m3, δρ ∼ 2.0− 2.4 kg/m3 (for η =
0.2− 0.47). By equation (15), we then predict the diffusivity



κ∗i = κb = 2−3.2×10−5 m2/s. This agrees nicely with avail-
able measurements of vertical mixing [23]. We have taken the
total heat lossqc from the oceans to be approximately 4×1015

W ([4, p. 212], and inferred from hydrographic data, [11]), the
surface area of the oceansA = 3.6× 1014 m2 [2], ρr ∼ 1025
kg/m3, cp≈ 3990 J/kg/K for seawater at 20◦C and atmospheric
pressure [2] andα = 2.54×10−5 K−1 for seawater at−2◦C [2],
a temperature representative of the Weddell Sea outflow source
water. Furthermore we predict that turbulence in the oceans has
an intensityε′/νN2

i = ε/νN2 = κ∗i /νη = O(80). However, we
have not yet considered the sinking regions, where there will be
a larger-than-average dissipation rate.

Energy Fluxes in a Simple Circulation Model and Applica-
tion to the Oceans

The above arguments are now applied to the ocean overturn-
ing by adopting an analytically more convenient model for the
near-surface flow, a simple assumption about the interior flow,
and recognising the deep sinking leg as a turbulent plume. Al-
though the plume of interest in the oceans will be a slope cur-
rent supplied by overflow from a sill, we discuss the simpler
case of a vertical three-dimensional plume as shown in figure 2,
where the plume originates at the surface. We first demonstrate
that the energetics governing this situation are the same as those
discussed for the more complex flow in figure 1. The structure
of the surface layers in the oceans is more complicated than that
sketched in figure 1. Heat transfer across the air–sea interface
is not simply by molecular conduction, but also involves a com-
bination of radiative and evaporative transfer, wave action and
turbulence. We have demonstrated that the heat transfer in the
water column is strongly influenced by external energy input
(most probably through wind-driven turbulence). However, as
we will show, forcing of the abyssal circulation is a result of the
surface buoyancy flux.

We assume that the thermal forcing is constant on the overturn-
ing timescale. The rate of heat loss at the surfaceqc produces a
total buoyancy flux

FT =
αgqc

cp
(17)

that is the sum of buoyancy fluxes over all regions of deep
downwelling, which we assume to be plumes (we later assume
that these are turbulent, but this restriction is not required at this
stage). The rate of generation of APE at any level is equal to
the local buoyancy flux multiplied by the distance the plume
still has to fall. Thus, for the plume in figure 2 that falls through
a depthD,

Ṗ = DF =
αgDqc

cp
. (18)

If this plume falls to the bottom,D = H. The flux of APE re-
duces rapidly through the surface layers to be equal to equation
(3) at a depthz= h. Thus it is apparent that very little residual
APE is required to drive the abyssal circulation. We proceed by
applying the results for the abyssal circulation in figure 1 to the
flow in figure 2 and we justify below why this approximation is
valid.

Deep convection occurs in both the northern and southern hemi-
spheres, but surface waters sink to the greatest depth at sites
around the Antarctic to form Antarctic Bottom Water (AABW).
Surface waters that sink in the north Atlantic are found in the
abyssal ocean at levels above the AABW. This is consistent
with the prediction, for turbulent plumes, that the plume with
the greatest buoyancy flux reaches the bottom and dominates
the density structure [6, 26]. From equation (18), this plume
will also make the dominant contribution to the totalṖ. There-
fore, we consider the flow due to a single southern hemisphere

H

qc (cooling)
qh (heating)

z

Figure 2: Schematic diagram of a model for horizontal convec-
tion (and the meridional overturning circulation of the oceans).
Surface cooling at a rateqc leads to a small region of down-
welling (represented as a vertical plume) from the surface to the
bottom in an idealized basin of depthH and cross-sectional area
A. Heating at a rateqh =−qc is distributed over the surface al-
lowing the flow to reach a steady state. Only one downwelling
(that with greatest buoyancy flux in the oceans) is shown. If the
sinking is turbulent, entrainment drives recirculation at depth.

plume as a first approximation to the global ocean (figure 2).
Equations (17) and (18) predict that the southern hemisphere
heat lossqc of approximately 2× 1015 W [4, 11], leads to a
buoyancy flux ofFT ≈ 1.2×108 N/s (or equivalently, after di-
viding by the density, 1.2×105 m4/s3), and APE generation at
a rate ofṖ≈ 0.47×1012 W. We have takenD = H = 3780m,
g = 9.81 m/s2 and properties for seawater as given earlier. The
coefficient of expansion is strongly temperature dependent, but
we have used that for seawater at−2◦C (α = 2.54×10−5 K−1

[2]) because the generation of available potential energy that
may drive turbulence in the interior will be determined primar-
ily by the density difference in the interior.

This predicted rate of APE generation compares with values
calculated for the global ocean from an ocean general circu-
lation model (0.3×1012 W [25]) and from observations of the
density distribution and fluxes of heat and water at the surface
(1.4± 0.8× 1012 W [16]). The latter value is based on small
density gradients in the surface mixed layer and is likely to be
an over-estimate [25]. The definition of the rate of generation
(or flux) of potential energy (equation 18) avoids any estimates
of the actual APE in the flow, and therefore does not require dis-
cussion of a reference energy state. Note, by equation (18), that
the potential energy flux through the system is several thousand
times smaller than the heat energy flux from which it arises, but
that only the potential energy flux is of dynamical significance
in the energy budget of the overturning circulation. In order to
calculate the overturning circulation that could be supported by
the input of available potential energy calculated above, let us
assume that all oḟP is converted to kinetic energy and that tur-
bulent mixing in the density-stratified ocean is characterized by
a vertical diffusivityκ∗ that is the same at any point for heat,
salt and, with a linear equation of state, also density [15]. For
the situation in figure 2, the total rate of working by turbulence
against gravity and against viscosity evaluates to

Ẇ = ρr

Z
V

εdV +g
Z

V
κ∗

dρ
dz

dV (19)

= gAκ∗
1+ η

η
[ρ(H)−ρ(0)] , (20)

whereV is the full volume (cf. equation 8). For a simple first



approximation to the oceans, we have again assumed the cross-
sectional areaA to be independent of depth and defined an av-
erage diffusivityκ∗ over the whole volume. Horizontal trans-
ports in the oceans are typically large enough to achieve hori-
zontal density differences over most of the basin that are much
smaller than the vertical difference [15], and we have implic-
itly assumed this to be the case. Recalling that∆T = δT + δT ′,
equations (3), (8), (18) and (19) give

Ṗ′

Ṗ
=

(H−h)
H

∆T
δT

κ∗

κ∗i

Ẇ′

Ẇ
≈ c

Ẇ′

Ẇ
. (21)

For a laminar surface boundary layer withh� H, κ∗ can be
estimated by a volume average over the interior and bound-
ary layer (i.e.Hκ∗ = hκb + (H − h)κ∗i ) and equations (7), (9)
and (10) givec≈ 1 in equation (21). For the turbulent surface
boundary layer in the oceans,c≈ 1.1 (η = 0.47) – 1.4 (η = 0.2),
using our earlier scaling results andκ∗= κ∗i . Thus equation (21)
shows that although the rate of energy generationṖ in figure 2
is greater than the ratėP′ for figure 1, the rate of dissipation
Ẇ in figure 2 is correspondingly greater thanẆ′ for figure 1.
Therefore,Ṗ− Ṗ′ ≈ Ẇ−Ẇ′, implying that the additional en-
ergy generated in the surface layer in figure 2 is also dissipated
locally in the surface layer. Thus we expect the abyssal flows
in figures 1 and 2 to be governed by equivalent energetics, and
to not depend strongly on the detailed structure of the surface
layers.

EquatingẆ in equation (19) toṖ in equation (18) gives

κ∗ =
(

η
1+ η

)(
αqcH

Acp∆ρ

)
(22)

where∆ρ = ρ(H)−ρ(0). Using the above values for the south-
ern hemisphere heat flux, the surface area and average depth
of the oceans, the molecular properties of seawater, and the
bottom-to-surface density difference from the globally averaged
potential density (σ0) profile obtained from the Levitus 1994
dataset (ρ(H)−ρ(0) = 3.1 kg/m3), we again predict that turbu-
lence could be supported in the ocean interior with an average
diffusivity of κ∗ = 0.7× 10−5 m2/s (η = 0.2) or 1.4× 10−5

m2/s (η = 0.47). Although buoyancy is not expected to be the
only energy source, these predictions are remarkably consistent
with measurements ofκ∗ = O(10−5) m2/s in the ocean inte-
rior [3, 9, 7, 12] and with the recent estimates of basin average
diffusivities [23]. Of the available potential energy generated,
0.8−1.5×1011 W is used to maintain the density structure.

Conclusions

Our theoretical analysis of the energetics of horizontal convec-
tion is consistent with our recent laboratory experiments [13],
and is also consistent with the dissipation theorem of Paparella
& Young [18] in the case of a laminar surface boundary layer.
The energy budget for the flow, along with a common-place
relationship between turbulent mixing and viscous dissipation
rates, leads to a prediction of the average interior mixing rate
that is consistent with the measured ocean value. In this model,
turbulent mixing in the interior is sustained as a consequence of
the requirement that the upward diffusive buoyancy flux match
the downward buoyancy flux in the sinking region. Thus the
abyssal density gradient adjusts to allow sufficient vertical mix-
ing. Among the factors that have not been taken into account
is the seasonal salinity excess beneath sea ice, which will add
to the buoyancy forcing at periods of maximum buoyancy flux.
The tides and surface winds also will augment the buoyancy-
driven circulation calculated here by supplying energy to inte-
rior turbulence (at a rate that is poorly known), which increases

the buoyancy uptake in the upper ocean. The spatial distribu-
tion of mixing from all three energy sources remains an open
question.
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Abstract 
Direct numerical simulation of a fully developed turbulent 
channel flow with passive scalar transport has been carried out at 
four Reynolds numbers, 180, 395, 640 and 1020, based on the 
friction velocity and the channel half width. The molecular 
Prandtl numbers are 0.025 and 0.71 where the working fluids are 
assumed to be mercury and air, respectively. It is shown that for 
both Prandtl numbers, very large-scale structures of the 
temperature fluctuations certainly exist in the outer layer at the 
given Reynolds numbers. Also, it is shown that at high Reynolds 
number, the very large-scale structures appear hierarchically in 
the outer layer for the two Prandtl numbers. 
 
Introduction  
The understanding of heat and mass, i.e. scalar, transport 
mechanism in wall turbulence is of great importance in both the 
scientific and the engineering viewpoints. 

Experimental studies on turbulent heat transfer in wall-
bounded flows have been performed over past several decades, 
and important aspects on the scalar transport mechanism have 
been reported in the literature. For example, Bremhorst and 
Bullock[1] measured cross-spectra of turbulent heat and 
momentum transfer in a turbulent pipe flow, and suggested an 
almost perfect correlation between the streamwise velocity and 
the temperature fluctuations at low wavenumbers. Fulachier and 
Dumas[2] conducted an experiment in a turbulent boundary layer. 
They showed that except in the buffer region the temperature 
spectrum differs strongly from the streamwise velocity spectrum, 
and the spectrum of three velocity components is similar to that 
of the temperature fluctuation. Perry and Hoffmann[3] made a 
measurement in a slightly heated boundary layer, and examined 
the scaling law on the mean and fluctuating temperature for the 
velocity and thermal fields. Subramanian and Antonia[4] 
conducted an experiment in a slightly heated boundary layer at 
Reτ=uτδ/ν=371~2273, where uτ is the friction velocity, δ the 
channel half width or boundary layer thickness and ν the 
kinematic viscosity. They examined the Reynolds-number effect 
on mean temperature, temperature fluctuation, turbulent heat 
fluxes and turbulent Prandtl number. Antonia, Krishnamoorthy 
and Fulachier[5] investigated the correlation between the 
streamwise velocity and temperature fluctuations in the near-wall 
region. They indicated that the correlation coefficient of the 
streamwise turbulent heat-flux is large throughout the near-wall 
region, and its magnitude approaches unity at the wall.  

On the other hand, owing to an evolution of numerical 
simulation technique, direct numerical simulation (DNS) has 
become an inevitable tool to examine turbulence phenomena. In 
wall turbulence, DNS of scalar transport has been first performed 
by Kim and Moin[6] in a turbulent channel flow at Reτ=180 with 
Pr=0.2, 0.71 and 2.0 using the uniform volumetric heating 
condition. Later, a lot of DNS studies on scalar transport have 
been performed in a turbulent channel flow at Reτ=150~180 with 

a wider range of Prandtl numbers, Pr=0.025~10.0 [7-11], using 
various thermal boundary conditions, because the turbulent 
channel is simple in its geometry, and contains fundamental 
nature of wall turbulence. In these studies, the effects of the 
Prandtl number and of the thermal boundary conditions were 
fairly well examined. However, since these DNS studies were 
conducted at very low Reynolds numbers, the results obtained 
from DNS were not compared directly with the existing 
experimental results. Hence, there still remain several 
inconclusive issues such as Reynolds number dependence on 
turbulence statistics. Notably, the Reynolds-number effect on the 
peak values of the temperature variance and the turbulent heat-
fluxes, and the behaviours of the turbulent Prandtl number and 
the time scale ratio have not reach a consensus because of the 
lack of sufficient information in the measurements. 

Recently, with an aid of the development of computer power, 
DNS of a turbulent channel flow has been performed at relatively 
high Reynolds numbers. For the velocity field, the Reynolds-
number effect on the root-mean-square velocity and vorticity 
fluctuations, and the scaling law of the energy spectra was 
carefully examined up to Reτ=1900 (see, for example, Moser, 
Kim and Mansour[12], Abe, Kawamura and Matsuo[13], del 
Álamo, Jiménez, Zandonade and Moser[14]). Also, considering 
the experimental evidence that an importance of the outer-layer 
effect, i.e. large-scale structures, increases with increasing 
Reynolds number, the behaviour of large-scale structures was 
investigated by several researchers (see, for example, del Álamo 
and Jiménes[15], Abe, Kawamura and Choi[16]). 

For the scalar field, on the other hand, DNS studies of 
Reynolds- and Prandtl-number effects on turbulence statistics 
were limited to Reτ=395 (see, for example, Wikstróm and 
Johansson[17], Kawamura et al.[18, 19]), where firm conclusion 
on the Reynolds-number effect can hardly be drawn because the 
simulation at Reτ=180 includes the low Reynolds-number effect 
(see, for example, Moser et al.[12]). Recently, the present 
author's group has established DNS database up to Reτ=1020 
with Pr=0.025 and 0.71 using a constant heat-flux boundary 
condition, where the Reynolds number of Reτ=1020 was chosen 
to be compared with the experimental results of Wei and 
Willmarth[20]. Using our DNS database, two DNS studies of 
turbulent heat transfer in a channel flow have been performed at 
Reτ ≥ 395. Abe and Kawamura[21] reported turbulence thermal 
structures at Reτ=180~640 with Pr =0.025 and 0.71. They 
showed that very large-scale structures of the temperature 
fluctuations appear clearly in the outer layer for Reτ=640 at each 
Prandtl number. Abe, Kawamura and Matsuo[22] examined the 
Reynolds- and Prandtl-number effects on wall variables such as 
surface heat-flux fluctuations at Reτ=180~1020 with Pr=0.025 
and 0.71. They showed that the effect of large scales increases 
with increasing Reynolds number even in the wall variables. 
However, except these studies, the Reynolds- and Prandtl-
number effects on turbulence statistics and turbulence structures 
for the scalar field have not been reported for Reτ ≥ 395.  



15th Australasian Fluid Mechanics Conference 
The University of Sydney, Sydney, Australia 
13-17 December 2004 

Therefore, in the present study, we use our DNS database of a 
fully developed turbulent channel flow with passive scalar 
transport up to Reτ=1020 at Pr=0.025 and 0.71. The wide range 
of Reynolds numbers and two quite different Prandtl numbers 
allow us to evaluate the Reynolds- and Prandtl-number 
dependence adequately. The main objectives of the present study 
are to report the Reynolds- and Prandtl-number effects on very 
large-scale structures of the temperature fluctuations in the outer 
layer, which will appear clearly at high Reynolds number. 

In this paper, numerical methodology is described in the 
following section. In the section of results and discussion, the 
first part is focused on the Reynolds- and Prandtl-number effects 
on the turbulence statistics, which exhibits fundamental statistical 
nature of wall turbulence at relatively high Reynolds numbers. 
On the other hand, the second part is on those of the very large-
scale structures in the outer layer. 
 
Numerical methodology 
The governing equations for the velocity and scalar fields consist 
of the incompressible three-dimensional continuity, Navier-
Stokes and energy equations. The flow is assumed to be a fully 
developed turbulent channel flow with a passive temperature 
field. It is driven by the streamwise mean pressure gradient. The 
temperature field is imposed through uniform heating on both 
walls, where the averaged heat flux is constant but the 
instantaneous one is time dependent. 

The continuity and Navier-Stokes equations, respectively, are 
expressed as: 
 

 (1) 
 
 

(2) 
 
which are non-dimensionalized by the friction velocity uτ, the 
density ρ and the channel half width δ. Here, the variables u, p, t 
and x are the velocity, pressure, time and location, and the 
subscript i=1, 2 and 3 indicates the streamwise, wall-normal and 
spanwise directions, respectively. Note that the streamwise, wall-
normal and spanwise velocities, u, v, and w, and the streamwise, 
wall-normal and spanwise locations, x, y, and z, are used 
interchangeably throughout this paper. The superscripts + and * 
indicate that the variables are normalized by wall units and the 
channel half width, respectively. The third term for right-hand 
side of Eq. (2) is the streamwise mean pressure gradient. 

For the energy equation, the temperature difference θ is 
introduced to be satisfied with the constant heat-flux boundary 
condition. Since the statistically averaged temperature increases 
linearly in the streamwise direction, the instantaneous 
temperature T+(x*, y*, z*) can be divided into the mean and 
fluctuating parts:  
 

(3) 
  
where mT +  is the mixed mean temperature. Considering the 

present configuration, the first term for the right-hand side of Eq. 
(3) can be obtained as *

1/ 2 /md T dx u+ += , where 1u +  is the 

bulk mean velocity. Hence, using the above transformation, the 
energy equation is expressed as  
 

(4) 
  
Note that the temperature is normalized by the friction 
temperature Tτ(=Qw/ρcpuτ), where Qw and cp denote the averaged 
surface heat-flux and the specific heat at constant pressure, 
respectively. In the x and z directions, the periodic boundary 
condition is employed. In the y direction, the non-slip and no 
temperature fluctuations conditions are used for the velocity and 
thermal fields, respectively, which are expressed as 
 

 (5) 
 

For the time integration, a fractional step method proposed by 
Dukowics and Dvinsky[23] is adopted, and a semi-implicit time 
advancement is used. For the viscous terms with wall-normal 
derivatives, the Crank-Nicolson method is used. For the other 
terms, the second-order Adams-Bashforth method is applied for 
Reτ=180, 395 and 640, and the low storage third-order Runge-
Kutta method (Spalart et al.[24]) for Reτ=1020. 

For the spatial discretization, the finite difference method is 
used. The numerical scheme proposed by Morinishi et al.[25] 
with the fourth-order accuracy is adopted in the streamwise and 
spanwise directions, whereas the second-order one is applied in 
the wall-normal direction. The computational box size(Lx, Ly, Lz), 
number of grid points (Nx, Ny, Nz), spatial resolution (∆x, ∆y, ∆z) 
and sampling time period (tum/Lx) are given in Table 1, where um 
denotes the bulk mean velocity. Detailed numerical methodology 
can be found in Kawamura et al.[18,19] and Abe et al.[13]. 
 
Results and discussion 
Turbulence statistics 
In the classical theory, the mean temperatureθ is expressed as 
 

(6) 
 
 

(7) 
 
where f and g represent the universal functions and the subscript 
c denotes the centreline value. The former and the latter are 
referred to as the law of the wall for the mean temperature and 
the temperature defect law, respectively. In our former work[22], 
we showed that the conductive sublayer follows the relation of 
Eq. (6), i.e. Pr yθ + += , for Reτ =180~1020 at Pr=0.025 and 0.71. 
On the other hand, Hoffmann and Perry[26] suggested from their 
measurements that the temperature defect law, i.e. Eq. (7), is 
valid in the outer layer. Figure 1 shows the temperature defect 
law for the Reynolds and Prandtl numbers investigated. In Fig. 1, 
the temperature defect profile for Pr=0.71 indeed shows a good 
collapse in the outer layer, whereas that for Pr=0.025 shows a 
noticeable increase in the whole region with increasing Reτ. The 
incomplete scaling for Pr=0.025 is due to the enhanced 
convective effect with increasing Reynolds number under the 
strong thermal conductive condition. 
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Reτ 180 395 640 1020 
Pr 0.025, 0.71 0.025, 0.71 0.025, 0.71 0.025, 0.71 

Lx × Ly × Lz 12.8δ × 2δ × 6.4δ 12.8δ × 2δ × 6.4δ 12.8δ × 2δ × 6.4δ 12.8δ × 2δ × 6.4δ 
Lx

+ × Ly
+ × Lz

+ 2304 × 360 × 1152 5056 × 790 × 2528 8192 × 1280 × 4096 13056 × 2040 × 6528 
Nx × Ny × Nz 256 × 128 × 256 512 × 192 × 512 1024 × 256 × 1024 2048 × 448 × 1536 

∆x+ × ∆y+ × ∆z+ 9.00, 0.20~5.90, 4.50 9.88, 0.15~6.52, 4.94 8.00, 0.15~8.02, 4.00 6.38, 0.15~7.32, 4.25 
tum/Lx 49 50 14 10 

 
Table 1. Computational box size, grid points, spatial resolution and sampling time period. 

0 ( 0and 2 ).iu yθ δ+ += = =
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By integrating the area under the curve of the temperature 
defect profile, the Clauser thickness of the thermal boundary 
layer can be obtained as 
 
 

(8) 
 
 
The obtained ∆t are summarized in Table 2, where the 
momentum Clauser thickness ∆ is also included for comparison. 
It is shown in Table 2 that ∆t for Pr=0.71 does not vary 
noticeably for the given Reynolds numbers, whereas that for 
Pr=0.025 increases appreciably with increasing Reynolds number. 
Also, it turns out from Table 2 that ∆t for Pr=0.71 shows almost 
the same trend as ∆, indicating a high similarity between the 
velocity and thermal fields for each Reynolds number. On the 
other hand, ∆t for Pr=0.025 differs noticeably from ∆ 
independently of Reτ, suggesting the breakdown of the similarity 
between the velocity and scalar fields, i.e. the Reynolds analogy. 

The behaviour of the temperature fluctuations θ’ is 
investigated using the probability density functions (PDFs). 
Figure 2 shows the PDFs of θ’ for the Reynolds and Prandtl 
numbers examined at several wall-normal locations compared 
with those of the streamwise velocity fluctuations u’. In the case 
of Pr=0.71, near the wall, the peak position of the PDF deviates 
to the negative value, and the tail extends to the large magnitude 
of the positive value, indicating that the sweep occurs less 
frequently but it contributes more significantly to the heat 
transport. Moving away from the wall, the peak position of the 
PDF shifts gradually to the positive value, and the negative tail 
becomes more prominent with increasing y+. The Reynolds-
number effect is noticeable in the positive and negative tails. As 
for the similarity between u’ and θ’, the high similarity is 
observed near the wall, whereas the similarity decreases 
gradually moving away from the wall. 

In the case of Pr=0.025, the PDFs below y+ ≈ 10 show almost 
the same behaviour independently of y+ for each Reτ due to the 

strong conductive effect. Also, near the wall, the significant 
Reynolds-number effect appears. That is, the PDF is more 
positively skewed with increasing Reτ due to the enhanced 
convective effect. In the central region, on the other hand, the 
PDF is negatively skewed, and the Reynolds-number dependence 
is rather small. 

The streamwise turbulent heat flux ' 'u θ+ +  and its cross-
correlation coefficient ( )' ' / ' 'u rms rmsR u uθ θ θ=  are given in Figs. 
3 and 4, respectively, where the subscript rms denotes the root-
mean-square value. It is shown in Fig. 3 that the peak value of 

' 'u θ+ +  increases with increasing Reynolds number for each Pr. 
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Figure 2.  Probability density functions of u’ and θ’: 

,Reτ=1020;                 ,Reτ=640;                   ,Reτ=395; 
,Reτ=180. (a) u’:                , Moser et al.[12] for Reτ=590;

(b) θ’ for Pr=0.71; (c) θ’ for Pr=0.025. 

∆θ Reτ ∆ Pr=0.71 Pr=0.025
180 2.72 2.45 0.74 

180[6] 2.7 2.4 - 
395 2.69 2.34 1.27 
640 2.72 2.43 1.64 

1020 2.77 2.43 1.98 
 

Table 2. Clauser thickness for the velocity and scalar fields. 
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Figure 1.  Temperature defect profile: (a) Pr=0.71; (b) Pr=0.025. 
,Reτ=1020;                 ,Reτ=640;                   ,Reτ=395;
,Reτ=180;                   , Kader[27] for Reτ=1020. 
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The increasing rate for Pr=0.025 from Reτ=180 to 1020 is larger 
than that for Pr=0.71, indicating that the enhancement of the 
convective effect due to the increase in Reτ is more significant in 
the low Pr fluid than in the medium to high Pr one. Also, 
considering no constrained condition in the streamwise direction, 
the peak value of ' 'u θ+ +  may continue to increase with 
increasing Reynolds number for both Pr cases. 

In Fig. 4, the cross-correlation coefficient Ruθ exhibits a quite 
different behaviour in the near wall region for each Pr. That is, 
Ruθ for Pr=0.71 shows a clear peak near the wall and deceases 
gradually toward the outer layer, whereas that for Pr=0.025 
shows no clear peak near the wall and increases gradually toward 
the outer layer. This difference must be attributed to the fact that 
θ’ for Pr=0.71 is a near-wall marker, whereas that for Pr=0.025 
marks in a wider range of the flow region. However, in spite of 
these different characteristics of θ’, Ruθ is scaled well with the 
inner variables at y+ ≤ 50 for each Pr over Reτ=395. Also, we see 
that for Pr=0.71, the clear peak appears at y+≈7 regardless of Reτ, 
and its peak value remains unchanged as 0.94 over Reτ=395, 
suggesting that near the wall, the high similarity between u’ and 
θ’ at Pr=0.71 does not change substantially over Reτ=395. 

The wall-normal turbulent heat flux ' 'v θ+ +−  and its cross-
correlation coefficient ( )' ' / ' 'v rms rmsR v vθ θ θ− = −  are shown in 
Figs. 5 and 6, respectively. In Fig. 5, the total heat flux Qtotal and 
the temperature gradient, i.e. molecular heat flux, 
( )( )1/ Pr /d dyθ + + , are also included. It can be confirmed in Fig. 
5 that for all the cases investigated, the total heat-flux reaches the 

statistically steady state, indicating that the sampling average 
time is quite sufficient to discuss the Reynolds- and Prandtl-
number effects on the turbulence statistics. 

In Fig. 5, with increasing Reτ, the peak value of ' 'v θ+ +−  
increases and its peak position moves toward a larger y+ for each 
Prandtl number. In the case of Reτ=1020, the peak value of 

' 'v θ+ +−  is 0.90 (y+ = 67) and 0.45 (y+ = 254) for Pr = 0.71 and 
0.025, respectively. Interestingly, for Pr=0.025, the turbulent heat 
flux exceeds the molecular heat flux at y+ > 200 when Reτ 
reaches 1020, although the molecular contribution is still large 
throughout the channel at the given Reynolds numbers. 

As for the cross-correlation coefficient -Rvθ, a large difference 
between Pr=0.025 and 0.71 exist in the near-wall region as seen 
in the behaviour of Ruθ. For Pr=0.71, a  close  similarity  between 
-Rvθ and -Ruv (not shown here) is found near the wall 
independently of Reτ, suggesting that ' 'v θ+ +−  and ' 'u v+ +−  are 
generated by approximately the same turbulence transport 
mechanism there. Also, the agreement between the present result 
and that of Subramanian and Antonia[4] is good except for the 
centre of the channel where flow characteristics between the 
channel and boundary layers are quite different. For Pr=0.025, on 
the other hand, -Rvθ shows a lower value than that for Pr=0.71 
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Figure 3.  Streamwise turbulent heat flux:                  , Reτ=1020; 

           , Reτ=640;                   , Reτ=395;                   ,Reτ=180; 
                  , Subramanian and Antonia[4] for Reτ ≈ 1055. 
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Figure 4.  Correlation coefficient of the streamwise turbulent heat 
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Reτ=640;                    , Reτ=395;                   ,Reτ=180;                  , 
Subramanian and Antonia[4] for Reτ ≈ 1055. 
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Figure 5.  Wall-normal turbulent heat flux:                  , Reτ=1020; 

           , Reτ=640;                   , Reτ=395;                   ,Reτ=180; 
                  , Subramanian and Antonia[4] for Reτ ≈ 1055. 
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Figure 6.  Correlation coefficient of the  wall-normal turbulent heat 
flux: (a) Pr=0.71; (b) Pr=0.025.                  , Reτ=1020;                  , 
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Subramanian and Antonia[4] for Reτ ≈ 1055. 
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near the wall and increases gradually toward the outer layer. 
Interestingly, in the outer layer, -Rvθ decreases gradually with 
increasing Reτ due to the enhanced convective effect, which is in 
contrast to the behaviour of Ruθ (see Figs. 4(b) and 6(b)). 

Turbulent Prandtl number is defined as 
 
 

(9) 
 
 
which corresponds to the ratio of turbulent eddy viscosity νt to 
thermal eddy diffusivity tα . Figure 7 shows the turbulent Prandtl 
number for the Reynolds and Prandtl numbers calculated. For Pr 
= 0.71, as the wall is approached, Prt tends to be a constant value 
of 1.1 independently of Reτ. This coincides well with the low Re 
DNS results of Kim and Moin[6] and Antonia and Kim[28] in the 
channel flow with the uniform volumetric heating and that of 
Kong, Choi, and Lee[29] in the thermal boundary layer. In the 
centre of the channel, Prt decreases down to 0.65 independently 
of Reynolds number. Interestingly, in the case of Reτ=1020, Prt 
stays at a roughly constant value of 0.86 at 0.1 < y/δ <0.4. This is 
very close to the value of 0.9 which was often used in the 
calculation of turbulent heat transfer using turbulence modelling. 

For Pr = 0.025, on the other hand, Prt shows a larger value than 
that of Pr = 0.71 for all the Reynolds numbers. Nevertheless, with 
increasing Reτ, Prt decreases appreciably and tends to approach 
unity. One may wonder if the near-wall limiting value of Prt for 
Pr=0.025 also asymptotes to unity for extremely high Re. 
Considering the quite different behaviour of -Rvθ between 
Pr=0.025 and 0.71 in the near-wall region (see Fig. 6), it may be 
concluded that the near-wall value of Prt for Pr=0.025 does not 
asymptote to unity for high Reynolds number. 

With respect to the scaling law for Prt, in the case of Pr=0.71, 
the inner scaling is valid up to y+=100, while the outer one is in 

the range, 0.2< y/δ < 1, except for Reτ=180. On the other hand, in 
the case of Pr=0.025, no collapse is observed for the Reynolds 
number range investigated. 

The time scale ratio is a quantity often used to estimate the 
dissipation rate of the temperature variance.  It is defined as 
 
 

(10) 
 
 
Its wall asymptotic value is analytically equal to the molecular 
Prandtl number. Figure 8 shows the distribution of the time scale 
ratio for the given Reynolds and Prandtl numbers. Near-the wall, 
the limiting value of R becomes indeed Pr irrespective of 
Reynolds number. In the outer layer, the time scale ratio for 
Pr=0.71 shows a good collapse with the outer scaling in the range, 
0.2<y/δ<1, where R stays 0.5~0.6 and shows an almost plateau. 
This value is very close to that of 0.5, which was often used in 
earlier turbulence modelling to obtain the dissipation rate of the 
temperature variance[30]. On the other hand, time scale ratio for 
Pr=0.025 does not collapse for the given Reynolds numbers. 
Nevertheless, it is interesting to note that R tends to approach 0.5 
with increasing Reynolds number even at Pr=0.025. 
 
Very large-scale structures  
The large-scale structures are often referred to as the large-scale 
motions existing in the outer layer of the flow, and many 
experimental studies on the large-scale motions have been 
conducted for turbulent pipe, boundary layer and channel flows 
(see, for example, Kim and Adrian[31]; Adrian et al.[32]; Liu et 
al.[33]). Furthermore, Kim and Adrian[31] found that very large-
scale motions which are much longer than the large-scale 
motions exist in the outer layer in a turbulent pipe flow.  

Recently, DNS of turbulent channel flow at relatively high 
Reynolds numbers showed convincing evidence on very large-
scale structures in the outer layer. For the velocity field, del 
Álamo and Jiménes[15] found that very large-scale structures of 
u’ appear at y/δ=0.5 for Reτ=180 and 550, where the streamwise 
and spanwise size is about 5δ and 2δ, respectively. Abe, 
Kawamura and Choi[16] obtained the most energetic spanwise 
scale as 1.3~1.6δ for Reτ=180~640. For the thermal field, Abe 
and Kawamura[21] reported from their DNS results that there 
exist very large-scale structures of θ’ in the outer layer for 
Reτ=640 with Pr=0.025 and 0.71. However, the spanwise 
organization of the very large-scale structures of θ’ has not been 
examined in detail. Therefore, we investigate here the behaviour 
of the very large-scale structures in the spanwise direction. 

One-dimensional spanwise wavenumber energy spectra of the 
temperature fluctuations θ’ are defined as 
 

 (11) 
 
where kz is the spanwise wavenumber and λz the corresponding 
wavelength. The spanwise pre-multiplied energy spectra of the 
temperature fluctuations for Reτ=180, 395, 640 and 1020 at 
Pr=0.025 and 0.71 are given in Figs. 9 and 10, where spectral 
peaks at long wavelengths appear more clearly for high Reynolds 
number. Note that the wavelength where the pre-multiplied 
energy spectrum shows a maximum indicates the most energetic 
scale. In the case of Pr=0.71, with increasing Reτ, spanwise 
length scales are separated clearly, and small and large scales are 
scaled with the inner and outer variables, respectively. Near the 
wall, a clear peak appears at λz

+≈100 for each Reynolds number. 
Away from the wall, the peak moves to longer wavelengths. At 
y/δ=0.5, a large peak appears at λz/δ=1.3~1.6 for all the Reτ, 
suggesting an existence of very large-scale structures of θ’ in the 
outer layer. This trend is also observed in the spanwise spectra of 
u’ (not shown here). However, comparison of the spectra 
between u’ and θ’ shows that the peak value of θ’ is much 
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smaller than that of u’ in the outer layer, indicating a dissimilarity 
in the very large-scale structures between u’ and θ’. In the case of 
Pr=0.025, on the other hand, all the spectral peaks appear at long 
wavelengths regardless of y+ for all the Reynolds numbers. This 
may be yielded by the strong conductive effect throughout the 
channel. Interestingly, in the case of Reτ=1020, another large 

peak appears at a long wavelength, λz/δ≈0.9, at y/δ≈0.2 for the 
both Pr cases. Since this peak does not appear clearly at Reτ ≤ 
640, it may be closely associated with the enhanced nonlinear 
effect with increasing Reτ, indicating that there exist hierarchical 
very large-scale structures of θ’ in the outer layer at high 
Reynolds number for the two Pr fluids. 
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Figure 10.  Spanwise pre-multiplied energy spectra of θ' at Pr=0.025: 
(a) Reτ=180; (b) Reτ=395; (c) Reτ=640; Reτ=1020. 



15th Australasian Fluid Mechanics Conference 
The University of Sydney, Sydney, Australia 
13-17 December 2004 

The most energetic wavelengths (MEWs, hereafter) of θ’ are 
obtained from Figs. 9 and 10, and are presented in Fig. 11. Note 
that when the pre-multiplied spanwise spectrum shows a clear 
peak we have taken the most energetic wavelength, while when 
the spectrum shows a broad peak we have computed a least-
square interpolating polynomial in the region where the spectrum 
shows the most energetic power. In Fig. 11, there appears a 
significant Pr dependence independently of Reynolds number. 
For Pr=0.71, the MEWs can be divided into three regions. Near 
the wall (y+<10), we see the MEWs at λz

+≈100. Away from the 
wall (y+>10, y/δ<0.3), the MEWs increase linearly with distance 
from the wall. In the outer layer (0.3<y/δ<1), the MEWs stay 
1.3~1.6δ and show an almost plateau. On the other hand, for 
Pr=0.025, the MEWs can be categorized into two regions. Below 
y/δ=0.5, the MEWs are obtained as 1.3~2.1δ, while those are 
2.1~3.2δ, indicating that in the very low Pr fluid, only large-scale 
structures exist even in the near-wall region independently of Reτ. 

We will show the variation of the very large-scale structures of 
θ’ as a function of the Reynolds number. The instantaneous 
temperature fluctuations for Reτ=180 and 1020 at Pr=0.71 are 
normalized by their own rms values at each y+, and are shown in 
Fig. 12. This normalization allows us to evaluate the outer-layer 
structures adequately[16, 22]. Note that for Fig. 12(c), only the 
data in the range, y/δ=0~0.2, are visualized in order to show 
instantaneous evidence of hierarchical very large-scale structures 
in the outer layer at high Reynolds number. It is obvious from 
Figs. 12(a) and (b) that for each Reτ, large-scale positive and 
negative temperature fluctuations appear alternatively in the 
spanwise direction. The spanwise spacing of the negative θ’ is 
about 1.3~1.6δ at y/δ≈0.5, which agrees well with the 
wavelengths at which the spanwise pre-multiplied spectra show 
maxima in the outer layer. With increasing Reτ, very large-scale 
structures with wider scales appear in the outer layer, as expected. 
For Reτ=1020, another large-scale structures with a spanwise 
spacing, 0.8~1.0δ appear at y/δ≈0.2 (see Fig. 12(c)), suggesting 
the existence of the hierarchical very large-scale structures. 
Furthermore, the very large-scale structures of θ’ show much 

sharper gradient to the wall as compared with those of u’ (not 
shown here). This temperature structure may be closely related to 
the temperature front reported by Chen and Blackwelder[34].  

Similarly, the instantaneous temperature fluctuations for 
Reτ=180 and 1020 at Pr=0.025 are normalized by their own rms 
values at each y+, and are shown in Fig. 13. Indeed, very large-
scale structures with a spanwise spacing, 1.3~1.6δ, exist in the 
outer layer for each Reτ. Interestingly, the shapes of the structures 
do not change noticeably with increasing Reτ. Also, in the case of 
Reτ=1020, hierarchical very large-scale structures appear in the 
outer layer, as was shown at Pr=0.71. 
 
Conclusions 
In the present study, we performed DNS of turbulent channel 
flow with passive scalar transport at Reτ=180, 395, 640 and 1020 
with Pr=0.025 and 0.71, and investigated the Reynolds- and 
Prandtl-number effects on the turbulence statistics and the very 
large-scale structures existing in the outer layer of the flow. 

An investigation of the turbulence statistics showed that near 
the wall, the turbulent Prandtl number for Pr=0.71 becomes 1.1 
independently of Reτ, whereas that for Pr=0.025 does not 
asymptote to unity even for Reτ=1020. Also, the near-wall 
limiting value of the time scale ratio becomes indeed Pr 
irrespective of Reynolds number. In the outer layer, Prt and R for 
Pr = 0.71 scale with the outer variable in the range, 0.2< y/δ < 1. 

An inspection of the very large-scale structures of θ’ in the 
outer layer revealed that for all the Reynolds numbers, there 
certainly exist very large-scale structures with a spanwise spacing, 
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Figure 11.  The most energetic spanwise wavelengths obtained from 
the pre-multiplied energy spectra of θ' for Reτ=180, 395, 640 and 1020: 
(a) Pr=0.71; (b) Pr=0.025. 

 
Figure 12.  Iso-surfaces of the instantaneous temperature fluctuations 
normalized by their own rms value at each y+ for Reτ= 180 and 1020 
at Pr=0.71: (a) Reτ=180; (b) Reτ=1020; (c) Reτ=1020 (plotted in the 
range, y/δ=0~0.2). Light-gray, θ'/θ'rms>1.75; dark-gray, θ'/θ'rms<-1.75. 
The boxes visualized here are 12.8δ × δ × 6.4δ in x, y and z directions. 
The direction of the flow is from bottom-left to top-right. 
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1.3~1.6δ at y/δ≈0.5 at the two Pr cases. Also, in the case of 
Reτ=1020, another large-scale structures with a spanwise spacing, 
0.8~1.0δ, appear at y/δ≈0.2. This indicates that hierarchical very 
large-scale structures exist in the outer layer, which may be 
closely associated with the enhanced nonlinear effect with 
increasing Reynolds number. 

Ensemble averaged statistics are/will be presented at 
http://murasun.me.noda.tus.ac.jp. 
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Figure 13.  Iso-surfaces of the instantaneous temperature fluctuations 
normalized by their own rms value at each y+ for Reτ= 180 and 1020 
at Pr=0.025: (a) Reτ=180; (b) Reτ=1020. Light-gray, θ'/θ'rms>1.75; 
dark-gray, θ'/θ'rms<-1.75. The boxes visualized here are 
12.8δ × δ × 6.4δ in x, y and z directions. The direction of the flow is 
from bottom-left to top-right. 
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Abstract In turbulence measurements using hot wires, the wire length is in 
general kept at 2l/d > 200 following the recommendation of 
Champagne et al. [5]. Here 2l is the length of the hot wire and d 
is the diameter of the hot wire. On the other hand, it has also been 
common experience that hot wires in general cannot resolve all 
the turbulence length scales when the Reynolds number is high. 
The reason for this is that, at high Reynolds numbers, the hot 
wire used is longer than the small length scales of the turbulence, 
and it can only measure an averaged turbulent velocity along the 
wire. In the past, it has always been assumed that the spatial 
resolution problem of the hot wire depends only on the length of 
the wire because of the falsely high cut-off frequency determined 
from the square wave test. In light of the results of Khoo et al. [4] 
and Li [1], this may not be the case.  

The analytical solution for the frequency response of a constant 
temperature hot-wire system at given turbulent velocity 
fluctuations are used to investigate the effects on the cut-off 
frequency of the hot-wire system under different operating 
conditions. It is found that the optimal frequency response of the 
hot wire system determined by the traditional square wave test 
cannot guarantee the stability of the hot wire system under 
velocity perturbations. It is also found that the cut-off frequency 
depends not only on the hot-wire length to diameter ratio, the 
mean velocity, the hot-wire materials, and the overheat ratio as 
previously found, but also on the physical wire length, the 
resistances used in the Wheatstone bridge, and the gain of the 
amplifier in the feedback loop. Hot- wire systems with preferred 
operating conditions are recommended.  
 In this paper, we will investigate the effects from using different 

electronic components in the hot-wire anemometer and hot-wire 
diameters on the cut-off frequency of the hot-wire system. For a 
given hot wire in a specific flow field, it will be shown that the 
electronic components used in the Wheatstone bridge and the 
feedback circuit in the anemometer can all affect the cut-off 
frequency of the hot-wire system, even though their effect on the 
cut-off frequency of the anemometer itself is normally small. It is 
also found that not only the cut-off frequency of the hot-wire 
system is in general much lower than that determined from the 
square wave test but also an optimally tuned frequency response 
using square wave test cannot always guarantee the stability of 
the system when performing measurements. Recommendations 
will be made on the operating conditions of the hot wire with 
anemometer using preferred electronic components. 

Introduction  
Hot wires have been used for measuring velocities of turbulent 
gas flows for many years.  Recently, Li [1] has for the first time 
derived an analytical solution for temperature fluctuations along 
a single hot wire when it is exposed to turbulent velocity 
fluctuations of different frequencies and wave numbers. The 
solutions show that attenuation to the velocity fluctuations exists 
at high frequencies and depends on the relative end-conduction 
heat loss from the hot wire to its supports. This result is 
consistent with the results obtained by Freymuth [2] based on 
intuitive argument and the numerical results of Morris and Foss 
[3] for a specific hot wire.  
 
Li [1] used a simplified circuit for a hot-wire anemometer to 
analyse the frequency response of the combined hot wire and its 
anemometer with specific electronic components. The frequency 
response was investigated for given velocity fluctuations rather 
than introducing voltage perturbations as that normally 
performed during experiments through a square wave test. As 
Khoo et al. [4] pointed out, from a user’s point of view, the cut-
off frequency determined from the velocity fluctuation serves as 
a more accurate indicator of the overall frequency response of the 
hot-wire system. Li [1] found that even though the frequency 
response of the anemometer (as that determined from a 
square/sine wave test) can be very high, the cut-off frequency of 
the combined hot wire and its anemometer (it is called the hot-
wire system here) can be low, and depends on the hot-wire length 
to diameter ratio, Reynolds numbers, overheat ratio, and the hot-
wire material used. The analytical solutions were compared with 
the experimental results of Khoo et al. [4], who measured the 
frequency response of a hot-wire system by introducing velocity 
fluctuations to a marginally elevated and flush-mounted 5 µm 
tungsten wire of 1.2 mm long. Li [1] found that the theoretical 
results agree remarkably well with the experimental results of 
Khoo et al. [4] at the similar operating conditions.  

 
The hot-wire system and the theoretical solutions 
In Li [1], the hot wire was assumed to be in cylindrical shape and 
is operated with an overheat ratio a, the ends of the hot wire are 
connected to the prongs (no stubs), and the hot wire is operated at 
constant temperature mode with the ambient temperature kept 
constant. 
 

Figure 1. Schematic diagram of a constant temperature hot wire 
anemometer (CTHWA) 

  
 
 



 

Figure 1 shows a schematic diagram of a Constant Temperature 
Hot-Wire Anemometer (CTHWA).  In the figure, Ra and Rc are 
the two resistors in the upper arms of the Wheatstone bridge, Rw 
the hot wire resistance at the operating temperature, Lw the 
inductance from the hot wire cable, Rb and Lb the adjustable 
resistor and inductor for bridge balance, I and I1 the electrical 
currents in the Wheatstone bridge, G1 and G2 the gains of the two 
stage amplifiers, Ein and Eout the instantaneous voltages at the 
input and output of the amplifiers, and Eb is a mean voltage for 
offset.  
 
The solution for the frequency response of the hot wire system 
including the hot wire and its anemometer, as according to Li [1], 
is 
including the hot wire and its anemometer, as according to Li [1], 
is 
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Here s is the Laplace variable, ~ means the Laplace transform, 
M’’ and M’ are the time constants of the feedback circuit as given 
by Freymuth [6] and they are connected to the Gain Bandwidth 
Product (GBP) of the amplifiers, u1 the time variation of the  
velocity fluctuation, U the mean velocity, Nu the Nusselt number, 

Rew the Reynolds number based on the hot-wire diameter, kw and 
kf the thermal conductivities of the hot wire and the fluid 
respectively, R0 and R0x the electrical resistance of the hot wire 
and that of per unit length at ambient temperature respectively, α 
the thermal coefficient of electrical resistivity of the hot wire, β = 
kl the non-dimensional wave number of the velocity fluctuations 
along the hot wire, and over-bar means steady condition. For 
detailed derivation of these relationships, please refer [1]. 

Here s is the Laplace variable, ~ means the Laplace transform, 
M’’ and M’ are the time constants of the feedback circuit as given 
by Freymuth [6] and they are connected to the Gain Bandwidth 
Product (GBP) of the amplifiers, u1 the time variation of the  
velocity fluctuation, U the mean velocity, Nu the Nusselt number, 

Rew the Reynolds number based on the hot-wire diameter, kw and 
kf the thermal conductivities of the hot wire and the fluid 
respectively, R0 and R0x the electrical resistance of the hot wire 
and that of per unit length at ambient temperature respectively, α 
the thermal coefficient of electrical resistivity of the hot wire, β = 
kl the non-dimensional wave number of the velocity fluctuations 
along the hot wire, and over-bar means steady condition. For 
detailed derivation of these relationships, please refer [1]. 
  
Using equation (1), Li [1] shows that the cut-off frequency fc of 
the hot-wire system with β = 0 increases with increasing 2l/d, U, 
and a, and with decreasing kw. Here frequency response is 
defined as the ratio between the square of the voltage fluctuations 
at the anemometer to the square of the velocity fluctuations at the 
hot wire at each frequency, and fc is defined as the frequency 
where the frequency response has dropped by 3dB.  It was found 
that this cut-off frequency is related to the relative heat loss from 
the end conduction.  

Using equation (1), Li [1] shows that the cut-off frequency fc of 
the hot-wire system with β = 0 increases with increasing 2l/d, U, 
and a, and with decreasing kw. Here frequency response is 
defined as the ratio between the square of the voltage fluctuations 
at the anemometer to the square of the velocity fluctuations at the 
hot wire at each frequency, and fc is defined as the frequency 
where the frequency response has dropped by 3dB.  It was found 
that this cut-off frequency is related to the relative heat loss from 
the end conduction.  
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The cut-off frequency fc of the hot-wire system The cut-off frequency fc of the hot-wire system 
Figure 2 shows the frequency response of the hot wire system of 
three wires in decibels: 5µm tungsten wire, 2.5µm tungsten wire 
and 2.5µm Pt/Ir (90/10) wire all at 2l/d = 200, a = 0.5, and U = 
10 m/s. In calculating the results, Ra = 100 Ω, Rc = 1000 Ω, K = 
1000, Lw = 15µH, GBP = 5×107, the bridge was tuned with Rb = 
9.98Rw, Lb = λLwRb/Rw, and λ = 1.00285-1.0026 to achieve an 
optimal frequency for the CTHWA with an approximate14.6% 
overshot as that specified by Brunn [7]. The slight off balance of 
the Wheatstone bridge with Rb = 9.98Rw is consistent with the 
recommendation of Perry [8] and in practice this is achieved by 
adjusting the offset voltage Eb.  

Figure 2 shows the frequency response of the hot wire system of 
three wires in decibels: 5µm tungsten wire, 2.5µm tungsten wire 
and 2.5µm Pt/Ir (90/10) wire all at 2l/d = 200, a = 0.5, and U = 
10 m/s. In calculating the results, Ra = 100 Ω, Rc = 1000 Ω, K = 
1000, Lw = 15µH, GBP = 5×107, the bridge was tuned with Rb = 
9.98Rw, Lb = λLwRb/Rw, and λ = 1.00285-1.0026 to achieve an 
optimal frequency for the CTHWA with an approximate14.6% 
overshot as that specified by Brunn [7]. The slight off balance of 
the Wheatstone bridge with Rb = 9.98Rw is consistent with the 
recommendation of Perry [8] and in practice this is achieved by 
adjusting the offset voltage Eb.  
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Figure 2 also shows the frequency response of the CTHWA and 
the attenuation of the hot wire to the velocity fluctuations for the 
5µm tungsten wire. The overshot of the CTHWA can be clearly 
seen and the attenuation of the hot wire to the velocity fluctuation 
approaches a lower plateau at high frequency as that found in [1-
3]. The cut-off frequencies of the CTHWA for the 2.5µm wires 
are slightly higher than that given in the figure and are not shown 
for clarity. The cut-off frequency of the CTHWA determined 
from figure 2 is 900kHz. This is also the cut-off frequency as 
determined from the impulse response using MATLAB, and that 
would be determined from the square wave test in practice. This 
high cut-off frequency for the CTHWA is because of the high 
GBP values used for the amplifiers and the circuit in figure 1 is 
an idealization of the actual hot-wire anemometer. 

Figure 2 also shows the frequency response of the CTHWA and 
the attenuation of the hot wire to the velocity fluctuations for the 
5µm tungsten wire. The overshot of the CTHWA can be clearly 
seen and the attenuation of the hot wire to the velocity fluctuation 
approaches a lower plateau at high frequency as that found in [1-
3]. The cut-off frequencies of the CTHWA for the 2.5µm wires 
are slightly higher than that given in the figure and are not shown 
for clarity. The cut-off frequency of the CTHWA determined 
from figure 2 is 900kHz. This is also the cut-off frequency as 
determined from the impulse response using MATLAB, and that 
would be determined from the square wave test in practice. This 
high cut-off frequency for the CTHWA is because of the high 
GBP values used for the amplifiers and the circuit in figure 1 is 
an idealization of the actual hot-wire anemometer. 

]
)tanh()tanh(

[
2

]1
)tanh(

[2

2233

2

2

YY
s

Y
Y

Y

Y
s

Q

Y
Y

Y
QP

ss

s

s

s

s

τ
τ

+−

+−=

   

 

 

sLRZsLRZ
ZRZRZZRZRZ

dUNu
UGGK

k
lC

sQYQY

d
l

k
k

Nu
d
l

k
RI

Q

bbbwww

wcbabcwa

w
ww

s

w

f

w

x

+=+=
−=∑ ++=

−===

+−=−=

==

,
),)((

,,

,

)(4,)(
4

0

21

2

220
2

ξχρτ

τξξ

ξ
π

α

dNu

 
Figure 2 Frequency responses of hot wire and its anemometer 

 



 

Figure 4 shows the effect of the feedback gain K on the cut-off 
frequency of the hot wire system. In the present analysis and that 
of [1], the two-stage amplifiers have been assumed to have the 
same gain, ie. G1 = G2. The hot wire used is a 5µm tungsten wire. 
Again, Lb has been adjusted to have the optimal frequency 
response for the CTHWA. The other parameters used are the 
same as those in figure 2. The effect of K on the cut-off 
frequency of the CTHWA is small and only that at G = 1000 is 
shown in figure 2. Of course, changing K will not affect the hot-
wire attenuation. Figure 4 shows that the cut-off frequency of the 
hot-wire system increases from fc = 8.2kHz at K = 1000 to 17 
kHz at K = 2000. This shows that in case 5µm tungsten wire has 
to be used for turbulence measurements, using high K values can 
increase the cut-off frequency of the hot-wire system. However, 
increasing K will also increase the amplification to the noise 
within the system such as the electronic noise, and this will in 
general reduce the signal to noise ratio of the system. 

Figure 2 shows that the cut-off frequencies of the hot wire system 
are 8.2kHz for the 5µm tungsten wire, 52kHz for the 2.5µm 
tungsten wire and 100kHz for the 2.5µm Pt/Ir wire. These 
frequencies are much lower than that from the CTHWA alone, 
and depend strongly on the physical wire length and the wire 
materials. The time constants of the three wires are τ = 3.8 ms for 
the 5µm tungsten wire, 0.96ms for the 2.5µm tungsten wire and 
5.6 ms for the 2.5µm Pt/Ir wire, respectively. The reason that the 
cut-off frequency of the 2.5µm Pt/Ir wire is higher than that of 
the tungsten wire at the same diameter is because the thermal 
conductivity of the Pt/Ir wire is 31 W/mK while that of the 
tungsten is 174 W/mK even though the time constant of the 
former is much larger than the later.  
 
Figure 2 shows that the cut-off frequency of the 2.5µm wires are 
much higher than that of the 5µm wire, and that of the 2.5µm 
Pt/Ir wire is higher than that of the 2.5µm tungsten wire. Thus it 
can be concluded that 2.5µm Pt/Ir wire should be the preferred 
wire to use in turbulent measurements. 

 

 

 
Figure 3 shows the effect of the amplifier GBP on the cut-off 
frequencies of the CTHWA and the hot-wire system for a 2.5µm 
Pt/Ir wire. In figure 3, GBP = 106, 107 and 5×107 are used with λ 
= 1.042, 1.0049 and 1.0026, respectively, for optimal frequency 
response of the CTHWA. The other parameters are the same as 
those used in figure 2. It can be seen from figure 3 that the cut-off 
frequencies of the CTHWA are 43 kHz, 380 kHz and 1.1 MHz, 
while those of the hot-wire system are 60kHz, 240kHz and 
100kHz, respectively, with GBP = 106, 107 and 5×107. However, 
it can be seen from figure 3 that the frequency response of the 
hot-wire system is unstable at GBP = 106 and thus should not be 
used even though the cut-off frequency of the hot-wire system is 
higher than that of the CTHWA. This also shows that the hot-
wire anemometers tuned for optimal frequency response using 
the square wave test may not guarantee the stability of the hot-
wire system. At GBP = 107, the cut-off frequency of the how-
wire system is close to that of the CTHWA and higher than that 
at GBP = 5×107. However, a close look at the results show that 
the frequency response of the hot-wire system with GBP = 107 is 
close to loss its stability.  With imperfections in the electronic 
components and at higher mean velocities, it is expected that the 
hot-wire system will loss its stability for a 2.5µm Pt/Ir wire with 
GBP = 107.  Because of this, it is recommended that GBP > 107 
should be used. However, hot-wire anemometers with GBP = 107 

may be used for 5µm tungsten wires since the cut-off frequency 
for this wire is well below the cut-off frequency of the CTHWA 
at such GBP. 

 
Figure 4 The effect of feedback gain on the cut-off frequency 

 

 

 

 

Figure 5 The effect of Ra on the cut-off frequency of the hot-wire 
system 

 
Figure 5 shows another way to increase the cut-off frequency of 
the hot-wire system by reducing the resistance Ra. In the figure, 
5µm tungsten wire has been used and the ratio Rc/Ra = 10 has 
been kept to have the bridge close to balance. In order to achieve 
the optimal frequency response for the CTHWA, λ has also been 
adjusted and the value is also given in figure 5 for each Ra. 
Figure 5 shows that the hot-wire system has a cut-off frequency fc 
= 8.2 kHz with Ra = 100 Ω and this increases to fc = 21 kHz at Ra 
= 30 Ω.  

Figure 3  Effect of amplifier GBP on the cut off frequency  
 



 

The effect of the GBP of the amplifiers used in the feedback 
circuit is investigated and it is found that the square wave test for 
optimal frequency response may not guarantee the stability of the 
hot-wire system. In order to have a stable frequency response for 
the hot-wire system, GBP should be larger than 107 for 2.5µm 
Pt/Ir wire.  

Figure 6 shows the effect of Lw on the cut-off frequency of the 
CTHWA and that of the hot-wire system for a 5µm tungsten 
wire. Except the Lw and the λ values, other parameters are the 
same as those in figure 2. In practice, Lw is determined by the 
cable length of the hot-wire probe. Perry [8] suggested that for 
each meter of hot-wire cable there would be an effective 5µH 
inductance. In the results presented so far, Lw = 15µH has been 
used, which corresponds to a 3m long hot-wire cable. Figure 6 
shows that changing Lw from 5µH to 30µH will reduce the cut-
off frequency of the CTHWA from 1.5 MHz to 610 kHz while 
there is no appreciable change in the cut-off frequency of the hot-
wire system.  One interesting point can be noticed from figure 6 
is that the overshot peaks increase as Lw increase even though the 
overshot determined from the zero and pole diagram using 
MATLAB has always been kept at around 14.7%. This is 
because the 14.7% overshot determined from the zero and pole 
plot is based on the overshot at the pole positions and the results 
shown in figure 6 include the effects from the zeros as well. 
Nevertheless, it will not affect the conclusions here. 

 
In case 5µm tungsten wires need to be used for turbulence 
measurements, it is found that increasing the overall gain K in the 
feedback circuit and using smaller resistance Ra in the 
Wheatstone bridge can both increase the cut-off frequency of the 
hot-wire system. However, hot-wire operator should keep in 
mind that using higher K may reduce the signal to noise ratio of 
the system. It is also found that reducing the resistance Rb or 
using shorter hot-wire cable (which results in smaller Lw value) 
will not increase the cut-off frequency of the hot-wire system, 
although the later can increase the cut-off frequency of the 
CTHWA. 
 
One point that needs to be mentioned is the attenuation of the hot 
wire to the velocity fluctuation at high frequencies. The current 
investigation on the cut-off frequency of the hot-wire system 
assumes that the frequency response of the system approaches the 
attenuation curve from below as fc is increased. Because of this, 
the measured velocity is that of being attenuated at high 
frequency. So far, there is no correction method available to take 
this attenuation effect into account. A calibration method similar 
to that of [4] is needed to calibrate the hot wire and check its 
frequency response in free stream flow.    
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Abstract

The effect of uniform rotation on the onset of steady and oscil-
latory surface-tension-driven (Marangoni) convection in a hori-
zontal fluid layer heated from below is considered theoretically.
The theoretical analysis follows the usual small-disturbance ap-
proach of perturbation theory and leads, at the marginal state, to
a functional relation between the Marangoni and Taylor num-
bers which is then computed numerically. We present nu-
merically a necessary and sufficient condition for oscillatory
Marangoni convection to occur in a rotating fluid layer with a
deformable free upper surface.

Introduction

The onset of surface-tension-gradients-driven (Marangoni) con-
vection in a layer of fluid which is heated (or cooled) from
below is a fundamental model problem for several material
processing technologies, such as semiconductor crystal growth
from melt, in the microgravity environment of space. As
Schwabe [8] describes, typically in microgravity surface ten-
sion rather than buoyancy forces are the dominant mechanism
driving the flow. In general, convection appears when a certain
dimensionless parameter exceeds a critical value. This param-
eter is a Rayleigh number when the convection is induced by
buoyancy effects due to variations in density and is a Marangoni
number when surface-tension variations induce the convection.

In his pioneering work Pearson [6] showed that variation of
surface tension with temperature will drive steady Marangoni
convection in a fluid layer provided that the non-dimensional
Marangoni number,M, (defined in the next Section) is suffi-
ciently large and positive. Since for most fluids surface tension
decreases with increasing temperature, this means that steady
convection only occurs when the layer is heated sufficiently
strongly from below. The most significant limitation of Pear-
son’s [6] work was that it considered only the case of a non-
deformable free surface, corresponding to the limit of strong
surface tension. Scriven and Sternling [9], Smith [10] and
Takashima [11] extended Pearson’s [6] analysis by considering
the effect of free surface deformation on the onset of steady
convection and found that it dramatically destabilises the long
wavelength modes. Vidal and Acrivos [14] and Takashima [12]
showed numerically that oscillatory Marangoni convection is
impossible when the free surface is non-deformable.

All of the work mentioned above excluded the effect of rota-
tion of the fluid layer. The effect of rotation on Benard convec-
tion was first studied by Chandrasekhar [1]. Vidal and Acrivos
[13] analysed the effect of rotation on Marangoni convection.
McConaghy and Finlayson [4] re-examined Vidal and Acrivos’
[13] conclusion on the possibility of oscillatory convection.
Namikawaet al. [5] studied the case when both buoyancy and
surface tension forces act together to cause the instability. Kad-
dame and Lebon [2, 3] investigated the onset of steady and os-
cillatory Benard-Marangoni convection with rotation.

In this work we use the classical linear stability theory to study
the effect of rotation on the marginal curves for the onset of
steady and oscillatory Marangoni convection. In particular, we
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Figure 1: Sketch of the one-layer model.

show how thePr -Ta (where the Prandtl numberPr and the Tay-
lor numberTa are defined in the next Section) parameter space is
divided into domains in which steady or oscillatory convection
is preferred, and in so doing we extend the work of Kaddame
and Lebon [3].

Mathematical Formulation

We wish to examine the stability of a horizontal layer of quies-
cent fluid of thicknessd which is unbounded in the horizontal
x- andy-directions. The layer is kept rotating uniformly around
a vertical axis with a constant angular velocityΩ. The layer is
bounded below by a thermally conducting planar boundary and
above by a free surface, subject to a uniform vertical tempera-
ture gradient (see figure 1).

The fluid is Boussinesquian with a mass densityρ assumed to
vary linearly on the temperature

ρ = ρ0[1−α1(T −T0)], (α1 > 0), (1)

whereα1 is the volume expansion coefficient andT0 a reference
arbitrary temperature. The variations of surface tensionγ with
the temperatureT is assumed in the form

γ = γ0− τ(T −T0), (2)

whereγ0 is a reference value of surface tension andτ is the
rate of change of surface tension with the temperature. The
deformation of the interface is represented by the relation

z= d+η(x,y, t), (3)

whereinη(x,y, t) is ana-priori unknown deformation with re-
spect to the mean thicknessd. In the reference state, the fluid is
at rest with respect to the rotating axes and heat propagates only
by conduction. When motion sets in, the velocityv = (u,v,w),
pressurep and temperatureT fields obey the usual balance
equations of mass, momentum and energy (cf. Chandrasekhar
[1]),

∇ ·v = 0, (4)

ρ0

[

∂v
∂t

+(v ·∇)v+2Ω×v
]

= −∇p+µ∇2v−ρgez, (5)

∂T
∂t

+(v ·∇)T = κ∇2T, (6)

whereg = (0,0,−g) is the gravitational field,ez = (0,0,1) is a
unit vector in thez-direction,µ is the viscosity,κ is the thermal



diffusivity and∇2 = ∂2/∂x2+∂2/∂y2+∂2/∂z2 is the Laplacian
operator.

At the deformably free surface,z = d + η(x,y, t), the bound-
ary conditions comprise of the kinematic, the heat flux, the two
shear stress and the normal stress conditions which are given
by, respectively,

∂η
∂t

+u
∂η
∂x

+v
∂η
∂y

= w, (7)

k∇T ·n+hT = 0, (8)

2µDnt =
∂γ
∂T

∇T · t, (9)

(pa− p)+2µDnn = γ∇ ·n, (10)

whereh is the heat transfer coefficient,k is the thermal conduc-
tivity of the fluid, pa is the pressure of the atmosphere,Di j is the
rate of strain tensor,t andn denote tangential and normal unit
vectors, respectively. At the isothermal lower, rigid and plane,
boundary we have the no-slip condition.

We introduce infinitesimal disturbances to the governing equa-
tions and boundary conditions by setting

(u,v,w, p,T) = (0,0,0, p̄, T̄)

+(u′,v′,w′, p′,θ′), (11)

where the barred quantities are the basic state solutions and
primed quantities represent the perturbed variables. A set of
scalesd, d2/κ, ∆T is chosen for distance, time and temper-
ature, respectively. The perturbed quantities in normal mode
forms are







w′

θ′
ζ′
η






=







W(z)
Θ(z)
K(z)

E






ei(axx+ayy)+σt , (12)

whereax anday are wavenumbers of disturbances in thex andy
directions, respectively.W, Θ, K andE are amplitudes of verti-
cal velocity, temperature, vertical vorticity and deflection of the
free upper surface, respectively. The growth parameterσ is in
general a complex variable denoted byσ = σr + iσi , whereσr
is the growth rate of the instability andσi is the frequency. If
σr > 0, the disturbances grow and the system becomes unstable.
If σr < 0, the disturbances decay and the system becomes sta-
ble. Whenσr = 0, the instability of the system, at the marginal
state, sets in stationarily, provided (σi = 0), or oscillatorily, pro-
vided (σi 6= 0).

The governing equations of the perturbed state in dimensionless
forms, assuming the Boussinesq approximation, are

(D2−a2)(D2−a2−σP−1
r )W−T∗

a DK = a2R∗Θ, (13)

(D2−a2−σP−1
r )K = −DW, (14)

(D2−a2−σ)Θ = −W, (15)

subject to

W−σE = 0, (16)

C∗
r [(D2−3a2−σP−1

r )DW−T∗
a K]

−a2(a2 +B∗
o)E = 0, (17)

(D2 +a2)W+a2M∗(Θ−E) = 0, (18)

DΘ+B∗
i (Θ−E) = 0, (19)

DK = 0, (20)

evaluated on the undisturbed position of the upper free surface
z= π, and

W = Θ = K = DW = 0, (21)

evaluated on the lower rigid boundaryz = 0, where the oper-
ator D = d/dz denotes differentiation with respect to the ver-
tical coordinatez anda = (a2

x + a2
y)

1/2 is the horizontal wave
number of the disturbance. The starred dimensionless num-
bers are defined byR∗ = R/π4,M∗ = M/π2,T∗

a = Ta/π4,C∗
r =

πCr ,B∗
i = Bi/π,B∗

o = Bo/π2, where the Rayleigh number,R=

αg∆Td3/νκ, whereν is the kinematic viscosity, the Marangoni
number,M = γ∆Td/ρ0νκ, the Taylor number,Ta = 4Ω2d4/ν2,
the capillary number,Cr = ρ0νκ/γ0d, the Biot number,Bi =
hd/k, the Bond number,Bo = ρgd2/γ, and the Prandtl num-
ber,Pr = ν/κ. The Rayleigh numberR accounts for buoyancy
destabilising effect. The numberM accounts for surface ten-
sion destabilising effect. The Taylor numberTa represents the
square of the ratio between Coriolis and frictional forces. The
capillary numberCr shows an idea of the rigidity of the upper
free surface of the fluid layer. The Biot numberBi represents the
heat flux flow through the interface, and the physical parameter
Bond numberBo is the ratio between gravity effect in keeping
the surface flat and the effect of surface tension in making a
meniscus. The Prandtl number,Pr , stands for the ratio between
thermal and heat diffusivities.

Solution of the Linearised Problem

Combining equations (13)–(15) then gives a single linear
eighth-order ordinary differential equation forΘ,

(D2−a2−σ)
[

(D2−a2)(D2−a2−σP−1
r )2 +T∗

a D2
]

Θ

+a2R∗(D2−a2−σP−1
r )Θ = 0. (22)

Equation (22) together with the boundary conditions (16)–(21)
constitute a linear eigenvalue problem for the unknown tempo-
ral exponentσ. Relation (17) gives the expression for the sur-
face deflectionE in terms of the other quantities. In the general
caseσ 6= 0 we seek solutions in the forms

W(z) = ACeξz, K(z) = BCeξz, Θ(z) = Ceξz, (23)

where the complex quantitiesA, B andC and the exponentξ are
to be determined. Substituting these forms into the equations
(13)–(15) and eliminatingA, B andC we obtain an eighth-order
algebraic equation forξ, namely

(ξ2−a2−σ)
[

(ξ2−a2)(ξ2−a2−σP−1
r )2 +T∗

a ξ2
]

+a2R∗(ξ2−a2−σP−1
r ) = 0, (24)

with eight distinct rootsξ1, . . . ,ξ8. Denoting the values ofA, B
andC corresponding toξi for j = 1, . . . ,8 by A j , B j andCj we
can use equations (14) and (15) to determineA j andB j to be

A j = −(ξ2
j −a2−σ), B j = −

ξ jA j

ξ2
j −a2−σP−1

r
, (25)

for j = 1, . . . ,8. The boundary conditions (16)–(21) can be used
to determine the eight unknownsC1, . . . ,C8 (up to an arbitrary
multiplier), and the general solution to the stability problem is
therefore

W(z)=
8

∑
j=1

A jCje
ξ j z, K(z)=

8

∑
j=1

B jCje
ξ j z, Θ(z)=

8

∑
j=1

Cje
ξ j z.

(26)
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Figure 2: Numerically-calculated marginal curves for the onset
of steady Marangoni convection plotted as functions ofa in the
caseCr = 0 andBi = 0 for several values ofTa.

Imposing boundary conditions (16)–(21) yields a linear system
PA = 0, whereA = [A1, . . . ,A8]

T . In general, the 8×8 coeffi-
cient matrix P (whose entries depend ona, M, R, σ, Cr , Ta, Pr ,
Bo andBi) is complex and may be rather complicated, and so,
in general, it has to be calculated either numerically or symbol-
ically using a symbolic algebra package. In this work we use
both approaches. We use a FORTRAN 77 program employ-
ing the Numerical Algorithms Group (NAG) routine F03ADF
to evaluate the determinant of P using LU factorisation with par-
tial pivoting. A modification of Powell’s [7] hybrid algorithm,
which is a combination of Newton’s method and the method of
steepest descent, implemented using NAG routine C05NBF is
then used to find the eigenvalues of P by solving the two non-
linear equations obtained from the real and imaginary parts of
the determinant of P.

Marginal Stability Curves

In this work we shall concentrate on the problem of the onset of
steady and oscillatory Marangoni convection, i.e. we setR= 0.
The marginal stability curves in the(a,M) plane on whichσr =
0 separate regions of unstable modes withσr > 0 from those of
stable modes withσr < 0. The critical Marangoni number for
the onset of convection is the global minimum ofM overa≥ 0.

For steady convection (σ = 0), the dispersion relation
F(a,M,Cr ,Ta,Bo,Bi) = 0 takes the linear formD1 +MD2 = 0,
whereD1 andD2 are two 6×6 determinants which depend on
the whole set of parameters of the problem exceptM. Given
any set of values forR,Ta,Cr ,Bi ,Bo, we can determine the
Marangoni number as a function of the wave numbera.

Figure 2 shows typical marginal stability curves for the onset of
steady Marangoni convection for various values of the Taylor
numberTa in the case when the free surface is undeformable,
Cr = 0, and insulating,Bi = 0. In this case the problem is inde-
pendent ofBo. As a validation of our algorithm we found that
asTa → 0 the marginal curves tend to that obtained by Pearson
[6] for the pure Marangoni problem without rotation,Ta = 0.
Figure 2 clearly shows that in the cases investigated the effect
of rotation is to stabilise the layer. Rotation introduces vorticity
into the fluid which then causes the fluid to move in the hori-
zontal planes with higher velocity. The velocity of the fluid per-
pendicular to the planes reduces, thus the onset of convection is
inhibited (Chandrasekhar [1]).

While in practice the value ofCr may be very small (for a 1 cm
layer of water open to air at 20o C we haveCr ∼ 10−7) it will
inevitably be non-zero. Figure 3 shows typical marginal stabil-
ity curves for the onset of steady Marangoni convection for a
range of values ofTa for Cr = 0.001,Bo = 0.1 andBi = 0. As
shown in figure 3 the marginal curves can have a local minimum
value ata= 0. There exists a critical Taylor number, sayTac be-
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Figure 3: Numerically-calculated steady marginal curves for the
onset of Marangoni convection plotted as functions ofa in the
caseCr = 0.001,Bo = 0.1 andBi = 0 for several values ofTa.
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Figure 4: Numerically-calculated steady marginal curves for the
onset of Marangoni convection plotted as functions ofa in the
caseTa = 100,Bo = 0.1 andBi = 0 for several values ofCr .
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Figure 5: Numerically-calculated steady marginal curves for the
onset of steady (solid) and oscillatory (dashed) Marangoni con-
vection plotted as functions ofa in the caseCr = 0, Ta = 5000,
Bo = 0.1 andBi = 0 for several values ofPr .

low which the onset of convection is ata = 0 and above which
the onset of convection is ata = O(1). More interesting is the
case whenTa = Tac in which a competition between two differ-
ent modes is possible. If the free surface is allowed to deform
(Cr 6= 0) then the marginal stability curves differ fundamentally
from those in the caseCr = 0 in the regiona � 1 and depend
critically onTa as depicted in figure 4. In the cases investigated
in figure 4 variations inCr has a minute effect on the marginal
curves asa gets bigger.

Kaddame and Lebon [3] showed that convection can set in as
oscillatory (σ 6= 0) motions for the case when the free surface
is flat, but no complete marginal curves were given. In figure 5
we plot both steady and oscillatory marginal curves in the case
Ta = 5000,Cr = 0, Bo = 0.1 andBi = 0 for several values of
Pr . There exists a certain critical value ofPr = Pr c (depending
on the other problem parameters) below which the onset of con-
vection is oscillatory. In figure 6 we plotPr c as a function ofTa
in the caseBo = 0.1 andBi = 0 for several values ofCr . Each
curve in figure 6 defines the boundary between the steady and
oscillatory domains. Points below each curve in figure 6 rep-
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Figure 6: Numerically-calculated critical values ofPr below
which oscillatory convection is prefered plotted as functions of
Ta in the caseBo = 0.1 andBi = 0 for several values ofCr .

resent parameter combinations(Ta,Pr c) for which convection
sets in as oscillatory motions, while points above each curve
are those for which oscillatory convection is preferred. In the
cases investigated, for a fixed value ofTa, increasingCr has the
effect of increasingPr c.

Conclusions

In this work we used classical linear stability theory to inves-
tigate the effect of rotation on the onset of steady and oscilla-
tory Marangoni convection in a horizontal planar layer of fluid
heated from below. The results showed the stabilising effect of
the rotation and the possibility of the co-existence of two differ-
ent modes at the onset of convection. In particular, we showed
how thePr -Ta parameter space is divided into domains in which
steady or oscillatory convection is preferred.
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Abstract 
Flood waves resulting from dam breaks and flash floods have 
been responsible for numerous losses. In the present study, 
sudden flood releases were investigated down a large waterway 
with a succession of abrupt drops. A new experimental technique 
was developed to obtain instantaneous void fractions, bubble 
count rates and velocities using arrays of conductivity probes. 
The surging waters propagated as a succession of free-jets and 
horizontal runoff flow motion downstream of each abrupt drop. 
A strong aeration of the surge front was observed for all flow 
conditions. In the runoff region, instantaneous velocity 
measurements indicated a turbulent boundary layer region. 
 
Introduction 
Surge waves resulting from dam breaks have been responsible for 
numerous losses of life (Fig. 1A). Related situations include flash 
floods, debris flow surges, surging waves in the swash zone, 
rising tides in dry estuaries and tsunami runup on dry land. In all 
cases, the surge front is a shock characterised by a sudden 
discontinuity and extremely rapid variations of flow depth and 
velocity. Despite a few early studies [1,2], current knowledge of 
dam break wave surging down rough surfaces is rudimentary and 
the aerated nature of the surging waters remains un-quantified, 
although clearly evidenced by photographs, movies and witness 
reports. 
Hydraulic researchers have studied surging flows in laboratory 
facilities, but the findings have been sometimes contradictory. 
Some researchers highlighted a boundary layer region in the 
surging wave leading edge, including Mano [3] who studied 
unsteady wave runup using bubble tracer and high speed video, 
and Fujima and Shuto [4] who performed steady LDA (1 
component) measurements on a conveyor belt. But Wang [5], 
based upon video observations, recorded a quasi-linear velocity 
profile at the head of two-phase debris flow, while Jensen et al. 
[6] using a PIV technique observed a quasi-uniform velocity 
profile in wave runup on a steep beach. 
Research into highly-unsteady gas-liquid flow situations has been 
very limited, with a few exceptions. These include studies of 
cavitating flows [7] and void fraction measurements in breaking 
waves [8]. Nearly all works were performed in periodic flows 
enabling repeated measurements.  
During the present study, surging waters were investigated in a 
large-size channel with a rough invert consisting of a succession 
of abrupt drops. The results provide new information on the wave 
front propagation, while unsteady two-phase flow measurements 
were conducted to gain new insights into the air-water flow 
characteristics and momentum exchanges. 
 
Experimental Setup 
New experiments were performed in the 24 m long 0.5 m wide 
flume with a slope So ~ 0.065 (θ = 3.4º) previously used by 
Chanson [9]. A precise flow rate was delivered by a pump 
controlled with an adjustable frequency AC motor drive Taian T-
Verter K1/N1 (Pulse Width Modulated design), enabling an 
accurate discharge adjustment in a closed-circuit system. The 
flow was fed through a smooth convergent nozzle (1.7 m long), 
and the nozzle exit was 30 mm high and 0.5 m wide. The chute 

consisted of a 2.4 m long horizontal section, immediately 
downstream of the nozzle, followed by 18 identical abrupt drops 
(h = 0.0715 m), each followed by a 1.2 m long horizontal step. 
 

 
(A) Lake Ha!Ha! Canada, July 1996 - Looking upstream at the 

breached dam (Courtesy of Natural Resources Canada) 
 

 
(B) Present study: Q(t=0+) = 0.065 m3/s, step 16, looking at 

advancing surge (Courtesy of C.G. SIM and C.C. TAN) 
Fig. 1 - Photographs of dam break and resulting surging wave. 

 
Instrumentation 
The flow rates in steady flow conditions were measured with a 
Dall  tube flowmeter, calibrated on site with a sharp-crested weir, 
with an accuracy of about 2%. The surging flow was studied with 
high-shutter speed digital still- and video-cameras. 
Air-water flow properties were measured with two systems. Air 
concentrations and bubble count rates were recorded with an 



 

array of single-tip conductivity probes (needle probe design). 
Each probe consisted of a sharpened rod (∅ = 0.35 mm) which 
was insulated except for its tip and set into a metal supporting 
tube acting as the second electrode. The second apparatus was a 
double-tip conductivity probe. The inner electrode was a 
Platinum wire (∅ = 0.15 mm) and the outer electrode was a 
stainless steel surgical needle (∅ = 0.5 mm). Each tip was 
identical and the distance between sensors was ∆xtip = 8.9 mm. 
With both probe systems, the sensors were aligned along the flow 
direction and excited by an air bubble detector developed at the 
University of Queensland (UQ82.518) with a response time of 
less than 10 µs and calibrated with a square wave generator. The 
probe output signals were scanned at 10 kHz per channel. 
Data acquisition was triggered manually immediately prior to the 
flow arrival to have a minimum of 5 seconds of record. Visual 
observations showed that the wave front was roughly two-
dimensional, and measurements were conducted on the centreline 
at several distances x from the step vertical face. At most 
locations, a single-tip conductivity probe (i.e. reference probe) 
was set on the invert, acting as a time reference, while the other 
probes were set at different elevations. In the free-jet region, the 
reference probe was set at the brink height (i.e. y = h) to 
investigate the jet flow. Each experiment was repeated until 
sufficient data were obtained for each vertical profile. 
The displacement of the probes in the vertical direction was 
controlled by a fine adjustment travelling mechanism with an 
error of less than 0.2 mm. 
 
Data Processing 
Video-taped movies were analysed frame-by-frame. The error on 
the time was less than 1/250 s and the error on the longitudinal 
position of the wave front was +/- 1 cm. 
The conductivity probe signal outputs were processed using a 
single threshold technique. The threshold was set at 50% of air-
water range. Unsteady void fractions C and bubble count rates F 
were calculated during a short time interval τ such as τ = ∆X/Vs 
where Vs is the surge front celerity measured with the video-
cameras and ∆X is the control volume streamwise length. 
Preliminary tests indicated that the control volume length had to 
satisfy ∆X ≥ 70 mm to contain a minimum of 5 to 20 bubbles [9]. 
The bubble count rate was calculated as: F = Nab/τ where Nab is 
the number of bubbles detected during the time interval τ. 
Velocity data were calculated from individual droplet/bubbles 
events impacting successively the two probe sensors. The 
velocity was deduced from the time lag δt for air-to-water 
interface detections by both leading and trailing tips respectively. 
For each meaningful event, the interfacial velocity was calculated 
as: V = ∆xtip/δt where ∆xtip is the distance between probe sensor. 
The processing technique was compared successfully with video-
observations of the shock front celerity and with the speed of 
ejected droplets. 
 
Boundary conditions 
Before each run, the recirculation pipe system and convergent 
intake were emptied, while the channel was dry. The pump was 
rapidly started and reached nominal discharge Q(t=0+) in 5 sec.: 
that is, at least 10 sec. prior to the waters entering the channel. 
The discharge Q(t=0+) was maintained constant until the 
experiment end. Experiments were conducted for Q(t=0+) = 
0.050, 0.060, 0.065 and 0.070 m3/s. 
For completeness, preliminary tests were conducted with the 
channel initially dry and wet. Visual observations demonstrated a 
major change in wave front shape in the presence of an initial 
film of water. Indeed, in presence of an initial water skin, the 
wave front was led by a positive surge that is completely 
different from surging waters on a dry bed [10,11]. 
 

Basic Observations 
For all flow conditions, visual observations and void fraction data 
demonstrated that the surging waters propagated as a succession 
of free-falling nappe, nappe impact and horizontal runoff (Fig. 2). 
At each step brink, the advancing surge took off as a free-jet, 
before impacting onto the downstream step around x = 0.2 to 0.3 
m. Nappe impact was associated with very significant spray and 
splashing, with water droplets reaching heights in excess of 0.5 
m. Further, waters started to fill the cavity beneath the nappe, and 
the cavity became drowned after sometimes. The cavity filling 
process was however relatively slow compared to the surge 
propagation on each step. Downstream of nappe impact, the 
advancing waters ran off the step as a surge wave on dry bed. 
The wave leading edge was highly aerated, in particular for the 
larger flow rates (Fig. 1B). Figure 1B emphasises the chaotic 
nature of wave front, with strong spray, splashing and wavelets. 
Water packets were commonly projected to heights greater than 3 
to 5 step heights, while some droplets reached heights of more 
than 10 step heights. Visually laboratory experiments in the 
large-size flume had a similar appearance to prototype surging 
flows observed on Brushes Clough dam spillway and in 
Glashütte township. 
The propagation of the wave front was recorded for a range of 
unsteady flow conditions. Wave front celerity data showed some 
flow acceleration in the first 4 to 6 steps. Further downstream, a 
gradual decay in celerity Vs was observed. The data were 
compared successfully with Hunt's [12] theory for dam break 
wave down sloping chutes. A fair agreement was achieved 
assuming an equivalent Darcy-Weisbach friction factor f = 0.05, 
irrespective of flow rate and chute configuration [4, Present 
study]. This flow resistance value is close to air-water flow 
measurement results in steady flow conditions yielding f ~ 0.047 
[13]. 
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Fig. 2 - Definition sketch of advancing surging downstream of an 

drop. 
 
Void Fractions and Bubble Count Rate Distributions 
Quasi-instantaneous measurements of void fractions in the free-



 

jet and in the horizontal runoff are presented in Figures 3 and 4 
respectively. In each figure, instantaneous distributions for 
different times t are shown at a given location x, where t is the 
time from the first water detection by the reference probe. In 
Figures 3 and 4, the vertical axis is y/do where y is the vertical 
coordinate and do is a measure of the initial flow rate Q(t=0+) : 

   do  =  
9
4 

3 Q(t=0+)2

g W2       (1) 

g is the gravity acceleration and W is the chute width. 
In the free-jet region (i.e. x < 0.2 to 0.3 m), interfacial aeration 
occurred at both upper and lower nappes. Instantaneous 
distributions of void fraction followed closely analytical solutions 
of the air bubble diffusion equation for upper and lower nappes : 
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where C is the void fraction, Y50 are the characteristic locations 
where C = 0.50 in the nappe, Dt is an air bubble diffusivity, Vs is 
the surge front celerity, and the function erf is the Gaussian error 
function : 

  erf(u)  =  
2
π

  *  ⌡⌠
0 

 u

 exp(- v2) dv    (3) 

Equations (2A) and (2B) were developed respectively for the 
upper and lower nappes of steady water jets, assuming constant 
bubble diffusivity [14,15]. They are compared with experimental 
data in Figure 3. The results show an increase in nappe thickness 
with increasing time at a given location. Note the start of cavity 
filling in Figure 3B. 
In the nappe impact region and in the horizontal runoff, the void 
fraction distributions at the leading edge of the surging waters 
had a quasi-linear shape : 

   C  =  0.9 
y

Y90
    t g/do < 1.0 (4) 

where Y90 is the height where C = 0.90. For larger times (i.e. 
t. g/do > 1.5), the distributions of air concentration exhibited an 
inverted S-shape that was best described by the diffusion model : 
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where K' and Do are functions of the depth-averaged void 
fraction Cmean only [16]. 
Typical instantaneous void fraction data are presented in Figure 
4, in which they are compared with Equations (4) and (5). These 
are analytical solutions of the advective diffusion of air bubbles 
assuming respectively the following distributions of 
dimensionless turbulent diffusivity of air bubbles: 
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where D' = Dt/((ur)Hyd.cosθ.Y90), (ur)Hyd is the bubble rise 
velocity in hydrostatic pressure gradient. Note that the shape of 
Equation (7) is similar to the sediment diffusivity distribution 
which yields to the Rouse distribution of suspended matter. 

Bubble count rate data showed systematically large bubble count 
rates, hence large interfacial areas, at the surge leading edge, 
while the maximum bubble count rates tended to decrease with 
increasing time t towards steady flow values. 
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(A) t = 0.044 s, ∆X = 0.21 m 
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(B) t = t = 1.87 s, ∆X = 0.42 m - Note the start of cavity filling 

Fig. 3 - Dimensionless distributions of instantaneous void 
fractions in the free-jet flow region (Q(t=0+) = 0.070 m3/s, do = 
0.283 m, , step 16, x = 0.1 m, Vs = 2.36 m/s) - Comparison with 
Equations (2A) and (2B) 
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Fig. 4 - Dimensionless distributions of instantaneous void 

fractions in the horizontal runoff region (Q(t=0+) = 0.070 m3/s, 
do = 0.283 m, Vo = 0.48 m/s, step 16, x = 0.8 m, Vs = 2.57 m/s) - 

t = 0.040 [0-210], 0.210 [350-770], 1.66 s [4200-4620]. 
 
Velocity Distributions 
In the free-jet region (x < 0.3 m), velocity distributions showed a 
quasi-uniform profile. Despite some scatter, the data suggested a 
reasonably uniform velocity distribution, although some high-
speed water projections were observed in the initial instants. 
Figure 5 presents typical instantaneous velocity data in the 
horizontal runoff region. Each data point represents the velocity 
of the first air-to-water interface at each position y. At the surge 
leading edge, the instantaneous velocity data compared 
reasonably well with an analytical solution of the Navier-Stokes 
equations (first Stokes problem) for startup flow (Fig. 5): 
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2 νT t
     (8) 

where U is a free-stream velocity, t is the time, and νT is the 
momentum exchange coefficient. Dimensionless distributions of 
time-average velocity (over about 5 sec.) were typically quasi-
uniform suggesting a potential flow region above the shear zone. 
The magnitude of time-average velocities was consistently 
smaller than the velocity of the first interface, possibly because of 
water projections ahead of the surging waters. The data further 
highlighted high levels of turbulence in the surging flow, with 
turbulence levels ranging from 20 to 100% with mean values of 
about 50%. These were consistent with observed turbulence 
levels in steady stepped chute flows [16,17]. 
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Fig. 5 - Instantaneous velocity distributions at surge leading edge 
in horizontal runoff (Q(t=0+) = 0.065 m3/s, do = 0.27 m, step 16, 
x = 1.0 m) - Interfacial velocity of first air-to-water interface (t < 

0.12 s) - Comparison with Equation (8). 
 
Discussion 
In the horizontal runoff flow, the data highlighted a boundary 
layer region next to the invert in the shock front (Fig. 5). The 
finding is consistent with earlier laboratory experiments [3,4]. 
The values of U and νT (Eq. (8)) were determined from best data 
fit. Despite some scatter and crude approximations leading to 
Equation (8), the results implied a turbulent boundary layer. 
Based upon present void fraction and velocity measurements in 
horizontal runoff flow, the air bubble diffusivity Dt and eddy 
viscosity νT which satisfy Equations (4) and (8) respectively 
yielded a ratio Dt/νT of about unity in the surge front. The ratio 
Dt/νT compares the effects of the difference in diffusion of a 
discrete bubble particle and small coherent fluid structure, as well 
as the effect of entrained air on the turbulence field. The result 
Dt/νT ~ 1 seems to suggest strong interactions between air bubble 
diffusion and momentum exchange processes. 
 
Conclusion 
New experiments were conducted systematically in surging 
waters down a 24 m long chute with a succession of abrupt drops. 
Unsteady air-water flow measurements were performed in the 
surging waters using an array of conductivity probes. Visual 
observations showed that the surges propagated at a succession of 
free jets immediately downstream of each abrupt drop, nappe 
impact and horizontal runoff flow. The results showed 
quantitatively a strong aeration of surge leading edge. The void 
fraction distributions followed reasonably well analytical 
solutions of air bubble diffusion equation developed for steady 
flow conditions. In the horizontal runoff, velocity data showed 
the presence of an unsteady turbulent boundary layer next to the 
invert. Overall the results emphasised the complicated nature of 
the surging flow and its front. 
It must be emphasised that present results were focused on a flat 
chute (3.4°) in which the horizontal runoff was a dominant flow 

motion. On steeper slopes, preliminary observations suggested 
significantly more complicated processes. 
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Abstract

In this paper, the phenomenon of ocean waves propagating over
a sloping beach is re-examined. Unlike previous analytical ap-
proximations, we propose an exact solution for a general case
with arbitrary beach shape. Two different beach shapes are used
as numerical examples. Numerical results demonstrate the sig-
nificant influence of beach shapes on the water surface elevation
and velocity.

Introduction

The phenomenon of ocean waves transformation from offshore
(deep water) to nearshore (shallow water) is particularly impor-
tant for the design and protection of the coastline. This includes
the topics of wave breaking, the stability of the coastline, and
beach nourishment. Also, the transformation of wave energy in
the nearshore region is a dominant factor in the design of coastal
structures.

Since the perturbation technique was first applied to the devel-
opment of ocean waves [12], the symmetric ocean waves in a
uniform water depth has been widely studied since the 1980s.
With the development of computational technique, the wave
phenomenon in a uniform depth is no longer a mystery. How-
ever, in realistic environments, the seabed bottom is varied, the
variation of the seabed bottom will affect the free surface fluc-
tuation from deep to shallow water.

Numerous investigations for the ocean waves propagating over
a sloping seabed have been carried out. Carrier and his co-
author [1, 2] developed a series of analytical solutions for grav-
ity waves propagating on water of variable depth. Their solu-
tions have been limited to a beach with constant slope, although
the solution for a beach with arbitrary bottom was suggested.

To date, the commonly used model for waves propagating over
a sloping seabed is based on the wave model of a uniform depth,
and then apply the conservation of energy flux to solve the wave
fluctuation with varying depth step by step [3, 8]. This type of
approaches cannot represent the effects of seabed bottom slope
in the solution. A few researchers have attempted to directly
take into account of slope in the whole problem [7]. However,
their approaches only limited to the cases with a small slope and
a small relative water depth. Recently, with advance of numer-
ical schemes, the wave propagating over a sloping seabed even
to wave breaking state can be solved numerically. For example,
the parabolic wave model proposed by Li [9] has been widely
used and extended to various situations [4, 10, 13]

Besides analytical approximations, significant advances have
been made in developing mathematical models to describe fully
non-linear and weakly dispersive waves propagating over an
impermeable bottom [5, 6, 11]. Based on the inviscid fluid
assumption, these models reduce the three-dimensional Eu-
ler equations to a set of two-dimensional governing equations,
These equations are usually expressed in terms of the free sur-

face displacements and representative horizontal velocity com-
ponents, which are either evaluated at a certain elevation, or
depth averaged.

In this study, a new analytical solution is developed for the phe-
nomenon of ocean wave propagating over a sloping beach. Un-
like previous analytical approximations, we consider the beach
with an arbitrary shape, rather than linear beach. Two types
of beach shapes are used as examples, and their effects on the
water surface elevation will be investigated.

Theoretical Formulations

Boundary Value Problem

In this study, we consider the the ocean gravity waves propagat-
ing over a sloping beach, as depicted in figure 1. In the figure,
ha is the reference water depth far from the beach, h(x,t) is the
water surface elevation, which is defined by

Figure 1: Geometry of the general propagation problem.

h(x,t) = ho(x)+η(x,t), (1)

where η(x,t) represents the fluctuation of water wave, and ho(x)
is the water depth at the location (x).

Based on shallow water theory [1], the governing equations for
the ocean waves propagating over an incompressible and invisid
fluid can be expressed in Eulerian system as

∂u
∂t

+ u
∂u
∂x

+g
∂η
∂x

= 0, (2a)

∂h
∂t

+
∂(uh)

∂x
= 0, (2b)

where u is the velocity in the horizontal direction, t is the time, g
is the gravitational acceleration, and the subscripts ”x” and ”t”
denote the partial differentiation respective to x and t, respec-
tively.



Now, we consider the problem in a Lagrangian system, and
choose ha a the reference height, the relationship between two
co-ordinates is

∂x
∂X

=
ha

h(x,t)
=

ha

ho(x)+η(x,t)
. (3)

To simplify the problem, we linearise (3) as,

∂x
∂X

=
ha

h(x,t)
≈ ha

ho(x)
. (4)

Then, the linearised governing equations in a Lagrangian sys-
tem can be expressed as

∂u
∂t

+ g
ho

ha

∂η
∂X

= 0, (5a)

∂η
∂t

+
h2

o

ha

∂u
∂X

= 0. (5b)

To simplify the mathematical expressions, we non-
dimensionalise the whole problem with the following
variables,

(X∗,η∗,h) =
(X ,η,h)

ha
, t∗ =

t(
ha/

√
gha

) , (6)

where the superscript ”∗” denote the non-dimensional param-
eters. To avoid the complicated mathematical expressions,
the ”*” will be ignored, and all physical variables are non-
dimensional parameters in the following section, unless spec-
ified.

Introducing (6) into (5a) and (5b), the governing equations can
be re-written as

∂u
∂t

+ ho
∂η
∂X

= 0 (7a)

∂η
∂t

+ h2
o

∂u
∂X

= 0 (7b)

Analytical Solution

In this paper, we attempt to solve the above governing equations
(7a) and (7b) analytically. Herein, we define a new variable,

dR
dX

=
1

h3/2
o

(8)

which leads to

∂u
∂t

+
1√
ho

∂η
∂R

(9a)

∂η
∂t

+
√

ho
∂u
∂R

= 0 (9b)

∂2η
∂t2 −

√
ho

∂
∂R

(
1√
ho

∂η
∂R

)
= 0 (9c)

Let C(ε) =
√

ho(X), we have

∂2η
∂t2 − C(R)

∂
∂R

(
1

C(R)
∂η
∂R

)
= 0 (10a)

∂2u

∂t2 − 1
C(R)

∂
∂R

(
C(R)

∂u
∂R

)
= 0 (10b)

in which

R =
∫ X

0

ds

C3(s)
and X =

∫ R

0
C3(s)ds (11)

Note that (10a) contains the beach shape function, C(R) =√
h0(X), which describes the variation in the beach profile with

depth. In general, it is difficult to obtain analytical solutions for
equations of the form (10a), However, an exact solution is pos-
sible using the approach of Varley and Seymour [14].

The general solution for (10a) can be expressed as

η =
N

∑
n=0

fn(R)
∂N−nF
∂RN−n (12a)

u =
N

∑
n=0

en(R)
∂N−nE
∂RN−n (12b)

where fo = 1/eo =
√

C(R) = h1/4
o (X), and E and F satisfy

∂E
∂t

+
∂F
∂R

= 0 and
∂F
∂t

+
∂E
∂R

= 0 (13)

The function E and F can be expressed as

E = A(t +R)+B(t−R) (14a)

F = −A(t +R)+B(t−R) (14b)

where A(t + R) is given as the incident wave components, and
B(t−R) is an unknown function, which needs to be determined
later.

To find B, the following boundary conditions are required:

η → 0 as C(R)→ 0 (15a)

u bounded as C(R)→ 0 (15b)

Using N = 1 as the first approximation, we have

η =
√

C(R)
∂F
∂R

+ �1F (16a)

u =
1√

C(R)
∂E
∂R

+k1E (16b)

With the boundary conditions, we have A(t)= B(t), which gives
us



E = A(t +R)+A(t−R) (17a)

F = −A(t +R)+A(t−R) (17b)

If we consider the incident wave A(x,t) as

A(x,t) = A0 cos(
2π
L

(x−ct)) = A0 cos(
2πha

L
(X∗ − t∗)) (18)

where L is the wavelength of incident wave in deep water, A0 is
the amplitude of waves.

Numerical Examples

In this paper, two types of beach profiles are used:

case I: ho(R) = [0.5tanh(0.1R)]4 (19a)

case II: ho(R) = R4 (19b)

Two different beach shapes are plotted in figure 2. As shown in
the figure, Case I represents a case with gentle slope, which is
a function of tanh, while Case II represents a case of rapidly
slope, which is a function of R(x)4. In this study, we use
ha=0.05L as the reference water depth, because we are only
concern with the case of shallow water. In the following dis-
cussion, the non-dimensional variables will be represented with
”*” superscripts.
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/h

a
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Case II

Figure 2: Two types of beach profiles.

With the beach profile shown in figure 2, the water surface el-
evations (η/ha) with different beach profile are illustrated in
figure 3(a). As shown in the figure, functions of beach profiles
significantly affect the water surface elevation (η). The distribu-
tion of velocity versus horizontal distance (x/ha) is illustrated
in figure 3(b). Again, significant influence of beach profile is
found.

it is noted that the amplitude of the water surface elevation (|η|)
slowly increases as horizontal distance (x) increases. It is be-
cause the present solution is only valid for the shallow water,
i.e., ha/L < 0.05, which is based on the assumption of shal-
low water expansion. For the cases with intermediate water
and deep water, the conventional Stokes wave theory should be
used.
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Figure 3: Comparison of (a) water surface elevation and (b)
velocity with different beach profiles. (T=0.5)

Conclusions

In this paper, an exact solution for ocean wave propagating over
a sloping beach is derived. In the new analytical solution, an
arbitrary beach shape is considered, which has been assumed to
be a linear function in the past. Two different beach profiles are
used as numerical examples. Numerical results demonstrate the
significant effects of beach profile on the water surface elevation
and velocity profiles.
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Abstract 
In natural systems, mixing is driven by turbulence, but current 
knowledge is very limited in estuarine zones. A series of detailed 
field studies was conducted in a small subtropical creek in 
eastern Australia. Hydrodynamic and physio-chemical 
parameters were measured simultaneously at high frequency to 
assess the complexity of the estuary and the interactions between 
turbulence and environment. The results provide an original data 
set to complement long-term monitoring. Unlike many such field 
observations, velocity and physio-chemistry (scalars) were 
measured herein with sufficient spatial and temporal resolutions 
to determine quantities of interest in the study of turbulence. In 
particular the results yielded contrasted outcomes, and the finding 
impacts on the selection of "key water quality indicators". 
 
Introduction 
Mixing and dispersion of matter in estuaries is of considerable 
importance. Applications include sediment transport, smothering 
of seagrass and coral, release of wastewater into ecosystems 
including from treated sewage effluent, and storm-water runoff 
during flood events. Current knowledge is limited : e.g., the 
vertical mixing coefficient is often approximated by the depth-
averaged momentum exchange coefficient, while transverse 
mixing and dispersion coefficients are assumed constant over 
relatively long distances. Both sets of assumptions are untrue. 
Predictions of contaminant dispersion in estuaries must be 
therefore based upon empirical mixing coefficients that are 
highly sensitive upon the natural system and must be measured 
in-situ. Experimental findings are accurate only "within a factor 
of 10" at best and they can rarely be applied to another system 
[1,2,3]. Although mixing is driven by turbulence, the interactions 
between hydrodynamics, physio-chemistry and ecology are rarely 
considered together. There has been very little research done on 
turbulent mixing and dispersion in complete estuarine systems, in 
particular in subtropical zones. One reason is the complex 
behaviour of an estuary. 
A series of field studies were conducted in the estuarine zone of 
Eprapah Creek (Australia) in 2003. The purpose of field works 
was to assess the complexity of a small estuarine system, and the 
interactions between hydrodynamics and water quality. The 
results provide a new understanding of basic mixing process in 
sub-tropical estuaries, while the experience highlights important 
issues and practical considerations. 
 
Field site 
Eprapah Creek (Long. 153.30º, Lat. -27.567º) is a sub-tropical 
stream located in the Redlands shire close to Brisbane city. 
Average hydrological conditions are listed in Table 1 for a 50-
year period. Eprapah Creek flows directly to the Moreton Bay at 
Victoria Point (Fig. 1). It is basically 13.6 km long with about 3.8 
km of estuarine zone. In the latter, the water depth is typically 
about 1 to 2 m mid-stream, the width is about 20-30 m and the 
tides are semi-diurnal with a range of about 1.5 m. The catchment 
(~ 39 km2 area) is mostly urban in the lower reaches and semi 
rural/rural residential in the upper reaches. The estuary includes 

two conservation areas hosting endangered species (e.g. koalas, 
swamp wallabies, sea eagles), some marinas and boat yards, and 
a sewage plant impacting heavily on the natural system. . 
Although water quality and ecology have been closely monitored 
at Eprapah Creek (Victoria Point QLD) for more than 30 years, 
the creek was heavily polluted in 1998 by illegal discharges of 
TBT and chemical residues. The catchment has been adversely 
affected by industrial poultry farms, land clearance and semi-
urban development. Recent works included the constructions of 
new shopping centres and residential lots. 
 

 
 
Fig. 1 - Aerial photograph of Eprapah Creek estuary (Courtesy of 
Queensland Department of Natural Resources and Mines, 2001) 

Blue circle: water quality sampling station - Red square: 
instantaneous velocity and physio-chemical measurement sites. 

 
Experimental Methods 
Field works took place on three different days (Table 2). They 
involved more than 80 people, including researchers, students, 
professionals and local community groups for a single-day each 
time. Tidal and weather conditions are summarised in Table 2. 
Several sites were simultaneously monitored at locations AMTD 
0.6, 2, 2.1, 3.1, 3.4 and 3.8 km for Sites 1, 2, 2B, 3, 3B and 4 
respectively, where AMTD is the upstream distance from river 
mouth. (Sites 1, 2, 3 and 4 are marked with a blue circle on 
Figure 1.) At each site, a series of hydraulic and water quality 
data were recorded from the bank: e.g., water elevations, surface 



 

velocity, air and water temperatures, conductivity, pH, dissolved 
oxygen, turbidity. Most readings were taken every 15 to 30 
minutes. Vertical profiles of physio-chemical parameters were 
conducted in the middle of the creek at several sites. They were 
performed at high tide and during ebb flow using a water quality 
probe YSI™6920 lowered from a boat drifting with the flow. 
Measurements included water temperature, conductivity pH, 
conductivity, dissolved oxygen content and turbidity taken every 
20 to 50 cm. 
 

Parameters Value Units 
Air temperature at 09:00 : 20.5 ºC 
Average humidity at 09:00 : 67 % 
Average wind speed at 09:00: 8.6 km/h 
Average yearly rainfall : 1284.3 mm 
Maximum monthly rainfall : 909.7 mm 
Maximum daily rainfall : 241.0 mm 
Average number of rainy days : 116 days/year
Average sunny days : 81 days/year
Average number of overcast days : 60 days/year

 
Table 1 - Average hydrological conditions in Eprapah Creek 
catchment for the period 1953-2003 (Ref.: Bureau of Met.) 
 
 4 Apr. 2003 17 July 2003 24 Nov. 2003
Tides (Brisbane 
bar): 

04:58 (0.53 m) 
10:49 (2.02 m) 
17:06 (0.43 m) 
23:17 (2.20 m) 

23:42 (2:41 m) 
06:30 (0.46 m) 
12:01 (1.73 m) 
17:47 (0.45 m) 

03:09 (0.09 m) 
09:36 (2.52 m) 
16:11 (0.34 m) 
21:39 (1.91 m) 

Study period: 06:00-18:00 06:00-14:05 07:00-16:00 
ADV/YSI6600 
record period: 

10:10-14:05 06:10-14:05 09:18-15:55 

Weather : Sunny Overcast Overcast with 
few showers 

Water temp. 
(ºC) : 

23.7 
[20.4-28.4] 

16.7 
[15.5-18.5] 

25.5 
[22.7-28.0] 

Air temp. (ºC): 22.2 
[15.5-29] 

17.2 
[10.5-21.5] 

-- 
[19-29] 

Conductivity 
(mS/cm): 

34.5 
[23.9-48.3] 

37.2 
[29.8-48.4] 

50.0 
[42.7-55.1] 

D.O. (% sat): 0.85 
[0.62-1.0] 

0.82 (*) 
[0.66-1.06] 

0.81 
[0.76-0.85] 

pH 6.8 
[6.4-7] 

7.4 
[6.6-7.8] 

7.8 (*) 
[7.4-8.0] 

Turbidity (m 
Secchi) 

0.68 
[0.53-1.0] 

0.84 
[0.5-1.2] 

-- 

Turbidity 
(NTU) 

9.4 
[5.8-13.9] 

11.0 
[7.2-24.6] 

19.9 
[7.1-43] 

 
Table 2 - Summary of experimental flow conditions and 
measurements at Site 2 (AMTD 2 km) - Averages and extremes 
in brackets 
 
At one site, a Sontek™ ADV velocitymeter and a physio-
chemical probe YSI™6600 were deployed and data-logged 
continuously at respectively 25 Hz and 0.2 Hz (or 0.5 Hz). The 
probes were located at Site 2B on 4 April and 24 Nov. 2003, and 
at Site 2 on 17 July 2003. They were installed about the middle 
of the channel in a moderate bend to the right when looking 
downstream (Fig. 2). The probes were located 14.2 m, 8.0 m and 
10.8 m from the left bank on 4 April, 17 July and 24 Nov. 2003 
respectively. The sensors were positioned 300 mm apart 
horizontally and held by a metallic frame sliding on two poles 
(Fig. 2A). All sensors were located 0.50 m beneath the free-
surface and maintained at a constant depth below the free-surface 
for all studies. The probes were installed outside of the support 
system to limit the support wake effects. Further details on the 
experimental procedures are available in Chanson et al. [4]. 

 
Data accuracy 
For measurements from the bank, the data accuracy was about 1 
cm for water level elevation, 0.2 to 0.5 ºC for water temperature, 
1 to 2% for conductivity, 0.2 to 0.5 for pH measurement with pH 
paper, 5 cm on turbidity Secchi disk length, 10% on the surface 
velocity and 5 to 10% on the dissolved oxygen concentration. 
With the water quality probes YSI6920 and YSI6600, the data 
accuracy was : ±2% of saturation concentration for D.O., ±0.5% 
for conductivity, ±0.15ºC for temperature, ±0.2 unit for pH, 
±0.02 m for depth, ±1% of reading for salinity, and ±5% for 
turbidity. No information was available on the data accuracy on 
chlorophyll levels. 
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Fig. 2 - Simultaneous measurements of physio-chemistry and 

turbulence. (A) Probes in position, looking upstream. (B) River 
cross-section at Site 2B looking downstream. 

 
General Observations 
For all studies, the tidal influence was felt up to Site 3B (AMTD 
3.5 km) but not at Site 4. The latter site was basically a 
freshwater system each time. For the greatest tidal range (24 
Nov. 2003), a very-shallow water zone was seen at low tide 
between Site 2B (AMTD 2.1 km) and the sewage plant (AMTD ~ 
2.6 km) : i.e., depths less than 0.3 to 0.5 m. For such very low 
tides, the "bar" acted as a weir. It reduced drastically mass 
exchanges between upper and lower estuarine zones at low tides. 
Physio-chemical observations were conducted systematically 
from the bank and from a boat mid-stream at several longitudinal 
locations. Water temperature data were affected predominantly 
by the natural heating of the Sun, and by the flood tide bringing 
temperate waters from the Moreton Bay. Dissolved oxygen (DO) 
measurements showed more oxygenated downstream waters and 



 

maxima around high tide. Basically dissolved-oxygen saturated 
waters were brought in by the flood tide. Turbidity data indicated 
consistently a greater water clarity at high tide and at beginning 
of ebb flow, while the observations were about constant along the 
creek. Water conductivity data followed the tidal cycle with an 
influx of saltwater during the flood flow and a reflux during the 
ebb in the intertidal zone, with an overall decrease in time-
average conductivity with increasing distance from the mouth. A 
decrease in pH with increasing distance from the river mouth was 
consistently observed, suggesting slightly acidic waters in the 
upstream reach. Vertical profiles of water quality parameters 
showed that the distributions of water temperature, dissolved 
oxygen content, turbidity and pH were reasonably uniform for all 
studies. Conductivity data showed however some stratification 
with a fresh water lens above a saltwater wedge. The 
stratification was possibly the strongest on 4 April 2003 because 
of freshwater runoff. 
 
Short-Term Fluctuations 
Short-term fluctuations in velocity and physio-chemical 
parameters were systematically investigated mid-estuary (AMTD 
2 km). Turbulent velocity records, measured with the ADV, 
suggested distinct periods : i.e., a slack time around high and low 
tides, and some strong flushing during the flood tide (17/07/03) 
and ebb tides (4/04/03 & 24/11/03). Around high and low tides, 
the velocity magnitudes were small (i.e. less than 10 cm/s), and 
the velocity direction was highly fluctuating. The velocity 
magnitude increased with time after slack, and the strongest 
currents were observed during mid-ebb tides (4/04/03 & 
24/11/03) with instantaneous velocities of about 0.2 to 0.35 m/s. 
Detailed records showed consistently significant time 
fluctuations of both velocity magnitude and direction, with 
fluctuations in instantaneous velocity directions of typically 20 to 
30º. Instantaneous water quality results showed relatively small 
fluctuations of water quality parameters with time. These 
fluctuations were at least one order of magnitude smaller than 
observed turbulent velocity fluctuations. The findings might 
suggest that the estuary was reasonably well-mixed in terms of 
temperature, pH, DO and turbidity, although the turbulence was 
not homogeneous in the waterway. 
Figures 3 and 4 present instantaneous velocity and physio-
chemical data recorded on 4 April 2003. (For these data, the 
surveyed cross-section of the estuary is shown in Figure 2B.) 
Figure 3 presents instantaneous velocity magnitude |V| and 
direction θ, with θ = 0 in the downstream direction and θ > 0 
towards the left bank. In Figure 4, the right vertical axis 
corresponds to temperature and pH data, while the left vertical 
axis scales the dissolved oxygen content (DO) and salinity (ppt). 
In natural systems, the flow motion is characterised by 
unpredictable behaviour, strong mixing properties and broad 
spectrum of length scales [5]. There is however some coherence 
caused by bursting phenomena and large-scale vortical motion. 
The present data set highlighted large fluctuations of 
instantaneous velocity direction which is characteristic of the 
passage of coherent vortical structures (Fig. 3). The probability 
distribution functions of θ were approximately Gaussian that is 
consistent with random turbulent processes. 
In meandering channels, Blanckaert and Graf [6] highlighted the 
existence of a small outer bank recirculation cell. Such 
recirculation zones were systematically observed at Site 2 
(AMTD 2 km). Toad fish, a relatively slow fish specie, were seen 
utilising these outer bend zones for feeding. Visual observations 
and toad fish behaviour indicated spatial and temporal variations 
of these recirculation regions. Their occurrence is important since 
outer bend cells contribute to a reduction in bend scouring. Their 
existence confirms that the turbulence was not homogeneous 
across the river. 
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Fig. 3 - Instantaneous velocity measurements on 4 April 2003 

during high tide slack and early ebb tide. The horizontal axis is 
the clock time in seconds with t = 0 at 0:00. (A) Velocity 

amplitude |V|. (B) Velocity direction θ. 
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Fig. 4 - Instantaneous physio-chemical parameters on 4 April 

2003 during high tide slack and early ebb tide. 
 
Discussion 
Continuous measurements showed important fluctuations in 
instantaneous velocity and physio-chemical parameters caused by 
navigation (e.g. Fig. 2A). Boat passages were typically associated 
with large fluctuations in velocity for a few seconds, followed by 
a longer period, lasting for several minutes, of fluctuations in 
both velocity and physio-chemical parameters. While the data 
implied some mixing induced by wake waves and propeller 
motion, there were longer-lasting interactions between boat-
induced turbulence and secondary circulation in the river. These 
might explain observations of significant fluctuations in turbidity, 
conductivity and temperature following boat passage. 



 

A statistical analysis of instantaneous physio-chemical records 
was performed. The relevant time scales T0.5 were typically about 
1 to 4 minutes for all parameters and flow periods, where T0.5 is 
the time delay for which the auto-correlation coefficient was 0.5. 
T0.5 must be a significant time scale for river mixing processes. 
The results showed further strong correlations between pH and 
conductivity that is consistent with both variables being related to 
ion concentration in water. pH data lagged typically by about 5-
10 sec. behind conductivity data. Possible explanations might 
include mixing processes or difference in sensor response time. 
 
Experiences and Outcomes 
Practical Considerations 
Careful preparation of field works is crucial. In particular, all the 
instrumentation must be thoroughly calibrated and tested 
beforehand. Present experience demonstrated recurrent problems 
with the ADV velocitymeter evidenced by high levels of noise 
and spikes in the 3 velocity components. In the stream, the 
velocity fluctuations characterise the combined effects of the 
Doppler noise, velocity fluctuations and installation vibrations. 
Lemmin and Lhermitte [7] and Chanson et al. [8] discussed the 
inherent noise of an ADV system. Further spikes may be caused 
by aliasing of the Doppler signal. Goring and Nikora [9] 
discussed techniques to eliminate these. Some problem was also 
experienced with the vertical velocity component. Calibration 
tests in laboratory failed, possibly because of the effects of the 
wake of the stem. Since the probe was mounted vertically 
downlooking, vertical velocity data were discarded. Herein the 
ADV velocity data were cleaned by removing communication 
errors, low signal-to-noise ratio data (< 5dB) and low correlation 
samples (< 70%), and they were "despiked" using a acceleration 
thresholding method. Yet, during periods of low velocity, the 
ADV Doppler noise and spikes predominated causing large 
fluctuations in velocity around zero. This can be observed in Fig 
3B in the range 37,500-38,500 s. When the direction (θ) is 
calculated, this fluctuation is greatly increased because there is 
no predominant flow direction as shown during the 
corresponding time in Fig 3B. The writers' experience at Eprapah 
Creek suggests that most classical "despiking" techniques are 
unsuitable to estuarine data, and data errors may still exist in the 
present data sets. 
 
Personal experiences 
Field works provided unique personal experiences to all people 
involved, and facilitated interactions between groups with 
different background and interests. Key interactions involved 
university researchers and students, local community, and 
government institutions. Field works contributed to the students' 
personal development and complemented traditional lectures, as 
strongly supported by anonymous student feedback [10]. Student 
comments emphasised their enhanced motivation. Group work 
contributed to new friendships and openings: e.g., between civil 
and environmental students, between students, academics and 
professionals involved in the studies. These personal experiences 
are at least as important as the academic and scientific 
experience, although this aspect is poorly understood from 
university hierarchy, administration clerks, managers and 
politicians. 
 
Definition of key water quality indicators 
Overall this series of field measurements provided consistently 
contrasted outcomes in terms of natural system health. Fish 
sampling and bird observations suggested a dynamic eco-system 
[4]. Velocity measurements indicated high turbulence levels and 
a strong flushing process in the estuary. But other results 
highlighted poor physio-chemical parameters in the upstream 

sections of the estuary. Serious concerns included low dissolved 
oxygen and pH levels (Sites 3 and 4), surface slicks (Sites 2 and 
3), large numbers of exotic fish (e.g. Sites 3 and 4) competing 
with native fish species, and surface runoff (e.g. construction 
sites, shopping centres). All these results demonstrated on-going 
pollution in the estuary. Clearly a major issue is the definition of 
a limited number of "key indicators", which could describe the 
complexity of sub-tropical estuaries. 
 
Summary and Conclusion 
Detailed investigations in a small subtropical estuary provided a 
broad range of simultaneous data encompassing hydrodynamics 
and physio-chemistry. The measurements yielded contrasted 
outcomes. While some results were positive, others demonstrated 
on-going pollution. Field works provided further unique personal 
experiences to all individuals involved. 
The field results obtained at Eprapah Creek bring new lights into 
the complexity of the estuarine system, but also thought-
provoking outcomes. It is clear that basic mixing processes are 
driven by turbulence. However its impact on a natural system 
cannot be comprehended without simultaneous measurements of 
hydrodynamic, physio-chemical and ecological parameters, 
implying substantial instrumentation, human resources and 
broad-based expertise. Genuine inter-disciplinary research is 
essential and it can offer new approaches: e.g., using fish 
activities to characterise recirculation zones in shallow waters. 
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Abstract 
A straightforward application of the new triple decomposition of 
the local relative motion near a point to 2D velocity fields is 
presented. Unlike the Cauchy-Stokes double decomposition of 
motion into a pure straining motion and a rigid-body rotation the 
triple decomposition of motion aims, moreover, at the extraction 
of an effective pure shearing motion. It results in a more detailed 
flow description as the third term is responsible for a specific 
portion of vorticity labelled "shear vorticity" and for a specific 
portion of strain rate labelled "shear strain rate". 
 
Introduction 
The concept of the triple decomposition of motion has been 
motivated by a longstanding problem of a vortex and vorticity 
expressed by the fact that "solely vorticity cannot distinguish 
between swirling motions and shearing motions", Kida and 
Miura [1] (this fact is emphasized also by Jeong and Hussain [2] 
and Cucitore, Quadrio and Baron [3]). Let us add an analogous 
statement for strain rate: "solely strain rate cannot distinguish 
between straining motions and shearing motions". Vorticity and 
strain rate reflect the conventional Cauchy-Stokes decomposition 
of the local relative motion near a point into two elementary 
homogeneous motions: a pure irrotational straining motion along 
principal axes of the rate of strain tensor (generally including a 
uniform dilatation) and a rigid-body rotation. In Kolář [4] an 
arbitrary instantaneous state of the local relative motion near a 
point is decomposed into three elementary motions–each 
described by an additive part of u∇  with a distinct tensor 
character–explicitly including an effective pure shearing motion. 
The first two elementary parts of the proposed triple 
decomposition remind, at least in tensor character, the two 
elementary parts of the conventional double decomposition, 

, and represent their residual portions after extracting 
an effective pure shearing motion. 

ΩSu +=∇

 
Triple Decomposition of Motion 
The algorithm of the triple decomposition of motion is briefly 
summarized below. For details, justification and discussion see 
Kolář [4] where three elementary motions are introduced in terms 
of a virtually structured continuum. The triple decomposition of 
the local relative motion near a point aims, basically, at the 
extraction of an effective pure shearing motion. It reads 
                        (1) ( ) ( ) ( )SHRREL uuuu ∇+∇+∇=∇
where the three elementary homogeneous motions are described 
by additive parts of : a pure irrotational straining motion 
given by symmetric tensor  (subscript "EL" reminds the 
term "elongation"), a rigid-body rotation given by antisymmetric 
tensor , and an effective pure shearing motion 

u∇
( )ELu∇

( )RRu∇ ( )SHu∇  
described below. 
   A general pure shearing motion (that is, at this stage, without 
specification of the term "effective") is defined by a "purely 
asymmetric tensor form" of  fulfilling in a suitable reference 
frame (null tensors are excluded, the subscript /j denotes 
differentiation) 
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   The desired reference frame, showing an effective pure shearing 
motion "in a clearly visible manner" described by the form (2), is 
called a basic reference frame (BRF). In this frame, the local 
relative motion is decomposed in terms of additive parts of u∇  
at a given point. In any other frames rotated with respect to the 
basic reference frame under an orthogonal transformation Q, an 
arbitrary elementary part of , say A, is described simply by 
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where (using simplified notation) subscripts x, y, z stand for 
spatial partial derivatives, and the remaining two non-specified 
pairs of off-diagonal terms in the first matrix of the 
decomposition are constructed strictly analogously as the 
specified one. The introduced frame-dependent tensor-core 
matrix is characterized by the symmetry in absolute values of 
components. This matrix determined above in the BRF is further 
decomposed into two parts as it represents a sum 
( ) ( )[ ]RREL uu ∇+∇ . Note that each pair of off-diagonal terms of 

the tensor-core matrix is either symmetric or antisymmetric. The 
introduced frame-dependent tensor-overhang matrix has a purely 
asymmetric tensor form defined by (2) and represents in the BRF 
an effective pure shearing motion. 
   The BRF is determined from the condition 

           ( )[ ] frames allover  MIN of coretensor BRF =∇u  (5) 

where the symbol ...  denotes a standard tensor norm (frame-
independent absolute tensor value). Alternatively, in terms of the 
Cauchy-Stokes double decomposition of  (e.g. Truesdell and 
Toupin [5], Batchelor [6]) 

u∇
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the BRF is determined from the condition 



 

    [ ] frames allover  MAX
BRF

131332322121 =++ ΩSΩSΩS . (7) 

It is clearly seen from (7) that the BRF, unlike the system of 
principal axes of S, is determined simultaneously on the basis of 
a non-zero S and a non-zero Ω. 
   Further, from the viewpoint of the double decomposition the 
effective pure shearing motion  itself (i.e. separately) 
represents a certain coupling of a pure irrotational straining 
motion with a rigid-body rotation. Consequently, the triple 
decomposition of  may be substituted by the quadruple 
decomposition of  with two different (symmetric) strain-rate 
terms and two different (antisymmetric) vorticity terms 
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These four terms (in the last two square brackets) are labelled 
"residual strain rate" and "shear strain rate", "residual vorticity" 
and "shear vorticity". Note that in the triple decomposition, S and 
Ω are cut down in magnitudes to "share" their portions through 
the third term  associated with a pure shearing motion as ( )SHu∇

                          ( )SHRESRES uΩSu ∇++=∇ . (9) 
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Triple Decomposition of Motion in 2D Fluid Flow 
The nature of the proposed triple decomposition (and its physical 
justification) is straightforward in 2D fluid motion. To make the 
decomposition of motion clearly visible, the conventional double 
decomposition frequently uses as a reference frame the shear-
free frame of principal axes of the strain-rate tensor. A uniform 
dilatation can be removed prior to further analysis of u∇  
without loss of generality and an arbitrary 2D flow can be 
described (using simplified notation) in the system of principal 
axes by the form 

                     . (10) 
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By a suitable rotation of coordinate axes we approach the desired 
BRF. For 2D rotational motion, the BRF corresponds to the shear 
frame in which the deviatoric strain-rate tensor has zeros on the 
leading diagonal and  is given by u∇

                           . (11) 
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In this frame, in the plane of 2D motion, there are only two 
characteristic "shearing interactions" of  with  
namely with the same or opposite rotational orientations, see Fig. 
1. For both orientations, the magnitude of the resulting 
"superimposed" pure shearing motion is given simply by the 
difference of absolute values of  and . 

yu yd xvxd ,

yu xv
   The present new approach is easy to demonstrate geometrically 
in 2D fluid motion in terms of the decomposition of vorticity ω 
and strain rate s, see (10), (11), as shown in Fig. 1. In this figure 
the vorticity and strain-rate components are proportional to the 
infinitesimal changes of related characteristic angles during the 
infinitesimal change of time. In Fig. 1(a) the characteristic angles 
correspond to the residual vorticity  (associated with the 

rigid-body rotation) and shear vorticity  (associated with the 
RESω

SHω

 
Figure 1 Geometrical interpretation of the triple decomposition in 2D 
fluid motion: (a) vorticity components,  (b) strain-rate components. 
 
pure shearing motion) while their sum is proportional to the total 
vorticity ω. In Fig. 1(b) the characteristic angles correspond to 
the residual strain rate  and shear strain rate  while 
their sum is proportional to the total strain rate s. This 
"superimposing" geometrical construction is of virtual nature and 
applicable to infinitesimal motional changes only. However, it 
provides a clear qualitative insight and interpretation of the 
vorticity and strain-rate components. 

RESs SHs

   Fig. 1 indicates two significant inherent features of the 
proposed decomposition. Firstly, the concept of the triple 
decomposition as defined by (4) implies (generally in 3D) that 
the corresponding components of the residual vorticity and shear 
vorticity have the same signs in the BRF. The same holds for the 
residual strain rate and shear strain rate. Secondly, Fig. 1 
indicates a certain "principle of exclusivity" which is valid in 2D. 
The principle of exclusivity may be expressed for arbitrary 2D 
velocity fields representing an isochoric part of motion as 
                    ( ) ( ) 0u0u =∇=∇ 2D

RR
2D
EL OR  (12a) 

or, alternatively, in terms of ω and s as 
                              . (12b) 00 RESRES == ωORs
The expressions (12a, b) say that a non-zero residual vorticity 
apparently existing only for the same rotational orientations of 

 and , see Fig. 1, excludes the existence of a non-zero 
residual strain rate existing only for the opposite rotational 
orientations of  and . Consequently, Fig. 1(a) 
represents an inevitable reduction of the three distinct terms of 
the triple decomposition to the form 

yu yd xvxd
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( ) ( )SHRR uu ∇+∇  while 

Fig. 1(b) represents the reduction to . ( ) ( )SHEL uu ∇+∇
   Components of the triple decomposition of the local relative 
motion near a point and corresponding flow patterns for various 
flow situations in 2D isochoric fluid motion are shown in Fig. 2. 
All possible flow configurations near a point for fixed  and 

variable  are depicted in the corresponding BRFs. The points 
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Figure 2 Components of the triple decomposition of motion and flow patterns for various flow situations in 2D fluid motion.

itself can be described as critical points and the local flow 
patterns correspond to the leading terms of a Taylor series 
expansion for the velocity field in terms of space coordinates 
(Perry and Chong [7], Chong, Perry and Cantwell [8]). 
 
Application of the Triple Decomposition of Motion 
to 2D Velocity-Field Analysis 
Let us remind that a uniform dilatation can be removed prior to 
further analysis of  without loss of generality and 
applicability to compressible flows. In terms of s and ω 
introduced in (10) and (11) by a suitable rotation of coordinate 
axes 
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and their residual and shear components (note that these are of 
the same signs in the BRF) we can draw from (4) and (8) the 
following set of relations 
                                      , (15) SHRES sss +=
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Figure 3 Comparison of (a) total vorticity and (b) residual vorticity for plane turbulent wake (velocity data taken from [9], phase 3, contour int. 0.2). 

   The case ω=s  represents a simple shear, hence an effective 
pure shearing motion is the only non-zero component of the triple 
decomposition of motion in this case. 
   A practical application of the present approach to the velocity 
data of the nominally plane turbulent wake of two side-by-side 
square cylinders by Kolář, Lyn and Rodi [9] is shown in Fig. 3. 
   It is clearly seen from Fig. 3 that by removing the shearing 
component of motion, that is after the extraction of an effective 
pure shearing motion by means of the triple decomposition of 
motion, we reach a more adequate picture of vortical structures. 
These structures are characterized exclusively by swirling motion 
in terms of the residual vorticity which is non-zero for ω<s  
and determined from (24) and (26) using (13) and (14). The 
residual vorticity appears as the proper kinematic quantity to 
identify true vortex cores determining both their boundary and 
inner structure. 
   Similarly we can distinguish the residual strain rate from the 
total strain rate, for example, while describing the process of 
turbulence production in the saddle regions of the primary large-
scale vortical structures in turbulent wakes. 
 
Conclusions 
2D flow fields have been described in terms of the new triple 
decomposition of the local relative motion near a point. The triple 
decomposition of motion aims at the extraction of an effective 
pure shearing motion which is responsible for a specific portion 
of vorticity labelled "shear vorticity" and for a specific portion of 
strain rate labelled "shear strain rate". The triple decomposition 
of motion is closely associated with the so-called basic reference 
frame (BRF) where it is performed. Some fundamental issues 
have been pointed out: (i) principle of exclusivity holds between 
2D residual vorticity and 2D residual strain rate for an isochoric 
part of motion, (ii) residual and shear components of both 
vorticity and strain rate have the same signs in the BRF. 
Considering arbitrary 2D velocity fields, simple relations have 
been derived for vorticity and strain-rate components. 

   The kinematic structure inferred from the triple decomposition 
of motion should help in the description and analysis of a wide 
variety of fluid-dynamical processes and fluid-flow phenomena. 
It may prove its usefulness for flow classification schemes as 
well as for complex rheological problems. 
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Abstract

The formation of water drops of specific size when sheared by
a tetradecane stream at a T-junction in a microchannel was in-
vestigated numerically. The numerical results showed that the
water drop sizes decreased with increasing tetradecane flow rate
and decreasing interfacial tension. This is in agreement with
published experimental results. During the formation of the
water drops, two recirculating zones are formed in the water
stream, a large one occupying most of the water drop, and a
smaller one near the downstream corner of the T-junction. The
smaller recirculating zone results in a high pressure spot.

Introduction

In the last two decades, the emphasis on fluid flow in MEMS
devices has been focused on the study of single fluid flows, in-
volving only a gas or a liquid [4]. In contrast, the dispersion
of the droplets of one fluid in a second immiscible fluid has re-
ceived less attention. Nevertheless, there is a wide range of ap-
plications for multiphase flows in microchannels and such flows
are found in naturally occurring systems. The ability to control
and manipulate the drop size and frequency enables the drop
formation process to be tailored. This is of immense impor-
tance as it allows the outcomes of the applications to be very
specific. In recent years, the use of microchannels for the for-
mation of drops of uniform and specific sizes has been shown
experimentally to be feasible. However, there is a wide range of
microchannel configurations that have been published and the
drop formation processes are quite different for different con-
figurations. The simplest configuration is the T-junction where
one liquid shears a second liquid that flows in the perpendicular
arm.

Early work by Thorsenet al. [13] showed that aliphatic straight
chained hydrocarbons (HC) with 2% SPAN 80 were able to
shear a normal flow of water to form a variety of drop shapes.
The drop shapes were strongly dependent on the sharpness of
the edges of the T-junction. Further work by Tabelinget al. [12]
suggests that such drops can only be formed when the surface
tension of the HC is significantly lowered by SPAN 80 used as
the surfactant. The roughness of the channel surface also plays
a critical role in the drop formation process. In contrast, Ni-
sisakoet al. [7] managed to form droplets without the use of
surfactants albeit the channels they used were100−500µm in
width and 100µm in depth compared to 35µm in width for the
work of Thorsenet al. [13] and Tabelinget al. [12]. Apart from
channel size, there were a few significant differences between
Thorsenet al. [13] and Nisisakoet al. [7]. First, Nisisakoet
al. [7] used a sunflower oil where the fluid properties were not
measured but sunflower oil does have a much higher kinematic
viscosity than straight chained HC. Second, Nisisakoet al. [7]
produced their microchannels with a micromilling technique re-
sulting in extremely sharp corners. Thorsenet al. [13] produced
their microchannels from moulding with an acrylated urethane
where the corners are much smoother.

Other more complex configurations include the use of multi-
ple slits to focus the flow and produce drops that are much

smaller than the slit width [1], or the use of fine pores and
stepped structures to try and produce reproducible drop sizes
[11]. More complex network of T-junctions have been shown
to enable drop size distributions to be controlled (Linket al. as
referenced in [10]). The control of drop breakup is influenced
significantly by the interfacial tension between the two fluids
and Dreyfuset al. [3] have found that without the presence of
Span80, drops do not form in microchannels of 20µm by 200
µm cross section.

In this study, a T-junction microchannel is numerically simu-
lated using a volume of fluid (VOF) code in 2D to determine
the breakup of water drops entering into a flow of tetradecane.
This is compared to the experimental result of Cole [2]. Al-
though the depth of the channel may affect the drop formation,
much information can be obtained of the behaviour of the drop
break up characteristics in 2D prior to a full simulation in 3D.

Mathematical formulation

Detailed description of the multifluid VOF (MFVOF) code has
been published elsewhere [5] and only a brief description will
be included here.

The distribution of the fluid species is tracked as a “colour”C
where in the continuous limit within a computational domain
represented by a 2D axisymmetric mesh,C(r,z) is the Heaviside
function

C =
{

1, if point (r,z) is occupied byC fluid;
0, otherwise.

(1)

All interfaces throughout the computational domain are de-
duced from the spatial locations of the discontinuities in the
distribution ofC. The equations solved are:

Equation of continuity

∇ ·U = 0. (2)

Fluid species transport equation

∂C
∂t

+∇ · (UC) = 0. (3)

Momentum equation

∂U
∂t

+∇ · (UU) =−1
ρ

∇P+
1
ρ

∇ · τ+g+
S
ρ

, (4)

whereτi j = 2µSi j and the rate of strain tensor,Si j = (∂ui/∂x j +
∂u j/∂xi)/2. The effects of surface tension are incorporated in
the surface force vector

S= Sr î +St ĵ = σκn̂, (5)

which is applied only at interfaces. The interfacial curvatureκ
and interfacial normal̂n are functions ofC. The density and
viscosity distributions are dependent on the distribution of fluid
throughout the flow domain, and are computed fromC of the



Figure 1: The simulation region. Dimensions are given inµm.

number of fluid species (nsp) using weighted averages of the
form

ρ =
nsp−1

∑
l=1

Cl ρl +

(
1−

nsp−1

∑
l=1

Cl

)
ρnsp. (6)

Discretisation and Solution Algorithm

The equations are discretised on a uniform MAC mesh using
second-order accurate conservative finite differencing schemes.
The time advance of the solution from timestepn to n+ 1 is
achieved using a two-step projection method, which decom-
poses the algorithm for the flow solver into three core steps:

• estimate the solution at the next timestep by including all
numerical schemes for modelling all physics in the prob-
lem,

• solve a Poisson equation, for which the source term is the
divergence from a solenoidal velocity field,

• correct the momentum update velocity estimate, to update
the velocity field to timestepn+1.

An explicit scheme is used in the MFVOF solution algorithm for
the time advance. Second-order temporal accuracy is achieved
using Euler time-stepping, which involves performing the two-
step projection twice. The color function in the discretised prob-
lem is only an approximation of the Heaviside function, and on
the mesh is interpreted as a fractional volume function. The
value ofC in interface cells is simply taken as the volume frac-
tion of the mesh cell volume occupied byC−fluid.

Layout of the microchannel

The T-junction microchannel simulated is shown in Figure 1.
Water flows downwards in the vertical channel of 30µm and
tetradecane flows in the horizontal channel of 85µm from right
to left. Away from the T-junction, the horizontal channel widens
to 100µm to allow the drops to disengage. The mesh used was a
64 and 192 cells in the vertical and horizontal directions respec-
tively. The physical properties of the fluids are given in Table 1.
No-slip boundary conditions were used and a flat inlet velocity
profile was used for both liquids streams.

Results

Simulations were carried out for varying tetradecane velocities
for two different water inlet velocities with no surfactant added.
The water droplets formed were uniform in size and shown in
Figure 2. It was found that a straight line relationship could be
obtained for water drops less than 100µm as a function of the
tetradecane velocity. There was no difference in the diameter of
the water drops for water flow velocities of 0.01 and 0.05 m/s.
The relationship fitted is

d =−15.9lnV +36.77, (7)

Water
Density 998.2 kg/m3

Viscosity 1.0×10−3 kg/(m·s)
Tetradecane

Density 773.0 kg/m3

Viscosity 3.19×10−3kg/(m·s)

Interfacial tension 0.0442 N/m
Temperature 20◦C

Table 1: Properties of the fluids used in the simulation.

Tetradecane velocity (m/s)

D
ro

p
di

am
et

er
(m

ic
ro

ns
)

10-3 10-2 10-1 1000

20

40

60

80

100

120

140

Water at 0.01 m/s
Water at 0.05 m/s

Figure 2: Water drop size as a function of tetradecane flow ve-
locity.

whered is the water drop diameter in microns andV is the
tetradecane velocity in m/s. A previous numerical simulation
of a similar T-junction by Reedman [8] for a T-junction where
both channels were 30µm in size is shown in Figure 3. It can
be seen that a linear relationship exists for water drops formed
that are smaller than 50µ in diameter. However, as the water
flow velocity is increased, the water drops formed increase in
size for the same tetradecane flow rate so that there is a differ-
ent linear relationship for each water flow velocity. The main
difference between the current results and [8] is that in Reed-
man’s results, the water drops formed are all larger than the
channel width, while in the current work most of the drop sizes
are smaller than the channel width. The experimental results of
Nisisakoet al. [7] and that of Liow and Cole [6] are shown in
Figure 4. For water drops that are smaller or close to the oil/HC
channel width, there is a straight line relationship. In Nisisako’s
case, the oil inlet channel is 500µm, and the water drops formed
are all smaller than the oil channel and do not give rise to slug
flow. For Liow and Cole, the lower tetradecane flow rates re-
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Figure 3: Results of Reedman [8] for water drop size as a func-
tion of tetradecane flow velocity for a 30µm width channel.
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Figure 4: The experimental results of Nisisako [7] and Liow and
Cole [6]. For Nisisako, the channel widths are 100µm for the
water and 500µm for the oil. For Liow and Cole, the channel
widths are both 250µm.
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Figure 5: Effect of interfacial tension on the water drop size
formed. The two data points for a interfacial tension of 0.0089
N·m were carried out at mesh resolution of64×192and128×
384.

sult in large drops that slugs down the channel. Consequently,
drops larger than 250µm do not follow the straight line fit for
the smaller drops.

Effect of reducing interfacial tension

Experimentally [6, 10, 13] it has been shown that when sur-
factants are not used for the formation of water drops in small
channels, the water and oil/HC streams form separate parallel
flow channels. The reduction in interfacial tension was simu-
lated for a case where the water and tetradecane flow velocities
were 0.01 and 0.8 m/s respectively. Figure 5 shows the dra-
matic effect the drop size decreasing with a reduction in the in-
terfacial tension. As the interfacial tension is reduced to 0.0089
N/m, satellite drops are formed. A high order resolution of the
mesh used (128×1024) to check the results showed that satel-
lite drops were not a result of the lower mesh resolution. More-
over, the large water drops formed differed only by 4% in diam-
eter (1µm) between the two mesh resolutions, which was of the
order of 1 mesh size. This effect was not seen experimentally
by [6] but the water/tetradecane flow ratios in the simulation are
much higher. However, satellite drops have been found in the
flow focussing experiments of Annaet al. [1]. For the control of
drop sizes, the presence of the satellite drops as the interfacial
tension is reduced means that smaller drops are always present.
The presence of the satellite drops are not desired if the aim is
to produce a fixed particle size. Figure 6 shows the drop formed
for the three different surface tension cases. As the interfacial

Figure 6: Drop formation for varying surface tension A: 0.0442
B: 0.0089 C: 0.0022 N/m. Water 0.01 m/s, Tetradecane 0.8 m/s.

tension is reduced, the drop is stretched much more in the flow.
Interestingly, the satellite drops that are formed remain close to
the channel boundary and hence move with a much lower ve-
locity. This may provide a means of separating the larger and
smaller drops if satellite drop formation is unavoidable.

Drop generation

Figure 7 shows the velocity vectors and associated pressure con-
tours at the T-junction for the first four milliseconds from the
numerical simulation. The drop detaches just after 4 ms. The
velocity profile of the tetradecane stream is parabolic, the pro-
file being established within a fewµm from the inlet. The pres-
sure gradient along the tetradecane channel decreases linearly
with distance. In the first ms, the pressure in the water stream
initially increases throughout the channel to overcome the inter-
facial forces to form a hemispherical cap. The velocity of the
tetradecane stream creates a velocity gradient in the hemispher-
ical cap resulting in a localised recirculating flow. The tetrade-
cane stream also distorts the interface slightly resulting in an
asymmetric pressure distribution around the hemispherical cap.

At 2 ms, the drop has protruded far enough that the tetradecane
stream shears it in the downstream direction. The recirculating
flow in the water section has grown in magnitude and is concen-
trated in the section that protrudes into the tetradecane section.
The tetradecane approaching the water protrusion is forced to
accelerate as the cross sectional area for flow is reduced. Far
downstream, the tetradecane flow regains its parabolic flow pro-
file. The velocity vectors show a smaller co-rotating recirculat-
ing flow at the downstream corner of the T-junction. The centres
of the two recirculating zones show up in the pressure contours
as a high pressure spot, with the smaller co-rotating recirculat-
ing zone having a higher peak pressure. The presence of the
two recirculating zones that are in the same direction suggests
that the flow set up by the tetradecane splits into two stream, the
larger one moving into the drop that is being formed, while the
smaller one moves towards the downstream corner.

At 3 ms and 4 ms, the smaller co-rotating recirculating zone
continues to grow in size while the larger co-rotating zone
moves out further into with the water drop. The pressure in
the larger co-rotating zone smears out to a more uniform value,
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Figure 7: Velocity vectors and corresponding pressure contours
at the T-junction for successive time intervals of 1, 2, 3 and 4 ms
respectively from top to bottom. Water 0.01 m/s, Tetradecane
1.6 m/s.

as the drop grows rapidly since the interfacial forces holding
the larger drop shape decreases when the drop is past a hemi-
spherical shape. Throughout the growth of the water drop, the
pressure at the downstream corner is still the highest. This has
implications for drop formation in that the sharp corner signifi-
cantly affects the pressure and flow characteristics in the forma-
tion of the water drop. The use of a rounded corner would be
expected to reduce the pressure buildup there.

Conclusions

This study of water drops forming into a stream of tetradecane
at a microchanneled T-junction has shown that the water drop
size decreases with increasing tetradecane velocity and decreas-
ing interfacial tension. The numerical results are in line with
published experimental results. It was found that a high pres-
sure recirculating zone builds up at the downstream corner of
the T-junction and the use of a rounded corner for controlling
the drop formation process should be investigated in the future.
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Abstract 
An analytical solution is presented for the steady and purely 
tangential flow of a viscoelastic fluid obeying the simplified form 
of Phan-Thien-Tanner (PTT) constitutive equation in a concentric 
annulus with relative cylinder rotation. The effect of fluid 
elasticity and aspect ratio on the velocity profile and Ref  are 
investigated for two combinations of inner and outer cylinder 
rotation. The results show that the differences between the radial 
location of the minimum velocity and of the critical angular 
velocity compared with their Newtonian counterparts increase 
when the fluid elasticity increases. The results also show that 

Ref  decreases with increasing fluid elasticity and radius ratio in 
the case of inner cylinder rotation. 
Introduction    
An extensive bibliography of work on the flow of non-Newtonian 
liquids through annular channels is given in the recent paper by 
Escudier et al [1]. The flow of non-Newtonian fluids was studied 
in several works [2-6]. Cruz and Pinho [7] derived an analytical 
solution for helical flow within a concentric annulus of a fluid 
obeying the simplified form of the Phan-Thien-Tanner (SPTT) 
constitutive equation.    
The PTT model is a non-linear viscoelastic constitutive equation 
derived using network theory by Phan-Thien and Tanner [8]. A 
distinctive advantage of the PTT model over most of the other 
similar constitutive equations is the inclusion of an elongational 
parameterε . The flow of PTT viscoelastic fluids has been 
considered in several works by Oliveira and Pinho [9], Alves et 
al [10] and Hashemabadi et al [11].  
The objective of the present investigation is to obtain velocity 
profiles as well as the coefficient of friction using an analytical 
method to solve the simplified form of PTT model in purely 
tangential flow between concentric rotating cylinders where the 
inner and outer cylinders are rotating with different angular 
velocities, for a wide range of fluid elasticity and radius ratios.  
 
Mathematical Formulation 
We assume steady-state, laminar, purely tangential flow and 
neglect body forces in the momentum equation.  We then have: 
                         0,)( === rz VVrVV θθ                       (1) 

Where rV , θV and zV are the radial, tangential and axial components 
of velocity profile, respectively. 
The dimensionless form of the momentum equation for the θ -
direction is: 

                                 0)(1 *2*
*2*

=θτrr
dr
d

r
                            (2) 

The simplified form of the PTT constitutive equation is as 
follows: 
                              γττ ηλτ &=+ )1()(trZ                          (3) 

Where η  is the viscosity coefficient of the model, λ  is the 

relaxation time, τtr  is the trace of stress tensor and )1(τ is the 
convected time derivative of stress tensor: 

              )}.(.){()1( VV
Dt
D T ∇+∇−= ττττ           (4) 

The stress coefficient, Z , has an exponential form: 

                    )exp()( τ
η
ελτ trtrZ =                                    (5) 

Where ε  is the elongational parameter of the model. Eq. (5) may 
be linearized when the deformation rate of a fluid element is 
small which corresponds to the behaviour of weak flow 
according to Tanner’s classification [12]: 

                             τ
η
ελτ trtrZ +=1)(                               (6) 

 
Exact solution for the simplified PTT model (SPTT)  
For steady tangential annular flow Eq. (3) reduces to: 

                            θθθ ττ γλτ rtrZ &2)( =                                 (7) 

                                 0)( =rrtrZ ττ                                  (8) 

                          rrrtrZ ττ γλγητ θ && +=)(                           (9) 
Eq. (8) indicates 0=rrτ , hence the trace of the stress tensor will 
be equal to θθτ . Using Eq. (6) for the stress coefficient yields: 

                                  θθτη
ελ

+=1Z                                (10) 

By dividing Eq. (9) by Eq. (7) the following for θθτ  is obtained: 

                                      22
θθθ ττ

η
λ

r=                                    (11) 

The shear rate γ&  is obtained by substituting θθτ  from Eq.  (11) 
into Eq.  (7) and using Eq. (10) for the stress coefficient: 

                          ⎥
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⎣

⎡
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2
. 21 θθ ττ

η
ελγη rr                        (12) 

where the shear rate γ&  is defined by: 
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⎠
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⎜
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r
r V

dr
d θγ&                                (13) 

The dimensionless shear stress is obtained by integrating Eq. (2): 
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*

rwi

r κ
τ
τ θ =                                (14) 

Where *
wiτ is the dimensionless wall shear stress on the inner 

cylinder and κ is inner to outer radius ratio (
oi / RR ). 

Combination of Eqs. (12) and (13)  leads to: 
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The following normalizations have been used in Eq. (15): 
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Where eW  is the Weissenberg number, δ  is the annular gap 

( io RR −=δ ) and cV  is a characteristic velocity which is defined 
as follows: 
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Where R  is the average radius ( 2/)R(R io+ ). By substitution of 
*
θτr from Eq. (14) into Eq. (15) and then integration of this 

equation, the dimensionless velocity profile is obtained, as 
follows: 
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The boundary conditions are as follows: 
                      Both                           Inner           Outer 
         0iiiii RRVRr ΩΩ== θ       (19) 

         0ooooo RRVRr ΩΩ== θ       (20) 
 and in dimensionless form: 
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Where β  is the outer to inner angular velocity ratio )/( io ΩΩ . By 
introducing boundary conditions from Eqs. (21) and (22) into Eq. 
(18), and after mathematical simplification, the following cubic 
equation is obtained:    

                                 0qp *3* =++ iwiw ττ                         (23) 
Where the constants p  and q  in Eq. (23) for the cases of both 
cylinder rotation, inner cylinder rotation and outer cylinder 
rotation are, respectively: 
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The real solution of Eq. (23) can be expressed as: 
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By introducing boundary conditions from Eq. (21) or (22) into 
Eq. (18) and using *

wiτ from Eq. (27), the second constant 
2C  can 

be easily obtained. 
For the limiting case of a Newtonian fluid ( 02 →eWε ), Eq. (18) 
reduces to: 
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By introducing boundary conditions from Eqs. (21) and (22) into 
Eq. (28), the following relations can be written to obtain *

wiτ and 

2C  for the cases of both, inner and outer cylinder rotation, 
respectively : 
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These results are in full agreement with previous work such as 
that of Mahmud and Fraser [13]. 
An important parameter in engineering calculations is the product 
of the friction factor and the Reynolds number.  In the present 
situation, the torque friction factor, f, can be defined as follows 
[14]: 

                                     
2/

f 2
cV

w

ρ
τ

=                                   (32) 

and the rotational Reynolds number as  [6,14]: 
                                    ηδρ /Re cV=                                 (33) 
Using these definitions we can derive the following equations for 

the two special cases of inner and outer cylinder rotation ( iRef  

and oRef ): 

                                     wi
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                                   wi
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o 2Ref τκ=                                (35) 

 
Results and Discussion 
Velocity profiles are presented in figure 1, for different values of 
the angular velocity ratio ( β ). As represented in this figure, the 
velocity profile shows a minimum value within the annular gap 
for cββ > . The radial location of the minimum velocity can be 
determined from the following equation: 
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Figure 1. Effect of angular velocity ratio on velocity profile 
for 2.0=κ and 102=eWε . 
 
For the limiting case of a Newtonian fluid (i.e. 02 →eWε ), we 
arrive at the well-known (see e.g. [13]) result: 

                       )/()1( 2
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* κββκ −−=r                     (40) 

 

 
Figure 2. Effect of fluid elasticity, 2eWε , on the radial location of 
minimum velocity for 5.0=κ . 
 
Figure 2, shows the location of minimum velocity ( *

minr ), 
normalized with the corresponding Newtonian values (according 
to Eq. (40)) as a function of the non-dimensional viscoelastic 
group ( 2eWε ). As can be seen, the departure from the Newtonian 
value increases with increasing fluid elasticity. 
As can be seen from figure 1, the velocity profile exhibits a 
minimum when β  is greater than a critical value ( cβ ) which 
satisfies the following inequality: 

                                      1min
* << rκ                                    (41) 

Figure 3, shows the critical value of the angular velocity ratio, 
cβ , normalized with the corresponding Newtonian value 

( )1/(2 22
, κκβ +=Nc ) as a function of the elasticity parameter 

( 2eWε ), for the various values of the radius ratio κ . 
 

 
Figure 3. Effect of fluid elasticity, 2eWε , and radius ratio (κ ) on critical 
angular velocity. 
 
For high values ofκ , i.e. for a narrow annulus, cβ  is only 
marginally different from the Newtonian value and is 
independent of elasticity for large value of 2eWε . For smaller 
radius ratios, for example 1.0=κ , the differences are about 50% 
at high Weissenberg number. 

 
Figure 4. Effect of fluid elasticity, 2eWε , on the velocity profile in the 
both cases of inner and outer cylinder rotation for 5.0=κ . 
 
Figure 4, shows the effect of fluid elasticity on the velocity profile 
for the two special cases of inner and outer cylinders rotation. As 
can be seen, by increasing fluid elasticity 2eWε the velocity profile 
differs from the Newtonian case, i.e. as the shear-thinning 
behaviour of the fluid increases. The viscosity function and shear-
thinning behaviour of a PTT fluid is discussed in detail by Pinho 
and Oliveria [15] and Alvez, et al [10]. 
The influence of the radius ratio on the velocity profile for the 
two special cases of inner cylinder rotation and outer cylinder 



 

rotation are shown in Figure 5. The results show that the profiles 
tend to take linear form with increasingκ . 

 
Figure 5 Effect of radius ratio on velocity profile in the both cases of 
inner and outer cylinder rotation for, 01.02=eWε . 
 
Figure 6, shows the effect of fluid elasticity on Ref which is 
normalized with the corresponding Newtonian value 
( )1(/4Ref ,i κκ +=N ) for the various radius ratios for the case of 
inner cylinder rotation 

 
Figure 6. Effect of fluid elasticity, 2eWε , and radius ratio (κ ) on the 

ratio of viscoelastic to Newtonian friction factor )Ref/Ref( N,ii . 

 
The decrease in Ref  with increasing elasticity is again 
attributable to the shear-thinning behaviour of the PTT fluid. As 
can be seen from this figure, as 2eWε  approaches zero the 

Ref values are in agreement with those for a Newtonian fluid [6 
and 14]. These features of polymeric fluid have been investigated 
experimentally by Escudier et al. [16]. Their results showed that 
increasing fluid elasticity decreases friction factor. The same 

conclusion will be achieved if we plot oRef  against 2eWε .  
  
Conclusion 
An analytical solution has been derived for the steady-state, 
purely tangential flow in a concentric annulus with relative 

rotation of the two cylinders of a viscoelastic fluid obeying the 
simplified form of the Phan-Thien-Tanner (PTT) constitutive 
equation. The results show that the difference between the radial 
location of minimum velocity and its corresponding Newtonian 
value increases when the fluid elasticity increases and that the 
same is true for the critical angular velocity. The results show 
that increasing the fluid elasticity increases the velocity gradient 
near the inner cylinder and so decreases the viscometric viscosity 
of the fluid (i.e. the fluid behaviour is increasingly shear-
thinning) and in consequence Ref . The results also indicate that 
increasing the radius ratio decreases Ref in the case of inner 
cylinder rotation. With increasing radius ratio the velocity profile 
tends to take a linear form. 
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Abstract

The use of electric field is a promising technique for separat-
ing stabile water-oil emulsions. Charges induced on the wa-
ter droplets will cause adjacent droplets to align with the field
and attract each other. The present work outlines the efforts to
model the forces that influence the kinematics of droplets ex-
posed to electric field when falling in oil. Mathematical models
for these forces are briefly presented with respect to the im-
plementation in a multi-droplet Lagrangian framework. The
droplet motion is mainly due to buoyancy, drag, film-drainage,
and dipole-dipole forces. Attention is paid to internal circula-
tions, non-ideal dipoles, and the effects of surface tension gra-
dients. Experiments are performed to observe the behavior of
two falling water droplets exposed to an electric field perpen-
dicular to the direction of their motion up to the droplets coales-
cence. The droplet motion is recorded with a high-speed CMOS
camera. The optical observations are compared with the results
from numerical simulations where the governing equations for
the droplet motion are solved by the RK45 Fehlberg method
with step-size control and low tolerances. Results, using differ-
ent models, are compared and discussed in details. Observation
concerning the contribution of the different forces actingon the
water droplets kinemtics is presented.

Introduction

The oil extracted from offshore reservoirs will normally contain
a large and, during the reservoir lifetime, increasing percentage
of water in the oil. When the water-oil mixture is passed through
the pressure relief valve an emulsion with a high percentageof
small water drops is formed. Before the oil is pumped on-shore
or into tankers, it is desirable to extract the water from this emul-
sion. Today the separation tanks are mainly built or operated as
gravity separators with low flow rates and long residence times;
lasting from minutes to tens of minutes. The residence time
mainly depends on the sedimentation velocity of the smallest
drops (e.g.d < 100 µm). Electrostatic fields are to some extent
used to help smaller drops to coalesce in to larger drops thatsed-
iment quicker as presented by Eow et al. [1]. The combination
of an electric field and a moderate turbulent flow is a promising
and compact technique for separating stabile water-oil emul-
sions, see Atten [2]. Charges induced on the water droplets will
cause adjacent droplets to align with the field, attract eachother
and eventually coalesce. The sedimentation velocity increases
proportionally to the square of the diameter, and thereforeone
wishes to get the smallest water droplets to coalesce into larger
droplets. The present work outlines the forces that influence the
kinematics of falling spherical droplets exposed to an electric
field. Mathematical models for these forces are presented and
discussed with respect to the implementation in a multi-droplet
Lagrangian framework. The spherical droplet motion is mainly
due to buoyancy, drag, film-drainage, and dipole-dipole forces.
General and physically meaningful models for these forces are
needed in order to establish simulation models for the behavior
of water-oil emulsion.

In the present work, models for the forces that are believed to
dictate the motion of droplets falling in oil under the influence

of an electric field are reviewed and discussed in details. A
modeling framework that properly account for the effect of the
different forces on the droplet motion is used as suggested by
Chiesa et al. [3]. Experiments are performed to observe the
behavior of two falling droplets released simultaneously into
oil. The electrical field applied perpendicularly to the direction
of the motion induces charges on the water droplets. This causes
adjacent droplets to align with the field and attract each other. A
comparison between observations and predictions is presented
in order to assess the performance of the modeling framework
used in this work.

Theoretical background

The trajectory of a spherical dropleti is calculated by integrat-
ing Newton’s second law. The law equates the droplet inertia
with the forces acting on it, and reads:

dxi

dt
= vi (1)

mi
dvi

dt
= Ffluid +Fext+Fd-d, (2)

wheremi , xi , andvi are the mass, position, and velocity of the
droplet. Ffluid represents the vector of forces acting from the
fluid on the droplet,Fext is the external force vector, andFd-d
represents the inter-droplet force vector. Droplet tracking with
droplet-droplet interaction has a high computational cost. It is
therefore important to keep the computational work necessary
to calculate the particle forces as low as possible since theforces
have to be calculated for each particle. Finally models should
be easily implementable in a numerical code.

In the following sessions, models for the forces that are believed
to dictate the motion of droplets falling in oil under the influ-
ence of an electric field are reviewed and discussed in details.
The modeling framework proposed by Chiesa et al. [3] is used
in the present work. The electric force between the particleand
the droplet is modeled with either the analytical expression ob-
tained by Davis [4], the DID model by Siu et al. [5] or the
point dipole model by Klingeberg et al. [6]. When describ-
ing the motion of a falling water droplet the effect of internal
circulation induced in the droplet has to be taken into account.
Internal circulation reduces the viscous part of the drag force
and therefore the drag coefficient needs to be corrected in order
to account for this reduction as outlined by Happel and Bren-
ner [7]. Furthermore, the surface tension varies over the droplet
surface by the effect of surfactant on the interface and by elon-
gation of the droplet, caused by the electric field. This leads
to interfacial stresses that inhibit the creation of internal circu-
lation. LeVan [8] suggests how to take into account the effect
of surface tension gradient in our numerical framework. The
model proposed by Vinogradova [9] takes into account the slip
between the liquid film and the approaching spheres.

Modeling the fluid-droplet and body forces

Fluid droplet forces are transfered from the fluid to the droplets
through friction and pressure difference. These forces areex-



pressed exactly by the following surface integral:

1
Vd

Ffluid =
1

Vd

Z

Ad

(−psnd + τd ·nd) dA (3)

whereVd is the volume of the droplet.ps is the pressure at the
droplet surface,nd represents the unit outward normal vector
andτd is the shear stress tensor at the droplet surface. The pres-
sure and the friction on the interface are unknown and Eq. (3)
has to be modeled. In the Lagrangian framework, the models
for the surface integral attempt to provide particular physical
meanings.

The ‘steady-state’ drag forceacts on a droplet in a uniform
pressure field when there is no acceleration of the relative ve-
locity between the droplet and the conveying fluid. The force
reads:

Fd =
1
2

ρcCdA|u−v|(u−v), (4)

Surfactants on the interface and elongation of the droplet,
caused by the electric field, give a variation in the surface ten-
sion. The surface tension gradient leads to interfacial stresses
that inhibit the creation of internal circulation. The surface ten-
sion gradient is included in the formula by LeVan [8] for the
drag coefficient:

Cd =
24
Red

3λ+2+2κ(µcrd)−1 +2/3γ1(µc|u−v|)−1

3λ+3+2κ(µcrd)−1 , (5)

where also the surface dilational viscosityκ is taken into ac-
count. However, in the present work surface dilational viscosity
is neglected,κ = 0. In Eq. (5) it is assumed that the interfacial
tension varies as followsγ = γ0 + γ1cosψ whereψ is measured
from the front stagnation point.

Thevirtual mass forceFvm is an unsteady force that describes
the acceleration of fluid when a particle and the fluid have a
relative acceleration. It reads:

Fvm =
ρcVd

2

(

Du
Dt
−

dv
dt

)

(6)

We assume that the droplets have no net charge, hence the elec-
tric field as a far field force can be neglected. On the other hand,
the electric field gives rise to dipole-dipole interactionsbetween
the droplets, which are modeled as inter-droplet forces. Then
the gravity is the onlyexternal forceand the buoyancy force is
given by:

Fb = (ρd−ρc)gVdeg (7)

whereg andeg are the modulus and the direction of the gravity.

In the present work, the effects of the pressure gradient, the Bas-
set history force and the lift forces have been neglected. The
pressure difference over a small droplet is negligible due to the
size of the droplets. The contribution from the gravity is han-
dled separately. Lift forces are due to droplet rotation andshear
forces, and can therefore be neglected when a rigid sphere or
droplet is falling in a stagnant fluid. Due to the small size ofthe
spheres and the high viscosity of the oil, the particle time scale
is very small. Thereby follows that the Stokes number is small
and the Basset history force can therefore be neglected [10].

Modeling droplet-droplet forces

The inter-droplet forces are the film thinning forces, due to
the drainage of the fluid between the droplets, and the electric
forces due to polarization of the conductive water droplets.

Thefilm-thinning force is caused by drainage of the liquid film
between two approaching droplets. The derivation of the formu-
las usually requires that the gap between the particles is small
h ≪ a and that the flow is within Stokes regimeRedh≪ a.
a = (r1r2)/(r1 + r2) is the reduced radius. When the particles
are very close, a slip will occur and avoid a zero impact veloc-
ity. The formula of Vinogradova [9] for the fil-thinning force
includes a slip distanceb and reads:

F f =−
6πµca2(vr ·er)

h

{

2h
6b

[(

1+
h
6b

)

ln

(

1+
6b
h

)

−1

]}

er .

(8)

Theelectric forcesare due to polarization of the conductive wa-
ter droplets. Consider an uncharged spherical droplet placed in
an insulating medium. The droplet is furthermore subjectedto
an electric fieldE0. The field outside a dielectric sphere of per-
mittivity εd corresponds exactly to the electric field of a dipole
located at the sphere centre. The value of this dipole moment
p depends on the sphere size, permittivity and the strength of
the electric field. Due to the polarization of the droplet, the
poles will have charges of same magnitude but opposite polar-
ity, preserving zero net charge. In a homogeneous field, the net
force on the droplet is zero. Subjected to an inhomogeneous
field the droplet will experience a stronger field at one pole than
at the other, resulting in a net force acting on the droplet in
the direction of the field gradient, a phenomenon called dielec-
trophoresis. The resulting force is given byF = (p·∇)E. If the
permittivity of the dropεd is higher than the permittivity of the
surrounding mediumεoil , the drop will move towards the high
field region. An inhomogeneous electric field may for instance
be set up by nearby point charge or another dielectric droplet.
In the latter case the electrostatic force attracts the two droplets,
given thatεd > εoil .

Point dipole model
For large droplet distances|d|/rd ≫ 1 we can approximate the
electrostatic interaction between two droplets as the force be-
tween two dipoles located at the sphere centres. This is fre-
quently referred to as thepoint-dipole approximation. The
forces in radial directionFr and tangential directionFt read [6]:

Fr =
12πβ2εoil |E0|

2r3
2r3

1

|d|4

(

3k1 cos2 θ−1
)

(9)

Ft =−
12πβ2εoil |E0|

2r3
2r3

1

|d|4
k2sin(2θ), (10)

whereθ is the angle between the direction of the electrical field
E0 and the relative droplet position vectord. β is defined as:
β = εd−εoil

εd+2εoil
. k1 = 1 andk2 = 1 in the point dipole approxi-

mation. The point-dipole model is not valid when the droplets
are approaching each other. In the literature there are differ-
ent approaches to find the dipole-dipole forces beyond the point
dipole approximation for multiple particles of arbitrary size and
position.

The multiple image method
A promising method, themultiple image method, was presented
by Yu et al. [11]. The two first terms in the multiple image
method gives the dipole induced dipole model (DID) [5], which
is simple and numerical efficient. Siu et al. [5] show that the
DID model is in good agreement with experimental values for
|d|/r1 > 0.1 for equally sized conductive particles. The DID
model reads as Eq. (9) and (10), where the coefficientsK1 6= 1
andK2 6= 1, see Siu et al. [5] for further details. In the limit
|d| → ∞ the coefficientsK1 andK2 approach unity and we re-
cover the point dipole model given by Eq. (9) and (10).



The analytical solution
Davis [4] found an analytical solution to Laplace’s equation for
two conducting spheres of arbitrary size, discplacement and net
charge, using bi-spherical coordinates. The exact solution for
uncharged spheres is given by:

Fr = 4πεoil |E0|
2r2

2

(

F1cos2 θ+F2sin2θ
)

(11)

Ft = 4πεoil |E0|
2r2

2F3sin(2θ), (12)

where the parametersF1, F2, and F3 are complicated series
depending on the ratios|d|/r2 and r1/r2. Unfortunately, the
computational cost required for calculatingF1−F3 is high in
a multi-droplet situation. However, the exact solution is ex-
cellent for benchmarking other models in cases with two parti-
cles/droplets. For large drop separations|d|/r1 ≫ 1 the force
componentsF1− F3 approach the values of the point-dipole
Eq. (9) and (10). For small separations|d|/r1 < 1, F2 andF3
takes constant values whileF1 diverges, see Atten [2].

Results and Discussions
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(c) t = 0.80s
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(d) t ∈ (0,0.80)s

Figure 1: Experimental observation of the kinematic of two wa-
ter droplets falling in a stagnant oil under the influence of an
electric field.

Experiments are designed for visual observation of water
droplets in oil under the influence of electric field stress, see [3].
Two sub-millimeters sized water droplets are released within an
upper ground electrode from a glass capillary coated with gold
to avoid static charge transfer from glass to the particle. The two
water droplets fall freely in Nytro 10X oil and aftert = 0.56s
an electric 50Hz field of magnitude 280V/mm is applied. The
electric field is horizontally applied thus perpendicular to the
direction of the droplets motion. A sinusoidal voltage withfre-
quency 50Hz is used. Droplet interactions and coalescence are
recorded with the Phantom V4 high speed CMOS camera.

Numerically, the governing equations (1) and (2) are solved
with a Runge-Kutta Fehlberg 4-5 solver with step-size control.

(a) t = 0s (b) t = 0.56s

(c) t = 0.80s (d) t ∈ (0,0.80)s

Figure 2: Visual prediction of the kinematic of two water
droplets falling in a stagnant oil under the influence of an elec-
tric field. The models of Davis, LeVan, Vinogradova are em-
ployed.

Accurate simulations are ensured by using a relative tolerance
of 10−5 and an absolute tolerance of 10−25. The modeling
framework outlined in [3] is used in the present work to predict
the kinematics of two water droplets simultaneously released in
oil. The radius of the smallest droplet placed on the left in the
experiments isr1 = 533µm and the radius of the biggest one is
r2 = 553µm. Uncertainty in measured droplet diameter is less
than 10µm. The position of the droplets is recorded with a high
speed CMOS camera and it is digitally extracted from the se-
quential frames [3]. Fig. 1 shows a series of frames at different
times. At timet = 0.0s, see Fig. 1 a) the droplets are released
in the oil. The droplets fall down because of gravity and at time
t = 0.56s an electric field perpendicular to the direction of the
droplets motion is applied. Fig. 1 b) shows the droplets posi-
tion at the instant when the field is applied. Fig. 1 c) shows the
droplets position at timet = 0.80s, when the droplets are just
about to coalesce. The electrical field induces charges on the
water droplets and this causes adjacent droplets to align with
the field and attract each other. Fig. 1 d) shows a sequence of
frames taken at a time interval∆t = 0.20s where the effect of
the electric field on the droplet kinematics is observable. The
biggest droplet is observed to fall at a higher speed than the
smallest one and therefore the angle between the center of the
droplets and the normal to the droplets motion increases. This
trend is reversed when a field normal to the droplet motion is ap-
plied and the droplets tend to align with the field. Fig. 2 shows
a visual prediction of the kinematics of the two falling droplets
when the Davis model is employed together with the models of
LeVan, and Vinogradova as previously explained. The observed
y-coordinates of the two droplets are here compared to the pre-
dictions obtained when using different models for the electric
forces. Fig. 3 shows a comparison between the predicted and
observedy-coordinate of the two droplets as a function of time.
The Davis, the DID and the point dipole models are used to-
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Figure 3: Observed and predicted vertical coordinate versus
time of droplet 1 a), b) and of droplet 2 c),d). Different models
for the electrical forces are adopted together with the models of
LeVan, and Vinogradova.

gether with the models of LeVan, and Vinogradova to predict
the time of coalescence and droplets kinematic of the droplets.
The results obtained by the Davis model predict well the timeof
coalescence and the overall kinematic of the two droplets. The
simulation obtained by the other two models overestimated the
collision time. This result is coherent to the results presented by
Chiesa et al. [3]. The point dipole model underestimates theef-
fect of the electric forces on the kinematic of the droplets.In the
numerical prediction, the biggest droplet is falling at a higher
speed than the smallest one as observed in the experiment. The
predicted fall of the smallest droplet up to timet = 0.56s agrees
well with the experimental observations see Fig. 3a) and b).On
the other hand the predicted fall of the biggest droplet is slightly
overestimated, see Fig. 3c) and d). This is most probably due
to the uncertainty related to the measured droplets size. There
is not any reason to believe that the drag model needs to be re-
viewed in order to account for the vicinity of the other droplet.
The drag force acting on the droplets is effected by the present
of a second droplet in its vicinity when the droplets lye in the
boundary layer of the neighboring one. In the present case, the
boundary layer is very small due to the high viscosity of the
oil in which the droplets are moving. The predicted and ob-
served normalized distanceh/r1 between the droplets centers
as a function of time is plotted in Fig. 3e). The time to collision

predicted by means of the Davis equations well agrees with the
coalescence time observed in the experiments.

Observations

The motion of two fluid droplets simultaneously released in oil
is predicted by means of the modeling framework proposed by
Chiesa et al. [3]. The effect of internal circulation induced in
the droplets is taken into account together with the variation of
the surface tension of the droplets due to the electric field.The
electric field is applied normally to the motion of the droplets
after 0.56s of free fall. The droplets tend to align with the field
before they eventually coalesce with each other. This behav-
ior is well predicted by the model proposed by LeVan Eq. (5)
for the drag force, by Vinogradova Eq. (8) for the film-thinning
force and the Davis’ analytical expression. The use of different
models to take into account the effect of electrical fields isalso
assessed. The ’time of coalescence’ predicted by means of the
Davis equations well agrees with the collision time observed in
the experiments.
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Abstract

In a stagnant water-in-oil emulsion subjected to an external AC
electrical field, charges induced on the water drops will cause
adjacent drops to attract each other. Simulations and exper-
imental observations are here compared. A discrete particle
model of the emulsion is implemented and used to calculate the
two-dimensional motion of the individual, spherical waterdrops
directly from the forces acting on them. The hydrodynamic in-
teraction between the drops and the interstitial oil phase is taken
into account, together with the effect of the electrical field. In
our model, coalescence is assumed to occur when two drops
collide. Experiments have been performed to observe the be-
havior of water drops in oil exposed to a homogeneous electri-
cal field. The optical observations are compared to the results
obtained from the discrete particle model. Good agreement be-
tween the predicted and measured volumetric drop distribution
is found for low water volume fractions.

Introduction

The oil extracted from offshore reservoirs will normally contain
a large and, during the reservoir lifetime, increasing percentage
of water in the oil. When the water-oil mixture is passed through
the pressure relief valve, an emulsion with a high percentage of
small water drops is formed. Before the oil is pumped on-shore
or into tankers, it is desirable to extract the water from this emul-
sion. Today the separation tanks are mainly built or operated as
gravity separators with low flow rates and long residence times,
lasting from minutes to tens of minutes. The residence time
mainly depends on the sedimentation velocity of the smallest
drops (e.g.,d < 100 µm). Electrostatic fields are to some ex-
tent used to help smaller drops to coalesce into larger dropsthat
sediment quicker. The sedimentation velocity increases propor-
tionally to the square of the diameter of the drops. Frequently,
investigations on electro-coalescence are done on emulsions fo-
cusing on bulk behavior. The understanding of the electrostatic
mechanisms active in the electro-coalescence process is often
quite superficial. Traditionally, electro-coalescers have utilized
DC or pulsed DC fields and laminar liquid flow. However, re-
cently, [1] showed that by applying a combined AC field and
turbulence on the emulsion the coalescence rate is increased and
the sedimentation time is significantly reduced. This effect on
the coalescence is believed to be caused by the electric field
around and between the drops. Polarization of the water drops
is induced by the external electric field. The electrostatically
induced field and forces increase when polarized water drops
approach each other. Additionally, velocity fluctuations associ-
ated with the turbulent flow cause a high impact rate between
drops.
One may model the electro-coalescence process by separating
the coalescence efficiency that can be achieved when two drops
come close to each other, and the collision rate between drops.
One then needs to know how the magnitude, frequency and
distribution of the electric field influence the coalescenceeffi-
ciency and how turbulence and electric field forces influence
the impact rate between drops. A numerical tool for the simu-
lation of the electro-coalescence phenomena is implemented in
the present work. The numerical simulator works as a design
tool which gives research scientists and engineers the possibil-

ity of gaining an idea of the complex physics involved in the
electro-coalescers.
The two-dimensional motion of each spherical drop can be di-
rectly calculated from the forces acting on it. The interaction
between the drops and the interstitial oil phase as proposedby
Michaelides [8], together with the effect of the electricalfield
on the kinematics of the drops as outlined by Davis [3], is
taken into account. Our collision model is based on conser-
vation laws for linear and angular momentum, and coalescence
is assumed to occur when two drops collide. In the present pa-
per, the numerical simulation tool is briefly presented and the
validity of the model implemented for the calculation of electri-
cal forces between drops is assessed. Numerical simulations of
the electro-coalescence phenomena in a stagnant emulsion are
performed and compared to experimental observations. Good
agreement is observed between the predicted and measured vol-
umetric drop distribution for water-in-oil emulsions witha wa-
ter volume fraction below 2%.

An analytical model for the electrical forces acting on the
drops

When two water drops get close, the fields around the drops
will mutually influence each other. Adding more drops will en-
hance this problem. Considering the difficulties due to these
mutual influences one realizes that this approach is not feasible.
A simplified model to calculate the electrical forces actingbe-
tween the water drops is necessary to keep the problem easier
to handle numerically. Lundgaard et al. [7] reviews a simplified
analytical model for the electric force between two uncharged
metallic spheres. The Laplace equation∇2Φ = 0 is solved in
order to determine the resulting electric potentialΦ with which
the fieldE is calculated fromE = −∇Φ. Davis [3] calculates
the maximum electrical field on the sphere with radiusr2 as:

EMax
r2

= E0cosθ ·E3 (1)

whereE3 is a function of the distance between the spheres nor-
malized with the radius of the sphere itself.E3(s/r2) has a high
value for small values ofs/r2 see [3]. This means that the field
of a drop with radiusr2 is highly influenced by the presence
of another drop in its vicinity. On the other hand, the elec-
trical field is almost undisturbed by the presence of the drops
whens/r2 > 1. Letd be the distance between the drop centers:
d = r2 + r1 + s. The components of the electrical force on the
dropr2 see Davis [3], read:

Fr = 4πεoil r
2
2E2

0( f1cos2 θ+ f2 sin2θ) (2)

Fθ = 4πεoil r
2
2E2

0 f3sin2θ (3)

where fk=1,2,3 are expressed by a complicated series depending
on the ratios/r2≤ 1, see Lundgaard et al. [7]. One quickly real-
izes that even if the background field is low, the field and forces
between adjacent drops from the induced polarization may be-
come large. The electrical force becomes repulsive when the
angleθ ≥ 54.7◦. Eq. (2)-(3) have a validity limited to a two-
drop system, but in the present work they are used to calculate
the electrical forces in a multi-drop system such as a water-in-
oil emulsion with a low water content. This is considered to be



a satisfactory approximation as long as the water volume frac-
tion in the emulsion is below 5%, ([H2O] < 0.05), see [2].
When going from a two drop model case to a multi drop case,
one must be aware that the presence of the water drops in the
emulsion between the electrodes will result in an increased
stress in the oil. Generally, if one puts two dielectrica having
different permittivities in series between two plane electrodes,
the field in the higher permittivity dielectric will be reduced.
The field in the lower permittivity dielectric will be enhanced
compared to an average field magnitude|E|=V/|d| whereV is
the voltage andd the distance between the electrodes.

The Discrete Element Method (DEM)

Considern spherical drops that follow a trajectory given by:

mi
dvi

dt
= F i,flow +F i,external+F i,collisions (4)

dxi

dt
= vi , (5)

where i = 1, . . . ,n and vi are the velocities of theith drop
and where mass transfer has been neglected. Forces from the
flow are drag forces, virtual mass forces etc, see for instance
Michaelides [8]. Gravity is the typical external force. In the
present study the dielectrophoretic forces between the drops
due to an average electric field are also present, and have to
be taken into account to describe the kinematics of the system
of drops in a realistic way. Inter-drop and wall-drop forcesare
caused by collisions. The hard sphere model approach is used
in the present work and a simplified version of the drop-wall
collision model is used see [2]. A sequence of binary colli-
sions needs to be handled, since collisions are assumed to hap-
pen instantaneously. The drop-drop collisions are considered in
the present work to be ideally plastic, since coalescence isas-
sumed to occur whenever two drops collide. The model used
in the present work does not describe the complex physics of
the coalescence phenomenon, however it is considered to be a
satisfactory approximation for the present study. The velocity
of the drop immediately after the collision is computed alge-
braically from the velocities of the drops immediately before
the collision. Conservation of mass and momentum is fulfilled.
A technique for sequencing multiple collisions within one basic
time step is pointed out by Hoomans et al. [5] and is used in the
present work. When the spherical drop moves in straight trajec-
tories, the time until a collision between dropi and j occurs, is
given by:

ti j =
−r i j ·vi j −

√

(r i j ·vi j )2−|vi j |2
(

|r i j |2− (r i + r j )2
)

|vi j |2
, (6)

wherer is the drop radius and

r i j = xi −x j , (7)

vi j = vi −v j , (8)

wherexi andv j are the positions and velocities of the drops.

Numerical solution procedure

The numerical solution follows the lines of Kuipers et al. [4].
The solution of the Navier-Stokes equations, require specifica-
tion of the porosityα and the drop x- and y- velocity compo-
nents (vx andvy) at the appropriate grid nodes. These values are
obtained from the discrete particle model. For each particle, the
indicesi and j of the cell where its center of mass can be found,
are stored. From this informationα(i, j) can be calculated based

on the area occupied by the particle celli, j . Since the poros-
ity is an important parameter which considerably influencesthe
oil-phase motion, a detailed check for overlap is carried out in
which multiple cell overlap is taken into account, see Hooman
et al. [5]. In a computational cell, the porosity is defined asthe
ratio between the volume of the particles contained in the cell
and the entire volume of the cell:

αg = 1−
2
3

∑Ap

Acell
(9)

whereAp andAcell are the drop volume and the cell volume re-
spectively see Hooman et al. [5].
Firstly, the forces on the particles are recalculated, based on
a recently updated velocity field. Events in this context are
contact between two drops and contact between drop and wall.
Based on the positions and velocities at the end of the previous
time step, a new event queue is built. The events are handled,
new events are detected, and the cell-particle list and the event
queue are updated. The loop runs until no more events will hap-
pen during the actual time step.
The system of Eq. (4) is solved by a first order explicit Runge-
Kutta (forward Euler) time discretization which reads:

yn+1 = yn +dty′n, y0 = y(t0), (10)

wheredt is the time step length andy is a general vector with
the initial conditionsy(t0). We desire to use a solver with bet-
ter accuracy and stability properties than the forward Euler’s
method. The key point is the consistency between the calcula-
tions of the point of time a collision occurs and the movement
of the particles. Therefore, the numerical scheme has to predict
the positions linearly indt, see Lubachevsky [6] and Sigurgeir-
son [9]. During the time-step, only particles that are involved
in a collision or a wall collision are moved. At the end of the
time step, every particle is moved. Finally the volume fraction
of particles is calculated.

Experimental results

(a) t = t0 (b) t = t0 +∆t

(c) t = t0 +2∆t (d) t = t0 +4∆t

Figure 1: Water drop growth due to electro-coalescence.t =
∑i(t0 + i∆t)s with i = 0,1,2,4.



Experiments are designed for visual observation of drops or
water-in-oil emulsion exposed to electrical field, [7]. Theelec-
trode arrangement is placed inside a small test cell 15× 15×
15cm3. The test cell is mounted in a shadow-graphic setup
using an optical bench. A water-in-oil emulsion where coa-
lescence is achieved whenever the water drops collide is used
in this experiment. The main goal with this experiment is to
assess the effect of the electrical field on coalescence and in
general on the kinematics of the water-in-oil emulsion. The
emulsion is injected in a naphthenic oil under the effect of an
electrical fieldE0 ≈ ±1.2× 105 V/m. The density difference
between the emulsion and the oil phase is small, and therefore
the emulsion translates downwards slowly. This allows us to
keep the camera focused at the same position during the whole
experiment. A high-speed camera with a maximum frame rate
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Figure 2: Cumulative volumetric drop distribution obtained
from the photograms of Fig. 1

of 32000frames/sec is used to record the trajectory of the mov-
ing drops. The voltage source is a HV-amplifier (High Voltage)
(±20×103 V,0−20×103 Hz). A 50Hz sinusoidal voltage is
used in these experiments. Fig. 1 shows four photograms of
the emulsion taken at different times:t = ∑i(t0 + i∆t)s with
i = 0,1,2,4. The light grey zone in Fig. 1 represents the pure
oil phase while the dark one is the emulsion injected in the pure
oil phase. The black circles are the water drops. The size of
the photograms is 512×512pixels. At the beginning, the wa-
ter drops’ average size is approximately 20µm while at time
t = t0 +4∆t it has increased about 30%. The average drop size
increases due to the effect of the electrical field acting on the
emulsion.
Fig. 2 shows the cumulative volumetric drop distribution ob-
tained from the photograms of Fig. 1. It is once again possible
to observe how the water drops average size increases during
the experiment.

Numerical results

A numerical simulation of the water-in-oil emulsion is per-
formed. First of all, a mesh independency study of the resultis
undertaken and a time step of 10−6 s is chosen. The experimen-
tal drop size distribution at timet = t0 is used at the beginning
of the numerical simulation. A simplified model where the elec-
trostatic, drag, Magnus, and gravitational forces are employed,
is used in the present work.
Fig. 3 shows the numerical prediction of the water drop growth
due to the effect of the electrical field acting on the emulsion.
Fig. 3 resembles qualitatively what is observed in Fig. 1: the av-
erage drop size increases about 30%. The electro-coalescence
phenomenon seems properly described by the simplified model

(a) t = t0 (b) t = t0 +∆t

(c) t = t0 +2∆t (d) t = t0 +4∆t

Figure 3: DEM prediction of the water drop growth due to
electro-coalescence.
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Figure 4: Cumulative volumetric drop distribution obtained
from the numerical prediction of Fig. 3

used in the present work to quantify the magnitude of the elec-
trical forces acting on the drops.

Discussion

The numerical predictions obtained in the present work are
strongly dependent on the magnitude of the electric field used
in the calculation. Let∆tOBS be the time interval between the
observations (a) and (b) in Fig. 1 and∆tNUM the time interval
between the numerical predictions (a) and (b) in Fig. 3. Fig.5
shows the dependency of the time interval ratio∆tNUM/∆tOBS
on the magnitude of the elecric field used in the numerical pre-
diction. Let EOBS be the measured electric field between the
electrodes.ENUM is the electric field used in the numerical cal-
culation. The ratioENUM/EOBS is varied between the interval
[0.92 1.08]. The electric forces due to the induced charges
on the surface of the droplets play an important role on the be-
havior of the emulsion. A variation of the field magnitude of
±1% does not affect significantly the time interval necessary
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Figure 5: Dependency of the numerical predictions on the elec-
tric field magnitude used in the calculation.

to predict a droplet distribution similar to the one observed in
the experiment. An overestimation of the electric field of 5%
accelerate strongly the coalescence process and the time inter-
val necessary to predict a droplet distribution similar to the one
observed in the experiment is strongly reduced. An underesti-
mation of the electric field has the opposite effect and the time
interval necessary to experience a droplet distribution similar to
the one observed in the experiment is strongly increased.

In Fig. 6, the cumulative volumetric drop distribution obtained
from the experimental observation and from the numerical anal-
ysis are compared. Good agreement is observed. The elec-
tric field used in the numerical prediction isENUM = EOBSand
∆tNUM ≈ ∆tOBS.
The way the electrical forces acting on the drops are calculated
in the present work has a limited validity. The good agreement
observed indicates that the analytical model for the calculation
of the electrical forces gives satisfactory results in the special
case of stagnant emulsion considered in the present study. This
agreement can be explained by the fact that the water volume
fraction in the considered emulsion is below 2% and therefore
the probability of finding more than one drop within twice the
radius of the smallest drops is relatively low. In the present
work, the initial fluid field is at rest. The movement of the
drops due to the electrical forces acting on them is given by
the drag and the gravitational force. The fluid starts moving
because of the drop movement due to the interface momentum
transfer term. The magnitude of the velocity field always re-
mains insignificant and the flow regime is laminar.
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Abstract

In characteristic-based boundary formulations, reflecting
boundary conditions are used where non-reflecting boundary
conditions are not applicable. Physical boundary conditions are
set through the incoming wave amplitudes. This work propose
to estimate the incoming wave amplitudes with control func-
tions. The method which previous works have used, is indenti-
fied as P-controllers. This study examines P- and PI-controllers
for Poiseuille flow. A new test, which assesses the quality of
the boundary conditions, is used to evaluate the boundary con-
ditions. Results are found to improve significantly when a nu-
merical filter is applied.

Introduction

Thompson [1, 2] presents a characteristic based way of develop-
ing boundary conditions for the Euler equations. This method
is straightforward to implement, and to extend to other types
of flow. Poinsot and Lele [3] have developed this method fur-
ther for direct numerical simulations of compressible flow, and
Baum et al. [4] extend this to reactive multicomponent flow.
Okong’o and Bellan [5] extend the method to real gas mixtures.

The key idea for characteristic-based boundary conditions
(CBC) is to identify outgoing and incoming waves and then set
the correct boundary conditions in terms of them. To ensure
well posed and well behaved solutions, waves emerging from
the computational domain must be calculated from the domain
and not be specified. The CBC method is only strictly valid
for hyperbolic systems, like the Euler equations. However, [3]
use results from well-posedness analyses, extend CBC to the
Navier-Stokes equations, and hence call it NSCBC (Navier-
Stokes Characteristic Boundary Conditions). Characteristic-
based boundary conditions have evolved to become an attrac-
tive way of solving the boundary problem, and have been used
in a number of studies today.

Characteristic-based boundary conditions

A general system in three dimensions is treated as locally one-
dimensional, where the normal direction to the boundary is de-
noted by x1. Terms from the other directions are passive in the
analysis, meaning that the main effects of the flow are along the
normal direction. To perform the analysis we need the primitive
form of the equation system:

∂U
∂t

+ A
∂U
∂x1

+C = 0. (1)

Assume that A is diagonalizable, then a diagonal matrix, Λ, with
the eigenvalues λi of A along the diagonal, can be obtained by
the similarity transformation,

S−1AS = Λ, (2)

where Λi j = 0 for i 6= j and Λi j = λi for i = j. The columns of
the matrix S are the right eigenvectors, r j , and the rows of the
inverse matrix, S−1, are the left eigenvectors, l

T

i of A. Multiply

Eq. (1) with S−1,

S−1 ∂U
∂t

+ S−1A
∂U
∂x1

+ S−1C = 0, (3)

and define L as,

L ≡ ΛS−1 ∂U
∂x1
≡ S−1A

∂U
∂x1

, (4)

This gives the primitive form of the Time-dependent boundary
conditions:

∂U
∂t

+ SL +C = 0. (5)

If the system was linearly hyperbolic with C = 0 and A inde-
pendent of U , then the change of variables to W = S−1U , would
give a set of wave equations,

∂wi

∂t
+ λi

∂wi

∂x
= 0, (6)

with characteristic velocities λi. When λi > 0, the waves will
propagate in the positive x-direction. It is then obvious that wi
cannot be specified at the right boundary, and that wi must be
specified at the left boundary. For a quasi-linear system like
the Euler equations, it is not so simple anymore. However, it
turns out that λi is the velocity and Li is the amplitude of the
different waves and Li is the proper variable to specify at the
boundary [1]. For outgoinga waves the Li are calculated from
its definition, Eq. (4). Therefore write the outgoing Li as L +

i
and incoming as L −

i . The eigenvector matrix S is also split
into S+ and S−, where S+ contains eigenvectors with positive
eigenvalues. Eq. (5) now reads:

∂U
∂t

+ S+L + + S−L −+C = 0. (7)

Since L − represents incoming waves, this is the only variable
left to link the surroundings with the domain. Hence, all bound-
ary conditions must be set through L −. The task is then to
find equations for the unknown L − which represents different
boundary conditions.

Typical boundary conditions for the generalised system

If the time-derivative of a given quantity, like for instance the
velocity, is to be specified, an equation for L −

i may be found
from Eq. (7),

S−i L − =−
(

∂Ui

∂t
+ S+

i L + +Ci

)
. (8)

For a wall at rest the proper boundary condition would be to set
the velocity equal to zero at the wall and find the L −

i which
gives ∂u/∂t = 0. Non-reflecting boundary conditions may be
achieved by setting the amplitude of the incoming wave to zero,
i.e. L −

i = 0. This may, however, in some cases lead to drifting

aoutgoing means that λi > 0 at x = xmax and λi < 0 at x = xmin .



values of the variable at the boundary and hence in the whole
field. A way to overcome drifting values is to specify ∂Ui/∂t
using a PID controller (three-mode controller):

S−i L − =
(
S−i L −)◦+

KP

T
∆Ui +

KI

T 2

Z t

0
∆Ui dτ + KD

∂Ui

∂t
, (9)

where ∆Ui = (Ui−U∞
i ), T is the integral time, KP is the propor-

tional gain, KI is the integral gain, KD is the derivative gain and
a start term for the controller

(
S−i L −)◦. The start term can be

based on an analytical solution, a previous simulation or simply
set to zero. Inserting ∂Ui/∂t from Eq. (7) gives:

S−i L − = PID(Ui)≡
1

(1 + KD)

·
((

S−i L −)◦+
KP

T
∆Ui +

KI

T 2

Z t

0
∆Ui dτ−KD

(
S+

i L + +Ci
))

.

(10)

The reasoning behind this method is presented in [6]. Now,
the discussion continues with the Euler and the Navier-Stokes
equations.

Single-phase Euler equations

The Euler equations in one-dimension reads:

∂
∂t

(ρ)+
∂
∂x

(ρu) = 0, (11)

∂
∂t

(ρu) +
∂
∂x

(
ρu2 + p

)
= 0, (12)

and the equation of state

p = ρc2, (13)

where c is the speed of sound.

Boundary matrices for the Euler equations

In this section, the boundary matrices for the Euler equations
in one dimension, also referred to as the LODI (locally one-
dimensional inviscid) relations are presented. The system vec-
tor, matrix and the eigenvalue matrix are

U =

[
p
u

]
, A =

[
u ρc2

1/ρ u

]
, Λ =

[
u− c 0

0 u + c

]
. (14)

The eigenvector matrix and the inverse

S = 1/2
[

1 1
−1/(ρc) 1/(ρc)

]
, S−1 =

[
1 −ρc
1 ρc

]
. (15)

When subsonic flow (|u|< c) is assumed, the eigenvector matrix
at the upper boundary, (x = xmax), is split into:

S+ = 1/2
[

1
1/(ρc)

]
, and S− = 1/2

[
1

−1/(ρc)

]
. (16)

We can also find L +,

L + = L2 = (u + c)

(
∂p
∂x

+ ρc
∂u
∂x

)
. (17)

Non-reflecting boundary conditions

Eq. (5) now becomes:

∂p
∂t

+
1
2

(L2 +L1) = 0, (18)

and
∂u
∂t

+
1

2ρc
(L2−L1) = 0. (19)

L2 may be eliminated from the equations if we rewrite Eq. (19)

L2 = L1−2ρc
∂u
∂t
, (20)

and insert this in the pressure Eq. (18),

∂p
∂t
−ρc

∂u
∂t

+L1 = 0. (21)

By setting L1 = 0, the non-reflecting boundary condition used
by Rudy and Strikwerda [7] is found, see also the footnote on
page 111 of Poinsot and Lele [3].

It is known that specifying L1 = 0 may lead to a drifting pres-
sure, and by studying Eq. (18) and Eq. (19) it is easy to realize
why it happens. First note that a steady solution is only possi-
ble when L2 = 0, or ∂p/∂x =−ρc∂u/∂x. When using the Euler
equations in 1D it is often the case that ∂p/∂x = ∂u/∂x = 0 in
the steady solution and hence no drifting pressure will occur. A
way to represent 2D viscous effects in a 1D-simulation is to use
friction factors. By adding a wall friction term f |u|u to Eq. (19),
Eq. (21) now becomes:

∂p
∂t
−ρc

∂u
∂t

+L1 = ρc f |u|u. (22)

When L1 = 0 and ∂u/∂t = 0 is specified at the other boundary,
∂u/∂t→ 0 at this boundary as well. Eq. (22) is reduced to:

∂p
∂t

= ρc f |u|u. (23)

It is now clear that the pressure will drift unless the velocity
equals zero.

Partially reflecting boundary conditions

A way to overcome the problem of drifting pressure was pro-
posed by [7]:

∂p
∂t
−ρc

∂u
∂t

+ k(p− p∞) = 0, (24)

where p∞ is the pressure at some reference state located at in-
finity. [8] studied the behaviour of a linearised Navier-Stokes
system and claimed that the coefficient k should be of the form
k = σ(1−M 2)c/L. M is the maximum Mach number in the
flow, L is a characteristic size of the domain, and σ is a constant.
They derived an optimal value for σ around 0.27, but their tests
showed that a value of 0.58 provides better results. [3] com-
pared Eq. (24) and several other methods, they arrived at setting
L1 = k(p− p∞) with σ=0.25 and using this in all equations at
the boundary. They also suggested that the method might per-
form better if an analytical expression for L1 were available,
then the expression for L1 becomes:

L1 = L exact
1 + k(p− p∞). (25)

If we consider the procedure of modifying Eq. (24) in terms
of control engineering, the methods of the previous section are
recognised as controllers. Specifically, the methods used by [7]
and [3] are recognised as P-controllers for ∂p/∂t .

It is known from control engineering that a PID-controller per-
forms better than a P-controller. With ∆p = (p− p∞), a PID-
controller for ∂p/∂t may be written as:

L1 =
1

1 + KD

(
L ◦

1 +
KP

T
∆p +

KI

T 2

Z t

0
∆pdτ− KD

2
L2

)
.

(26)



The P-controller of [3], Eq. (25), is found if we set L ◦
1 =

L exact
1 , KP = kT and KI = KD = 0. [9] used the same approach

as [3], at the inlet in addition to the outlet, i.e. by specifying L −
i

on the form,

L −
i = Kin(u−u∞)+ Kin(v− v∞). (27)

Thus it makes sense to use a PID-controller at the inlet as well.

Numerical methods

For the time integration, the five-stage, fourth order, explicit
Runge-Kutta scheme of [10] is chosen, mainly because it is
nearly as effective as the standard RK-schemes while only need-
ing two storage registers for each equation.

Finite differences (RKFD)

Eq. (1) is discretised in all points by replacing ∂/∂x by finite
difference operators. After each time step, the solution vector
U is filtered by a filter function,

Ũ = (1 + ζDDf)U, (28)

where the filter coefficient ζD is given by (−1)n+12−2n for a
(2n)th-order filter, and Df is the dissipation matrix. Special
care must be taken when ∂Ui/∂t is given on the boundary or
estimated by a P-controller. The easiest solution is to not filter
the boundary point for Ui. When a PID-controller is used at the
boundary, there is no need for special care since the controller
makes sure that the solution slowly converges to the specified
value.

A more thorough discussion of explicit filters and high-order
finite difference operators can be found in Kennedy and Car-
penter [11].

Single-phase poiseuille flow

In order to check the implementation and to compare the differ-
ent controlling methods, the plane channel of [3] is chosen.

Problem description

A viscous fluid, with kinematic viscosity ν = 2m2/s and speed
of sound c = 300m/s, flowing in a 2D plane channel, with
length L = 10m and half-height h = 1m, is studied here.

The inflow conditions are:

u(0,y,t) = u0

[
cos
(π

2
y
h

)]2
, (29)

v(0,y,t) = 0, (30)

where u0 = 30m/s is the maximum inlet velocity. The
Reynolds number is Re = u0h/ν = 15 and the Mach number
is M = u0/c = 0.1. An analytical solution may be found if
this case is considered to be incompressible. A criterion for this
is:

L
h

M 2

Re
� 1. (31)

For this computation, L/hRe−1M 2 = 0.007 and the incom-
pressible solution may be considered to be close to the exact
one. The exact solution is:

∂p
∂x

e
=−3

2
Re−1ρu2

0, (32)

where
u(x,y,t) = um(1− (y/h)2), (33)

and um is the maximum velocity: um = − 1
2µ

∂p
∂x

e
h2. Initial

values for the calculations are:

u(x,y,0) = u0

[
cos
(π

2
y
h

)]2
,

v(x,y,0) = 0,

ρ(x,y,0) = ρin = 1kg/m3.

(34)

At the inlet, the velocity is specified and the unknown Li are
found from the LODI relations, (Sec. ). At the outlet, the pres-
sure is specified with a controller for ∂p/∂t. For simplicity, the
discussion is restricted to P- (KI = KD = 0) and PI-controllers
(KD = 0 in Eq. (26)):

L1 = L ◦
1 + KP∆p +

KI

T

Z t

0
∆pdτ, (35)

L ◦
1 = (u− c)(

∂p
∂x

e
−ρc

∂u
∂x

e
), (36)

where ∂u/∂xe is found from continuity of the exact solution.
For the proportional term we take KP = σ(1−M 2)c/L and the
integral term is KI = KP.

About the computations

The Navier-Stokes equations were discretised in the same man-
ner at the boundary as in the inner domain. The domain was
discretised with an equidistant 21×21 grid and the spatial dis-
cretisations were obtained with an eight-order first-derivative
operator. For the viscous terms, the first-derivative operator was
applied twice. The solution was filtered after each time step
with an eight-order explicit filter. The steady-solution found
agrees with [3].

Evaluation of the boundary conditions

In order to find out how good the boundary conditions are, they
should be tested where something can be stated about their per-
formance. Therefore a new test for the boundary conditions is
presented.

In Fig. 1 three Channels A, B and C are shown, for clarity the
figure is not drawn dimensionally correct. The length of Chan-
nel C in Fig. 1 is twice that of Channel A and Channel B. With
this configuration, the obtained solution in Channel A can be
compared with the solution in the first part of Channel C, and
logically the solution obtained in Channel B can be compared
with the solution in the second part of Channel C.

This test can be done since the PI-controllers have the ability to
specify the pressure to any degree of accuracy. Note that to per-
form this test with a P-controller would be cumbersome, since
it would require an iteration procedure to specify the pressure
to a high degree of accuracy.

This approach will give an idea of the performance of the
boundary conditions, furthermore it is even possible to extract
approximate values of Li at x = L from Channel C and compare
them with the values for Channel A and B. Here, however, the
discussion is restricted to comparing the converged solution for
the three cases.

Boundary conditions for Channel C: The same channel as
earlier in this section is calculated, but now with length 2L. The
boundary conditions are the same as before, specifying the out-
let pressure p∞ with a PI-controller and setting the inlet velocity.

Boundary conditions for Channel A: To compute the first part
of the channel, the same boundary conditions as for Channel C
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Figure 1: Test case for evaluating the boundary conditions.

were used, except that the pressure pL = px=L obtained at x = L
from Channel C was specified instead of p∞.

Boundary conditions for Channel B: A natural choice would
be to specify boundary conditions for Channel B as for Channel
A and Channel C. That is by reading the velocity profile at x = L
in Channel C, and specify this at the inlet. However, this way
of specifying boundary conditions is already tested for Channel
A. Since the flow in Channel B is fully developed, boundary
conditions for fully developed flow can be tested instead.

For the second part of the channel, a PI-controller was applied
for the pressure at both the inlet and outlet, i.e. specifying pL
at the inlet and p∞ at the outlet. According to theory, one
more boundary condition must be specified at the inlet, so a
P-controller for the v-velocity was used.

This problem was computed with the RKFD approach and gave
excellent results. In order to compare and quantify the error, the
relative difference between the simulations has been calculated.
The relative error is defined by:

e( f ) =

∣∣∣∣
f2L− fL

f2L

∣∣∣∣ , (37)

where f2L is evaluated in Channel C. fL is evaluated in Channel
A when 0≤ x≤ L and in Channel B when L≤ x≤ 2L. The error
is computed in all points, except where f2L is zero. To simplify
the comparisons, it makes sense to use the maximum of e( f ) as
a measure of performance.

In Tab. 1, Channel A and C are compared for three computa-
tions. The first column tells which variable is compared, and
the second column at which point the comparison is done. For
instance (mx,2) is at the maximum in x-direction and point 2 in
the y-direction. In the next column, the label 2x-8f means that
the spatial derivative operator is second-order, and the filter is
eight-order.

The first to be read from the table is that the error goes signifi-
cantly down when filtering is applied, and slightly down when
the order of the spatial operator is increased. Second, when the
error in the u-velocity is as low as 1 ·10−5 it is for most practi-
cal purposes zero. It is then reasonable to conclude that a filter
should be applied when available. This is confirmed when the
grid resolution is increased, since then the computations were
unstable when filtering was not applied.

When comparing Channel B and C, similar results as when
comparing Channel A and C are obtained.

Concluding remarks

Characteristic based boundary conditions have been reviewed
for single-phase flow. The method of avoiding a drifting pres-
sure has been analysed, and this method turns out to be the im-
plementation of a control function for estimating the incoming
wave amplitude.

Table 1: Comparison of Channel A and C for the RKFD com-
putations

e( f ) (i, j) 2x-NO 2x-8f 8x-8f
u (mx,2) 0.0031 9.6 ·10−5 6.45 ·10−5

u (2,2) 0.0013 1.8 ·10−5 1 ·10−5

p any 12 ·10−7 4.3 ·10−7 9 ·10−8

The hypothesis of the use of control functions has been tested
for single-phase, and been verified.

Particularly P- and PI-controllers have been tested with differ-
ent arrangements. When the start term for the controller was
zero, the P-controller gave the best convergence. However, it
was not able to specify the imposed value. The PI-controller
made it possible to specify a given value. Based on this the PI-
controller was preferred. The case when the PI-controller have
been used to set the inlet as well as the outlet had better per-
formance in the tests, except on convergence. The case where
the inlet values are set directly had almost as good results as the
others. Therefore, setting the inlet values directly may in some
cases be the best choice.

This work has been sponsored by the Research Council of Nor-
way. *

References

[1] Thompson K.W. Time-dependent boundary conditions for
hyperbolic systems. Journal of Computational Physics
68 (1) (1987) 1–24.

[2] Thompson K.W. Time-dependent boundary conditions for
hyperbolic systems. II. Journal of Computational Physics
89 (2) (1990) 439–461.

[3] Poinsot T.J., Lele S.K. Boundary conditions for direct
simulations of compressible viscous flows. Journal of
Computational Physics 101 (1992) 104–129.

[4] Baum M., Poinsot T., Thévenin D. Accurate boundary
conditions for multicomponent reactive flows. Journal of
Computational Physics 116 (1994) 247–261.

[5] Okong’o N., Bellan J. Consistent boundary conditions for
multicomponent real gas mixtures based on characteristic
waves. Journal of Computational Physics 176 (2002) 330–
344.

[6] Olsen R., Gran I.R. Estimation of incoming wave ampli-
tudes for characteristic-based boundary conditions. Sub-
mitted to Journal of Computational Physics .

[7] Rudy D.H., Strikwerda J.C. A nonreflecting outflow
boundary condition for subsonic Navier-Stokes calcula-
tions. Journal of Computational Physics 36 (1980) 55–70.

[8] Rudy D.H., Strikwerda J.C. Boundary conditions for sub-
sonic compressible Navier-Stokes calculations. Comput-
ers & Fluids 9 (1981) 327–338.

[9] Kim J.W., Lee D.J. Generalized characteristic boundary
conditions for computational aeroacoustics. AIAA Jour-
nal 38 (11) (2000) 2040–2049.

[10] Carpenter M., Kennedy C. Fourth-order 2n-storage runge-
kutta schemes. Tech. Rep. NASA TM-109112, Langley
Research Center, Hampton, VA, 1994.

[11] Kennedy C.A., Carpenter M.H. Several new numerical
methods for compressible shear-layer simulations. Ap-
plied Numerical Mathematics 14 (1994) 397–433.



15th Australasian Fluid Mechanics Conference 
The University of Sydney, Sydney, Australia 
13-17 December 2004 

Feasibility Study Using Computational Fluid Dynamics 
for the Use of a Turbine for Extracting Energy from the Tide  

 
D.A. Egarr1, T. O’Doherty1, S. Morris1 and R.G. Ayre2

 
1Cardiff University, Queen’s Buildings, The Parade, 

PO Box 925, Cardiff, CF24 0YF, Wales, UK 
 

2Tidal Hydraulic Generators Ltd, 7 Dolan Court, Broad Haven, 
Haverford West, Pembrokeshire, SA62 3JN, Wales, UK 

 
Abstract 
A 4 blade tidal turbine has been modelled using computational 
fluid dynamics and validated against experimental data prior to 
modelling a 3 blade turbine.  This is the first stage in the process 
of optimising a turbine to extract energy from the tide.  The 3 
blade turbine has been modelled in a number of tidal flows 
between 0.51 and 3.09m/s (1 and 6 knots) and the power 
predictions studied as well as the magnitude of the force on the 
turbine.  The redevelopment of the flow downstream from the 
turbine has also been studied. 
 
Introduction  
The Kyoto agreement of 1997 was that each country that acceded 
the agreement will reduce or limit its greenhouse gas emissions 
by an amount agreed, such that the overall emissions of such 
gases is reduced by at least 5% compared to 1990 levels in the 
commitment period 2008 to 20012 [6].  It should be noted that 
the protocol acknowledges developing countries and in some 
cases, allows particular countries, such as Australia and Iceland 
to increase their emissions.  For those that have to reduce 
emissions, alternative sources to fossil fuels are required for 
producing electricity.  The British government currently has no 
plans for development of further nuclear power plants [4].  This 
leaves renewable sources of energy as a viable option to reduce 
greenhouse gases. The British government has ‘confirmed a 
timetable up to 2015 when 15.4% of electricity generated in the 
UK is from renewable sources’ [5].  One of the most popular 
renewable sources is wind energy, whereby a single turbine with 
66m diameter rotor blades is capable of producing 1.5MW. 
 
Another source of renewable energy is that harnessed from the 
sea.  Recently, interest has focussed on capturing the energy in 
the tides.  The gravitational force of attraction of the moon and 
sun on the earth and the rotation of the earth results in a rhythmic 
rise and fall of ocean levels relative to the coastline [1]. Thus, 
unlike wind and solar energy, tidal currents are predictable. In 
addition to this advantage the available power flux from the tide 
is around 500W/m2 compared to 40W/m2 for air. This is based on 
the density of water being some 815 times that of air and the tidal 
velocity of the order of 25% that of air. There is a large quantity 
of literature on the methods that can be utilised for extracting 
energy from the tides but the use of turbines in tidal streams, due 
to the advances in technology, is only now becoming reality with 
the world’s first full scale offshore tidal turbine being constructed 
in 2003 [2]. 
 
This paper looks to assess the feasibility of energy generation 
from the tide, using the Computational Fluid Dynamic (CFD) 
package FLUENT.  Initial models are validated against full scale 
experimental trials of a 4 blade turbine.  Modelling of a 3 blade 
turbine has also been undertaken. 
 
Experimental trials 
Tidal Hydraulic Generators Ltd. (THGL) undertook the 
experimental trials in 2002 on the Cleddau River near Milford 

Haven in Pembrokeshire, UK, using a four blade, 5.5m diameter 
turbine.  These trials were reported to be the first large scale tests 
to be undertaken on a river in the UK.  The blades were 
constructed from Glass Reinforced Plastic (GRP) and held on a 
welded steel tube assembly.  The turbine was mounted on a 
swivel system so that it could be easily lowered from the back of 
a barge during slack tide, shown in figure 1.  When lowered, the 
turbine was held 3.35m, to the hub centre, below the surface.  An 
RPM sensor disc measured the angular velocity of the turbine 
through a drive system.  A load was applied, via a lever arm, to 
the drive shaft and thus the power extracted by the turbine could 
be determined using equation (4). Table 1 contains data measured 
in an average tidal flow of 0.9m/s (1.75 knots).  Hence, with 
applied load, geometry and gear rates known the power generated 
was determined using equation (4). 
 

 
Figure 1 (Provided by THGL © 2002). The 4 blade, 5.5m turbine 

on the Cleddau River during experimental trials. 
 
The tidal flow varies due to the tide change, hence a constant 
tidal flow is therefore difficult to capture at which a set of data 
can be taken. 
 

Series A  Series B  
Turbine 
angular 

velocity, / 
rad/s 

Power, 
/ W 

Turbine 
angular 

velocity, / 
rad/s 

Power,
/ W 

1.49 1677 1.48 0 
1.21 2724 1.26 1650 
0.79 2820 1.05 1965 
0.66 2464 0.87 2456 

  0.64 2161 
Table 1. Experimental data, measured in a 0.9m/s (1.75 knot) tidal flow 

(Data provided by THGL Ltd.) 
 
The blade used in the experimental trials was surveyed to 
produce a set of vertex data.  The vertices were connected to 
form a blade comprising of over 900 faces.  Further 3D CAD 



 

manipulation resulted in the blade comprising of 6 faces. This 
was used in the CFD modelling. 
 
Computational Fluid Dynamics 
Computational Fluid Dynamics is a tool used in a variety of 
engineering fields, such as automotive, process and micro-
processor.  The CFD software solves the ‘Reynolds Averaged 
Navier-Stokes’ (RANS) equations and, depending on the viscous 
model chosen, relates the Reynolds stresses to the mean velocity 
gradients, or closes the RANS equation by solving transport 
equations for the Reynolds Stresses [3].  This yields a flow field 
for which quantities such as fluid velocity, pressure and 
turbulence can be obtained.  The advantage of CFD is that it is 
relatively inexpensive compared to experimental trials; providing 
a validation is made between CFD and experimental data.  This 
validation and further modelling of a 3 blade turbine is presented. 
This is the first stage of the optimisation of a turbine for 
extracting energy from the tide. 
 
Turbine Power 
The maximum theoretical efficiency of a frictionless turbine, 
found to be 59.3%, was derived by A. Betz in 1920. The 
derivation of which is documented in many fluid mechanics texts 
such as White [7].  A real turbine is not frictionless, as is 
assumed by the derivation of the Betz limit, thus the force acting 
on the turbine is made up of the shear force on the turbine blades 
and the force due to the static pressure, hence 

PS FFF +=  
(1) 

Where: F = Total force, N = Shear force, N SF

PF  = Static pressure force, N 
 
To calculate the force on a turbine blade that has been divided 
into finite faces, the forces in the x ,  and y z  components must 
be considered.  The force due to the static pressure is given by 
the product of the static pressure and the area vector of the face, 
hence, in the x-component 

xPx ApF .=  
(2) 

Where: = Force due to static pressure in x-component, N
  = Static pressure acting on the element, N/m

PxF
p 2

  = Area vector of the face in x-component, mxA
2

 
Similar expressions apply for the  and y z  component. 
 
The torque is required only for the components of the forces in 
which the plane of the turbine lies.  Hence, if the turbine axis is 
in the z-component, then only the forces in the x  and  
components are required and for simplicity, consider the case for 
the origin of the axis of rotation of the turbine at (0,0,0).  Then 
the total torque acting on the turbine is the summation of the 
torque acting on each face.  The torque on each face is given by 
the cross-product of the distance and force vectors, hence: 

y

[ ]∑ =

=
−=

Nn

n xyyx FrFrT
1

 

(3) 
Where: T = Torque, Nm 

xr = Distance in x-component, m 

yr = Distance in y-component, m 

xF = Force vector in x-component (sum of shear force 
and static pressure force), N 

yF = Force vector in y-component (sum of shear force 
and static pressure force), N 

 
The power being extracted by the turbine is then given by: 

ωTP =  
(4) 

Where: = Angular velocity of turbine, rad/s ω
P = Extracted power, / W 

 
The maximum power available to a turbine is the kinetic energy 
of the fluid in a stream tube whose diameter is equal to the 
diameter of the turbine. Thus: 

3
max 2

1 AvρP =  

(5) 
Where: = Power available, W maxP
   = Density of fluid, kg/mρ 3

  A = Cross-sectional area of stream tube, m2

  = Free stream velocity of fluid, m/s v
 
This allows the efficiency of the turbine, , to be defined as η

max
.100
P
Pη =  

(6) 
 
Meshing and grid dependency 
A check for grid dependency was made by comparing two 
meshes created from tetrahedral elements; one comprising of 
300 000 cells and two cell zones, with a non-conformal interface 
and the other 800 000 cells and one cell zone.  The significance 
of a grid with two cell zones, with a non-conformal interface, is 
that averaging errors occur across the interface. This is an 
inherent problem when modelling rotational and/or translational 
parts.  The difference in power prediction between the two grids 
was 0.32%, hence a grid of 300 000 cells was considered grid 
independent.  The actual grid used comprised of 500 000 cells, 
shown in figure 2, to achieve a slightly higher resolution grid 
downstream of the turbine for studying the flow field. Custom 
sizing functions were used to attain a slightly higher quality grid 
in parts of the model. 
 

 
Figure 2.  The 4 blade turbine and grid comprising 500 000 cells. 

 
The topology of the region in which a tidal turbine can be located 
varies from site to site.  It was felt that for assessing the power of 
the turbine and studying the flow field downstream from the 
turbine a domain the shape of a rectangular channel with a flat 



 

bed would be sufficient and a free surface represented by a 
frictionless wall.  A frictionless wall was chosen over the use of 
the ‘Volume of Fluid’ (VOF) multiphase model, because it was 
felt the extra computation time in using the VOF model was not 
justified, as the flow field around the free surface was not of 
interest.  Initially, models were created with different widths, to 
choose a width of channel that minimised boundary effects, but 
which was sufficiently small to keep the grid size as low as 
possible. 
 
The width of the channel chosen was approximately 6 times the 
turbine’s diameter and the sides of the channel were specified as 
frictionless walls, to reduce boundary layer effects.  In all the 
models, the turbine axis of rotation was parallel to the flow and a 
steady state solution was attained.  This was justified by the fact 
that the turbine arrangement would allow the ‘head’ to swivel on 
a stanchion to face the tidal flow at all times.  The inlet to the 
channel was specified as a velocity inlet, where a constant 
velocity was specified across the entire surface of the inlet.  This 
ensured that the free stream velocity of the fluid approaching the 
turbine was that specified at the inlet. The velocity profile due to 
boundary layer effects adjacent to the bed of the model therefore 
developed within the model.  In this region the grid was fairly 
coarse and had negligible, if any effect on the flow around the 
turbine.  A range of turbulence intensities at the inlet were 
investigated and it was found that for the domain in which the 
turbine was being modelled, a turbulence intensity of 2% was 
appropriate. 
 
Validation 
The CFD model of the 4 blade, 5.5m diameter turbine was 
simulated in a 0.9m/s (1.75 knot) tidal flow.  The experimental 
data sets are small, since their collection was difficult and 
expensive.  Hence, the experimental data in table 1 was averaged; 
a polynomial was fit to each set and at a number of angular 
velocities, the power for each polynomial calculated, for which 
an average was taken.  Figure 3 shows good agreement between 
the CFD and an average of the experimental data.  There is a 4% 
difference in peak power and approximately 15% difference in 
the angular velocity at which the peak power occurs. 
 

 
Figure 3. Comparison of CFD and experimental power for a 5.5m 

diameter turbine in a 0.9m/s (1.75 knot) tidal flow. 
 
3 Blade Turbine 
In order to reduce the cost of manufacture, a 3 blade turbine was 
preferable and to match the power of a 4 blade 5.5m diameter 
turbine, the diameter of the 3 blade turbine was increased to six 
metres.  Thus, having acquired good agreement between CFD 
and experimental data, modelling of a 3 blade, 6m diameter 
turbine was undertaken, shown in figure 4, using a scaled version 
of the blade used for the four blade turbine.  
 
To ensure that the optimum power from the 3 blade turbine was 
achieved, the blade pitch was investigated, to ensure that the 
blade setting was appropriate for the new geometry.  Having 
established the maximum efficiency of the turbine at a minium of 
3 blade pitches, the optimum blade pitch was identified by 

plotting efficiency vs. blade pitch and fitting a third order 
polynomial to the data. The pitch at which the turning point of 
the polynomial occurred was determined by means of 
differentiation of the polynomial.  The turbine was then re-
modelled at the estimated optimum blade pitch and the procedure 
repeated until the optimum blade pitch of 2.6° was attained.  As 
this was the method utilised, the blade pitches for which 
efficiency data have been acquired are not evenly distributed in 
figure 5. 
 

 
Figure 4.  The 3 blade turbine and grid comprising 500 000 cells. 

 

 
Figure 5. Variation in efficiency with blade pitch of a 3 blade, 6m 

diameter turbine in a 3.09m/s (6 knot flow). 
 
With the optimum blade pitch established, the turbine was 
modelled in a range of tidal flowrates.  Figure 6 shows how the 
power varies with tidal flow. 
 

 
Figure 6. Three blade turbine power predictions for a range of current 

velocities (Blade pitch of 2.6 degrees at the tip). 
 

From figure 6 it can be seen that there is a clear function between 
the maximum power attainable for the given turbine and the tidal 
flow, given by: 

33 57554289 ωvP ==  
(7) 



 

Where: = Free stream velocity of fluid, m/s v
ω = Angular velocity of turbine, rad/s 

 
However, when considering the optimal power extraction by the 
turbine, the increasing force that is exerted on the turbine via the 
blades must be considered as the turbine would have to be 
supported by a structure anchored to or piled into the sea bed.  
The magnitude of the force on the turbine has therefore been 
considered at each tidal flow and angular velocity at which a data 
point is presented in figure 7. 
 

 
Figure 7. Force magnitude on the 3 blade turbine for a range of current 

velocities (Blade pitch of 2.6 degrees at the tip). 
 
From figure 7, as the turbine approaches the free wheeling speed, 
the force on the turbine starts to plateau.  This was investigated in 
more detail (indicated by the greater number of points in figures 
6 and 7) as the turbine in a 3.09m/s (6 knot) tidal flow 
approaches the free wheeling velocity.  The conclusion is that the 
peak force on the turbine appears to occur when the turbine is 
free wheeling. 
 
As with wind turbines potential sites will exist where tidal 
turbine farms would be desirable. Hence where turbines could be 
in line with each other, then the development of the flow 
downstream from a turbine is of interest.  This information will 
then aid the optimum positioning of additional turbines. Figure 8 
shows the velocity magnitude of the fluid along the turbine axis 
at peak power extraction in a 3.09m/s (6 knot) tidal flow.  The 
turbine is positioned at 0m. It can be seen that as the fluid 
approaches the turbine, the fluid in effect ‘sees’ the turbine and 
the velocity drops.  The fluid velocity must clearly drop to zero 
as the axis passes through the turbine hub.  Immediately behind 
the hub of the turbine there is a recirculation zone, which forces 
the velocity magnitude to peak and then drop. Once past this the 
fluid gradually recovers and reaches 90% of the free stream at 
approximately 70m downstream of the turbine i.e. approximately 
12 turbine diameters.  An 80% recovery is achieved however in 
the first 40m i.e. approximately 7 turbine diameters.  This 
indicating that the closest position for a downstream turbine 
based on the velocity magnitude would be approximately 7 
turbine diameters.  Vortex shedding has also been examined and 
was found to decay considerably faster than the distance required 
for redevelopment of the flow. 
 

 
Figure 8.  Development of the flow downstream from the turbine at peak 

power extraction in a 3.09m/s (6 knot) tidal flow. 
 
This recovery in the downstream velocity is best illustrated in 
figure 9, which shows an iso-surface of velocity magnitude of 

2.27m/s (74% of the free stream velocity) around the turbine, 
with all contours coloured by velocity magnitude.  Here the flow 
is passing from right to left, with the turbine situated at the 
extreme right of the iso-surface.  As the flow develops 
downstream, the envelope effectively collapses in on itself as the 
free stream velocity recovers. 
 

 
Figure 9. Contours of velocity magnitude in a 3.09m/s (6 knot) tidal flow. 
 
Conclusion 
It has been found that in using CFD, a good prediction of power 
extraction by a turbine can be made.  Work has concentrated on a 
3 blade turbine, for which power predictions have been made at a 
number of flowrates.  The force on the turbine has been 
investigated and found to peak at the free wheeling velocity.  The 
redevelopment of the flow along the turbine axis has been 
investigated, as well as the velocity field around the turbine.  
Although the efficiency of this particular blade is 31%, the work 
presented here is the first stage in the process of detailed 
modelling of tidal turbines. More recent work has found that a 
tidal turbine can be designed to have an efficiency of 40 to 45%.  
The results presented here will differ slightly for an optimised 
turbine blade, but it is expected that the trend of the data will 
remain the same.   
 
This work clearly indicates the feasibility for well designed tidal 
turbines, positioned in suitable tidal streams, to extract energy 
from the tide.  Further work is to be undertaken to model an 
improved blade and other parameters such as scaling and 
improved boundary conditions. 
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Abstract

Mesh free methods can be grouped into two approaches. One is
based on field approximations such as moving least square ap-
proximations and radial basis functions (RBF) and the other is
based on kernel approximations such as smoothed particle hy-
drodynamics (SPH). This paper presents an unified approach to
implement the RBF and SPH methods for solving partial differ-
ential equations in general and for solving problems in compu-
tational fluid dynamics in particular.

There are many forms of RBF and SPH. This paper restricts
attention to multiquadric and compactly supported RBFs and
a particular SPH that satisfies certain completeness and repro-
ducing conditions. Completeness and reproducing conditions
enables SPH to incorporate boundary conditions in similar fash-
ions to mesh based methods such as finite element. A number of
numerical examples are presented to demonstrate the effective-
ness of the two mesh free methods. Some remarks with respect
to their computational efficiencies and implementation are also
discussed.

Introduction

Mesh free methods have attracted much attention recently. Two
distinct directions are followed by these methods. One is based
on field approximations such as radial basis functions (RBF),
element free Galerkin and moving least square approximations.
The other is based on kernel approximations such as smoothed
particle hydrodynamics.

The kernel approximations used in the original SPH proposed
by Lucy [15] and Gingold and Monaghan [7] fail to reproduce
linear functions. Various approaches to remedy these inaccura-
cies have been reported in the literature. It has been shown that
the kernel approximations can be corrected so that they repro-
duce linear functions exactly (see, for example, Belytschko et
al. [1]. Other workers, such as Johnson and Beissel [9], Randles
and Libersky [19], and Krongauz and Belytschko [11], devel-
oped corrected derivative methods. Essentially, these methods
replace the standard SPH interpolant with more sophisticated
interpolant that was constructed by imposing the consistency
conditions. Liu et al. [13] showed that the reproducing kernel
provides boundary correction as well as removing the tensile
instability. Chen and Beraun [3], on the other hand, developed
a generalised SPH method (GSPH) by applying the kernel es-
timate into the Taylor series expansion. Their formulation ex-
tends not only the ability of standard SPH to model partial dif-
ferential equations with higher order derivatives but to enforce
boundary conditions directly as well.

In the last decade or so, another group of mesh free methods that
is based on the function approximation by RBFs either globally
or compactly supported was developed to solve partial differen-
tial equations (see, for example, Kansa [10]). RBF interpolation
is required to be exact at the nodes, so one drawback of these
methods is the need to solve the full coefficient matrix arising
from the function approximation. A common approach to im-

prove computational efficiency is to ensure sparsity, either by
using functions of compact support, or by using domain de-
composition (see, for example, Dubal [5]). In this paper, we
applied the approach of SPH to RBF in using the nearest neigh-
bours of a particle for estimating its derivatives. Thus, com-
puter programs implementing the SPH and RBF methods can
share the same structure. They differ only in their different esti-
mates of the derivatives. The aim of this paper is to present the
results of such implementation of RBF, and to compare them
to GSPH. Most applications of standard SPH are to simulate
compressible fluids. The second aim is to study the application
of GSPH to two benchmark incompressible fluid problems for
testing CFD codes. Also unlike standard SPH discretisation,
all the numerical examples are obtained from substituting each
term of the governing equations by their corresponding RBF or
GSPH derivative approximations directly.

Generalised SPH

Applying the kernel approximation to the Taylor series expan-
sion for f (x) in the neighbourhood ofx, Chen and Beraun
[3] derived results that improve the approximation accuracy of
SPH. In 1D, the GSPH approximation of a functionf (x) and
its first two derivatives are given in Equations (1)-(3). Higher
derivatives can easily be derived.

f (x) =
R

f (x′)W(x−x′,h)dx′R
W(x−x′,h)dx′

(1)

d f(x)
dx

=
R

( f (x)− f (x′)) dW
dx dx′

R
(x−x′) dW

dx dx′
(2)

d2 f (x)
dx2 =

R
( f (x)− f (x′)) d2W

dx2 dx′− d f
dx

R
(x−x′) d2W

dx2 dx′

0.5
R

(x−x′)2 d2W
dx2 dx′

(3)

The same procedure can be followed to derive approximations
for functions in higher dimensions. However, the derivative es-
timates for higher dimensions involve matrix inversion. It is
clear that GSPH is computationally more expensive to use than
conventional SPH. The extra terms in the above approximations
can be interpreted as corrections to the boundary deficiency in
the conventional SPH. The results are equivalent to some of the
results of Liu et al. [13] and Krongauz and Belytschko [11]
obtained from imposing certain completeness and consistency
conditions. The above approximations are algebraically correct
for a function if it is constant, for its first derivative if it is con-
stant or linear, and for its second derivative if it is constant,
linear or quadratic.

It is well appreciated that SPH is closely related to the finite ele-
ment method. The main difference between the two methods is
that the SPH kernel approximation of a function does not satisfy
the Kronecker delta property. It is thus not possible to impose
essential boundary conditions in conventional SPH. The inclu-
sion of f (x) andd f/dx in the above first and second derivative
estimates enable the direct insertion of Dirichlet and Neumann
boundary conditions, if they exist, in the GSPH method.



Radial Basis Functions

The development of RBFs into a mesh free method for solv-
ing partial differential equations arises from the recognition that
a radial basis function interpolant can be smooth and accurate
on any set of nodes in any dimension. The starting point is
that the approximation of a functionf (x) for a set of distinct
pointsxi , i = 1, . . . ,N can be written as a linear combination of
N RBFs.

f (x) =
N

∑
i=1

αiφ(||x−xi ||) (4)

where φ(||x− xi ||) denotes a positive definite RBF. The un-
known coefficientsαi are to be determined from the system of
equations formed byf (x j ), j = 1, . . . ,N. Once they are deter-
mined, them-th spatial derivatives off (x) are approximated by
taking them-th spatial derivatives of the RBFs.

∂m f
∂xm =

N

∑
i=1

αi
∂mφ
∂xm (5)

The application of Equations (4) and (5) provides the frame-
work for the numerical solution of partial differential equations
and their boundary conditions.

There are many RBFs either globally or compactly supported.
An example of a globally supported RBF that is used exten-
sively is multiquadric (MQ):φ(r) = (r2 + c2)1/2, wherer =
||x−xi || andc > 0. It is well known that the shape parameterc
strongly influences the accuracy of MQ approximation. An im-
portant unsolved problem is to find a method to determine the
optimal value ofc2. To improve boundary treatment, methods
using MQ usually have a polynomial of zero degree added to
the right hand side of Equation 4.

The compactly supported RBFs are generally expressed in the
form φ(r) = (1− r)n

+ p(r) (Wu [21] and Wendland [20]), and

(1− r)n
+ =

{
(1− r)n 0≤ r < 1,

0 r ≥ 1
(6)

wherep(r) is a prescribed polynomial. By replacingr with r/δ
for δ > 0, the basis function has support on[0,δ]. It is clear
that the valueδ defines the band width of the coefficient matrix.
In general, the smaller the value ofδ, the greater is the number
of zero entries in the coefficient matrix resulting in lower accu-
racy. In the numerical results for compactly supported RBF, the
Wendland function used isφ(r) = (1− r)4(4r +1).

In this paper, we applied the approach of SPH to RBF in that
only neighbouring particles within a given radial distance from
the particle of interest are used in estimating the particle’s
derivatives. This has the advantage of avoiding the inversion of
large coefficient matrix making problems requiring large num-
ber of nodes more amenable to numerical solution. In general,
the larger the supporting region the higher is the accuracy of the
approximation. The need to invert coefficient matrix makes the
method more expensive than the generalised SPH.

Numerical Examples

First, the GSPH and RBF approximations of∂u/∂x of the
function u(x,y) = sin(πr) + cos(2πr) are studied, wherer =√

x2 +y2 +0.1. The L1-norms of error for a range of parti-
cle size and width of the supporting region are first computed
to determine the optimal values ofc2 and δ to use for MQs
RBF (MQRBF) and compactly supported RBF (CSRBF) re-
spectively. Figure 1 compares the errors of GSPH with those

of CSRBF and MQRBF using the optimal values ofc2 andδ
obtained but different supporting regions ranging from2h−5h,
whereh denotes the smoothing length. It shows that the RBF
methods give better accuracy than the generalised SPH at the
expense of more computational effort.
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Figure 1: L1-norm errors for estimating∂u/∂x.

To demonstrate that the GSPH method can impose boundary
conditions directly, the following heat conduction problem is
solved in the domain0 ≤ x ≤ 1, 0 ≤ y ≤ 1, initial condition
T(x,y,0) =−1, Neumann boundary condition∂T(x,1, t)/∂y =
0 at y = 1 and Dirichlet condition at the other boundaries
T(0,y, t) = T(1,y, t) = T(x,0, t) = 1.

∂T
∂t

=
∂2T

∂x2 +
∂2T

∂y2 (7)

whereT denotes temperature andt time. Both RBF and GSPH
give the result shown in Figure 2 and appear identical to the
result obtained by Jeong et al. [8] who implement the boundary
conditions to the conventional SPH in a different way.
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Figure 2: Temperature profiles att = 0.08.

Next, the 3D Burger’s equation is solved using GSPH and
MQRBF and the numerical results are compared with the an-
alytical solution.

∂v
∂t

+v ·∇v−ν∇2v = 0 (8)



wherev andν denote velocity and viscosity respectively. The
solution becomes more shock-like as the viscosity parameter
decreases. Figure 3 compares L1-norm errors for GSPH and
MQRBF for ν = 0.05. The number of particles used is41×
41× 41. In general, MQRBF gives a slightly more accurate
result than GSPH.
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Figure 3: L1-norm errors for solving 3D Burger’s equation.

To conclude this section, the GSPH method is applied to two
standard CFD test problems - 2D lid-driven flow and natural
convection in a square cavity. For the lid-driven cavity problem,
the following Navier Stokes equation in 2D is solved

∂v
∂t

+v ·∇v +
1
ρ

∇p−ν∇2v = 0 (9)

where p denotes pressure. The boundary conditions arev =
(1,0) ony = 1 andv = (0,0) on the other three sides of the unit
square. For an incompressible fluid, the Navier Stokes equation
is complemented by the incompressibility constraint,∇ ·v = 0.

In general, velocityvn+1 at timetn+1 obtained by solving Equa-
tion (9) does not satisfy the incompressibility constraint. This
constraint on velocity must be satisfied at all times. In this pa-
per, the following steps are iterated until∇ ·v≈ 0 is reached.

1. ∆pn
k =−γ∇ ·vn+1

k

2. ∆vn+1
k = ∆t∇(∆pn

k)

Here,k is the iteration counter and∆ fk = fk+1− fk. Upon con-
vergence, the above procedure gives the new pressurepn+1 and
divergent free velocityvn+1 for time tn+1. The parameterγ
controls the rate of convergence and must satisfy the stability
requirements0≤ γ ≤ (∆x)2/4∆t. The iteration is equivalent to
solving a Poisson equation for the pressure.

Figure 4 shows that the GSPH solutions for Reynolds number
1000 on a129×129grid using 3 different kernels compare well
with the benchmark solutions 1 and 2 of Ghia et al. [6] and
Botella and Peyret [2] respectively. In the figure, W3 denotes
the cubic spline kernel of Monaghan [17], W4 the quartic spline
kernel of Liu et al [14] and W5 the quintic spline kernel of Mor-
ris et al. [18]. For this problem, W4 gives the best result and
W5 the worst result.

For incompressible fluid flow in a differentially heated square
cavity of sideL, the following equations are solved
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Figure 4: Comparison of lid-driven cavity results.

∂v
∂t

+v ·∇v +
1
ρ

∇p−ν∇2v = β(T−Tr )g (10)

∂T
∂t

+v ·∇T = α∇2T (11)

whereα denotes thermal diffusivity,β the coefficient of ther-
mal expansion andg the gravity. The initial conditions are
v(x,y,0) = (0,0) andT(x,y,0) = Tr . The boundary conditions
arev = (0,0) on cavity boundary,T(0,y, t) = Th, T(L,y, t) = Tc,
∂T(x,0, t)/∂y = ∂T(x,L, t)/∂y = 0. Here, Tr , Th and Tc de-
note the reference, hot and cold wall temperatures respectively.
Table 1 shows that the GSPH results compares well with the
benchmark solutions for Prandtl number 0.71 and Rayleigh
numbers104 - 106. In the table, the numbers enclosed by []
and () are the results of Leal et al. [12] and de Vahl Davis [4]
respectively.

ūmax ȳ v̄max x̄
[16.18] [0.823] [19.63] [0.119]

Ra =104 16.18 0.822 19.63 0.119
(16.178) (0.823) (19.617) (0.119)
[34.74] [0.855] [68.62] [0.066]

Ra =105 34.76 0.853 68.64 0.0656
(34.73) (0.855) (68.59) (0.066)
[64.83] [0.850] [220.6] [0.0379]

Ra =106 64.91 0.847 220.72 0.0375
(64.63) (0.850) (219.36) (0.0379)

Table 1: Comparison of natural convection results.



Even for unsteady problems, the pseudo-compressibility formu-
lation may also be used above to enforce the incompressibility
condition provided that some relations between the relevant pa-
rameters hold (Mendez and Velazquez [16]). In this method,
the pseudo-compressibility equation∂p/∂τ =−c∇ ·v is solved
together with equation (9) or equations (10) and (11), wherec
is the pseudo-compressibility coefficient. For Reynolds num-
bers in the range of 100-1000,c values of 100 give accurate
solutions. When steady solutions are sought,c values of 5-10
can be used. The pseudo-compressibility method gives almost
identical results to the above two test problems and is compu-
tationally less expensive than solving the Poisson equation for
pressure.

Conclusions

This paper presents an unified approach to implement the RBF
and SPH methods for numerical computations. The approach
of SPH in using the nearest neighbours within the supporting
region of a particle to estimate its derivatives of a function is
applied to RBF. The size of supporting region depends on the
smoothing kernel used in the case of SPH but is a parameter in
the case of RBF. In the numerical examples considered in this
paper, a supporting region of width3h for RBF gives accurate
results provided that optimal values for the parametersc2 and
δ are used. There are attempts reported in the literature but it
is still an important unsolved problem of how to determine the
optimal value for these parameters.

The numerical examples presented in the last section demon-
strated that GSPH and RBF give accurate results to the prob-
lems considered. Unlike conventional SPH, they have the ad-
vantage of being able to impose boundary conditions directly.
Also, they are just as easy to implement as the conventional
SPH. There is no dimensional difference between 1D, 2D and
3D as far as computer coding for their implementation is con-
cerned. Apart from correcting the boundary deficiency prob-
lem, GSPH is less affected by particle disorder than conven-
tional SPH because of the normalisation term in the denomina-
tor (refer to Equations 1-3).
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Abstract

We consider the effect of zero-mean suction on the development
of Görtler vortices in the boundary layer flow over a concavely
curved surface. The zero-mean suction is assumed not to af-
fect the basic boundary-layer flow and so can be modelling by
modifying the impermeability condition at the surface to read
v = δcosωt where 0 < δ � 1. The problem is posed in terms
of vortex receptivity and we demonstrate that small amplitude
zero-mean suction with a frequency ω satisfying ω > 2.254G2/5

(where G is the Görtler number) serves to fully stabilise the
most unstable Görtler vortex.

Introduction

The use of boundary layer suction to control the process of tran-
sition to turbulence is one which has a long history in the sci-
entific literature; this is reviewed in Schlichting [14]. Although
the majority of earlier work on suction control has focused upon
flat-plate boundary layers, and consequently on controlling the
growth of Tollmien-Schlichting waves, there have been a num-
ber of studies on the effect of suction on centrifugal instabilities
(that is, Görtler vortices). Görtler vortices arise in the boundary-
layer flow over a concavely curved surface and are particularly
relevant in the design of laminar flow aerofoils. For example,
the laminar flow wing considered by Mangalam et al. [11] had
appreciable regions of concave curvature on the underside of the
airfoil. The introduction of concave curvature then presented
the potential problem of an earlier transition to turbulence due
to the development of a secondary instability on the streamwise
aligned counter-rotating Görtler vortices.

The majority of theoretical work on the effect of suction on
Görtler vortices has focused upon the asymptotic suction pro-
file

u = 1− e−vsy, v =−vs. (1)

Kobayashi [9] and Floryan & Saric [7] showed that suction
serves to stabilise Görtler vortices; the latter work demon-
strating that a larger level of suction is required to sta-
bilise Görtler vortices than is required to stabilise Tollmien-
Schlichting waves. A similar result was reported by Lin &
Hwang [10] in their computational study Görtler vortices on a
heated concave surface. Myose & Blackwelder [12] undertook
a series of experiments using isolated suction holes (placed in
the low-speed region between the counter-rotating Görtler vor-
tices) and were able to demonstrate that this method required
two orders of magnitude less suction to control the breakdown
of Görtler vortices, over a comparable area, when compared to
an asymptotic suction profile approach. However, this study
was concerned with controlling the secondary instability that
occurs in Görtler vortex flows through the modification of the
low-speed flow region and so did not suppress the development
of the Görtler vortices themselves but controlled the onset of
secondary instability.

Park & Huerre [13] also employed an asymptotic suction profile
(given by (1) with vs = 0.5) in their study of the nonlinear de-
velopment and subsequent secondary instability of Görtler vor-
tices. Their work was not concerned with suction control but

was aimed at exploiting the fact that with a base flow given by
(1) all issues regarding non-parallelism in the development of
Görtler vortices could be side-stepped. It was the early work of
Hall [8] that was the first to emphasise the fact that the Görtler
vortex instability is crucially linked to the non-parallel evolu-
tion of the boundary-layer flow. Further recent work on suction
control of Görtler vortices can be found in Balakumar & Hall
[3].

Recently Denier [4] has reconsidered the stability of the asymp-
totic suction profile (1) in order to determine the level of suction
required to fully stabilise the flow to Görtler vortices. By focus-
ing on the most unstable Görtler vortex mode (whose structure
is described in [6], [15]) it can be shown that suction will fully
stabilise the flow when the level of suction, measured by vs in
(1), satisfies vs > 0.3581G1/3 . Here G is the Görtler number,
defined in (3).

In the past few years there has been considerable attention given
to the problem of unsteady suction at the leading edge of an
aerofoil. Here we consider the effect of an unsteady suction
(that is, alternating suction and blowing) on the stability of
Görtler vortices. We will assume that the suction profile has
a zero-mean state; in other words we will assume that the suc-
tion velocity is prescribed at the surface and is proportional to
cosωt.

Formulation

The equations governing the linear evolution of span-wise pe-
riodic disturbances to a boundary layer flowing over a curved
surface are

Ũx +Ṽy + ikW̃ = 0, (2a)

Ũyy− k2Ũ = uŨx +Ũux + vŨy +Ṽ uy, (2b)

Ṽyy− k2Ṽ = P̃y +GχŨu+uṼx +Ũvx + vṼy +Ṽ vy,(2c)

W̃yy− k2W̃ = ikP̃+uW̃x + vW̃y, (2d)

where 2π/k is the spanwise-wavelength of the disturbance, an
over-bar denotes a basic boundary-layer variable, a tilde denotes
a disturbance quantity, x is the streamwise coordinate and y the
usual boundary-layer variable. The precise form for the basic
boundary-layer is relatively unimportant in what follows. We
will simply assume that the boundary layer remains attached -
Görtler vortices in separated flows were described by Denier &
Bassom [5]. In what follows we take (u,v) to be the streamwise
and vertical velocity components within an attached boundary
layer and so governed by Prandtl’s boundary-layer equations

∂u
∂x

+
∂v
∂y

= 0,

u
∂u
∂x

+ v
∂u
∂x

= −
∂p
∂x

+
∂2u

∂y2 ,

where px = ue(x)uex(x) denotes the streamwise pressure gradi-
ent. These must be solved subject to no-slip boundary condi-
tions u = v = 0 on y = 0 and u→ ue as y→ ∞.



The important parameter appearing in (2) is the Görtler number
G which is traditionally defined according to

Gχ = Re1/2gxx (3)

where y = g(x) denotes the position of the wall and thus gxx
is the wall curvature, which is positive if the surface is con-
cavely curved, and Re is the Reynolds number. For boundary-
layer flows over a surface with even a moderate level of curva-
ture the Görtler number is typically large due to the presence
of the Reynolds number factor appearing in (3). Thus most
boundary-layer applications involving Görtler vortices can typ-
ically be described as large Görtler number flows. This fact
allows some considerable simplification of the fully parabolic
system of equations (2) as has been described by Hall [8]. More
importantly, it is the large Görtler number limit the most un-
stable vortex mode occurs (see Denier et al. [6] and Timo-
shin [15] for details). The wavelength of this mode scales as
O(G−1/5) and it is confined to within a viscous layer of thick-
ness O(G−1/5) situated at the wall. Furthermore the streamwise
growth rate has magnitude O(G3/5) and n this regime the max-
imum growth rate of all vortex-like perturbations occurs.

Turning to the question of the physical boundary conditions ap-
propriate to the flow we focus our attention on the problem of
zero-mean suction (alternatively blowing) at the surface. By
zero-mean we take to mean blowing whose time averaged be-
haviour shows no mean component and is therefore assumed
to have no effect upon the mean-boundary layer flow. We will
model this by prescribing the wall-normal perturbation velocity
to be given by

Ṽ =

{

0 if x < x
δF(J(x− x))exp (ikz+ iωt) if x≥ x (4)

where J is a constant that determines the streamwise extent of
the active region of suction/blowing, 2π/ω is the suction fre-
quency and 0 < δ � 1 is a small parameter which sets the
strength of the suction. We are therefore focusing on small am-
plitude perturbations to the basic boundary-layer flow induced
by small amplitude blowing/suction. We have also assumed that
the region of active blowing is spanwise periodic1; this is equiv-
alent to assuming that there is a periodic array of finite suction
slots located at x = x.

In addition to this condition on Ṽ we must also impose the usual
no-slip boundary conditions on the streamwise and spanwise
velocity perturbations

Ũ = W̃ = 0 on y = 0,

and the condition that the perturbation is confined to within the
boundary layer

(Ũ ,Ṽ ,W̃ )→ 0 as y→ ∞.

Vortex receptivity

We focus our attention on the receptivity of the most unsta-
ble Görtler vortex to zero-mean suction. As noted earlier the
most unstable Görtler vortex has a streamwise growth rate of
O(G3/5) and is confined to an O(G−1/5) thick layer located at

1This assumption is not necessary. Indeed, a suction slot with a
finite extent in both the streamwise and spanwise direction can be dealt
with by simply taking the Fourier transform in z. This however unduly
complicates the subsequent analysis and so we choose not to consider
this problem here.

the wall. We therefore introduce a new stretched wall coordi-
nate ϕ = G1/5y (where y is the usual boundary-layer coordi-
nate). Led by the results of Denier et al. [6] and Timoshin [15]
we consider perturbations to the basic flow in the form

(u,v,w, p) = (u,Re−1/2v,0, p)+δ(G−2/5u1,v1,w1,G
1/5 p1)×

exp

(

ikz+G3/5
Z

β(x)dx + iωt

)

,

where δ is the (infinitesimally) small perturbation amplitude of
the zero-mean suction/blowing. In these expansions we have
anticipated that the disturbance to the basic flow is of the same
order of magnitude as the zero-mean suction/blowing velocity
and so is of size O(δ). This fixes the amplitude of the vertical
velocity perturbation term; the relative magnitude of the other
terms is then a simple consequence of balancing terms in the
continuity and momentum equations.

In order to determine the frequency at which the suc-
tion/blowing first affects the stability of the flow we must nec-
essarily balance

∂u
∂t
∼ u

∂u
∂x

. (5)

Within the viscous sub-layer the mean streamwise velocity ex-
pands as

u = µy+ · · · = µG−1/5ϕ+ . . . ,

where µ = u′(x,0) is the wall shear; given our previous com-
ments on the boundary layer remaining attached, µ is taken to
be positive. Taken with the fact that the streamwise growth rate
of the most unstable Görtler vortex is O(G3/5) the balance ex-
pressed by (5) implies that ω = O(G2/5) (or equivalently the
frequency of the blowing/suction must be O(G−2/5)). Thus it
will be the, relatively, low frequency suction (through the peri-
odic pumping) that will affect the stability of the flow.

In order to pose this problem in the form of a flow receptivity
problem we suppose that the suction velocity is given by

v =

{

0 if x < x

F(J̃G3/5(x− x))exp
(

iλG1/5z+ iωt
)

if x≥ x

(6)
where we have set the vortex wavenumber k = λG1/5 thus al-
lowing us to focus upon the wavenumber regime containing the
most unstable Görtler vortex. To simply matters let us define
x̃ = J̃G3/5(x− x) and write

u = u0(x̃,ϕ)+G−1/5u1(x̃,ϕ)+ · · · ,

(χµ2G)−3/5v = v0(x̃,ϕ)+G−1/5v1(x̃,ϕ)+ · · · ,

Setting ω = G2/5ω0 and substituting our expansions into the
governing equation yields, to O(δ), the system of equations (in
canonical form)

(

∂2

∂ϕ2 −
ϕ
λ̃3

∂
∂x̃
−1−

iω̃
λ̃2

)(

∂2

∂ϕ2 −1

)

Ṽ0 = −
ϕŨ0

λ̃2
, (7a)

(

∂2

∂ϕ2 −
ϕ
λ̃3

∂
∂x̃
−1−

iω̃
λ̃2

)

Ũ0 =
Ṽ0

λ̃2
, (7b)

which must be solved subject to the boundary conditions

Ũ0 = Ṽ ′0 = 0, Ṽ0 = F(x̃) on ϕ = 0,

Ũ0,Ṽ0,Ṽ
′
0 → 0 as ϕ→ ∞.

Here λ̃ and ω̃ are the scaled wavenumber and frequency, respec-
tively.
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Figure 1: Plot of the first eigenvalue of system (8) for a variety of values of ω̃. Shown is the (a) real part and (b) imaginary part of σ
versus λ̃.

System (7) is most readily solved by taking the Laplace trans-
form with respect to x. To this end we define

Û0 =

∞
Z

0

e−σx̃Ũ0(ϕ, x̃)dx̃, V̂0 =

∞
Z

0

e−σx̃Ṽ0(ϕ, x̃)dx̃.

and upon taking the Laplace transform of system (7) we obtain
(

∂2

∂ϕ2 −
σϕ
λ̃3
−1−

iω̃
λ̃2

)

Û0 =
V̂0

λ̃2
, (8a)

(

∂2

∂ϕ2 −
σϕ
λ̃3
−1−

iω̃
λ̃2

)(

∂2

∂ϕ2 −1

)

V̂0 = −
ϕÛ0

λ̃3
, (8b)

which must be solved subject to the boundary conditions

Û0 = V̂ ′0 = 0, V̂0 = F̂(σ) on ϕ = 0, (8c)

Û0,V̂0,V̂
′
0 → 0 as ϕ→ ∞, (8d)

where F̂(σ) is the transform of the function F(x̃). As noted by
Denier et al. [6] this system has solutions which possess simple
poles at σ = σ j where σ j is the jth eigenvalue of the homoge-
neous system (8), j = 1,2, . . . . We therefore seek a solution to
(8) in the form

(Û0,V̂0) =
∆ j(U0 j(σ j,ϕ),V0 j(σ j,ϕ))

(σ−σ j)

+ (U1 j(σ j,ϕ),V1 j(σ j,ϕ))+ · · · . (9)

Substitution into (8) shows that U0 j,V0 j are the eigenfunctions
of (8) corresponding to eigenvalue σ = σ j. We will normalise
these functions so that U0 j has a maximum value of unity. At
next order we find that the functions U1 j , V1 j satisfy an inho-
mogeneous form of (8). Such an inhomogeneous equation only
has a solution provided a solvability condition on the inhomo-
geneous terms is satisfied. In our case this solvability condition
serves to determine the receptivity coefficient ∆ j as

∆ j =
λ̃3Q′′′2 (0)

∞
R

0
ϕ

[

Q1U0 j +Q2

(

V ′′0 j−V0 j

)]

dϕ
(10)

where Q1 and Q2 are the adjoint eigenfunctions satisfying the
system

(

∂2

∂ϕ2 −
σϕ
λ̃3
−1−

iω
λ̃2

)

Q1 +
ϕ
λ̃3

Q2 = 0, (11a)

(

∂2

∂ϕ2 −1

)(

∂2

∂ϕ2 −
σϕ
λ̃3
−1−

iω
λ̃2

)

Q2−
1

λ̃2
Q1 = 0, (11b)

subject to the boundary conditions

Q1 = Q2 = Q′2 = 0 on ϕ = 0, (11c)

Q1,Q2,Q
′
2 → 0 as ϕ→ ∞. (11d)

In order to complete the problem we must invert the transformed
velocity field; to do this we must be more precise about the form
of the function F appearing in (6). If we are interested in the ef-
fect of an isolated suction slot we can take F to be a function of
compact support in which case F will not have any singularities
in σr ≥ 0. Then, as discussed above, the only singularities of
(8) in σr ≥ 0 correspond to the simple poles discussed above
the contour of integration for the inverse transform can be cho-
sen parallel to the imaginary axis to the right of σ = ℜ(σ1). The
contour is then closed in the left-hand half plane ℜ(σ) < ℜ(σ1)
and the only contribution to the inverse Laplace transform then
comes from the simple poles at σ = σ j . Thus we obtain

(u0,v0) =
∞

∑
j=1

(U0 j,V0 j)∆ jF̂(σ j)e
σ jx (12)

so that for a given value of λ̃ the effective coupling coefficient
between the isolated (in x) unsteady suction and the vortex field
is ∆ jF̂(σ j).

Results

The eigenvalue problem posed by (8) was solved by first dis-
cretising the system using second order accurate centred dif-
ferences in ϕ. The homogeneous boundary condition Û0 on
ϕ = 0 was replaced with the normalisation condition Û ′

0 = 1
on ϕ = 0. When these boundary conditions are implemented in
the discretised version of (8) an inhomogeneous matrix equa-
tion is obtained which can readily be solved. Newton iteration
is then performed on the eigenvalue ω until the final bound-
ary condition Û0 = 0 on ϕ = 0 is satisfied, to within some pre-
defined tolerance. An identical technique is used to solve the
adjoint system (11); by noting that the adjoint system has the
same eigenvalues as system (8) we have a useful check on the
accuracy of our results.

The eigenvalues of system (8) are presented in figure 1 for a
variety of values of the forcing frequency ω̃. These show similar
trends to those discussed in Bassom & Hall’s [1] work on the
effect of crossflow on Görtler vortices. In particular we note
that for increasing frequency the vortices become stabilised at
some finite value of the scaled wavenumber λ̃. Additionally
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the magnitude of the largest growth rate ℜ(σ) decreases with
increasing frequency ω̃.

The receptivity coefficient for the leading order eigenmode,
|∆1|, is given in figure 2. In order to interpret these results the
values of the receptivity coefficient must be considered in the
context of the streamwise response of the vortex disturbance
which is given by (12). Thus the streamwise growth of the vor-
tex is determined by the real part of σ. As figure 1 demonstrates
increasing the frequency serves to reduce the growth rate. For
sufficiently high frequencies the flow is completely stabilised,
as is demonstrated by the neutral curve presented in figure 3.
To the left of this curve the flow is unstable (over a finite band
of vortex wavenumbers). The turning point in this curve is high-
lighted and occurs at ω̃≈ 2.2542. Remembering that our analy-
sis has focused upon the most unstable Görtler vortex we can
then conclude that zero-mean suction of a frequency greater
than 2.2542G2/5 will stabilise the flow to Görtler vortices (or
more precisely, promote spanwise periodic disturbances which
decay downstream).

Conclusions

We have shown that zero-mean suction can promote growing
Görtler vortices in the boundary-layer flow over a concavely
curved surface. If the frequency of the zero-mean suction is
suitably high the vortices will decay immediately downstream
of the source of the suction. Thus zero-mean suction provides a
potential mechanism for the suppression of Görtler vortices.
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Abstract 
The safety of a ship is studied using the theory of "safe basin" in 
this paper. The safe basins of the single degree of freedom 
(rolling) in waves and winds are investigated. The influences of a 
static heel angle, waves and winds to the safe basin erosion are 
examined. It is found that the shape of the safe basin is changed 
when a static bias angle takes place, and the area of the safe basin 
decreases while the static heel angle increases, but the safe basin 
will begin to erode in waves or winds. 
 
Introduction  
Current practice in the stability design of ships is based on the 
righting lever in still water (the GZ curve). Such an approach 
considers a ship in calm water, and imposes certain restrictions 
on the characteristics of the GZ curve. As a measure of the safety 
of a ship, the GZ curve gives a good description of the stability of 
a ship in still water, such as the initial metacentric distance (GM); 
the largest steady heeling force that the vessel can withstand 
without capsizing (maximum GZ); range of stability; and angle 
of deck edge immersion. However, large-amplitude ship motions 
are essentially transient due to the sudden appearance of waves 
and a gust of wind. Further, the ship capsizing, resulting from 
these nonlinear motions, is a dynamic process, the transient 
condition is therefore a much more useful measure of capsize.  
[13-15] first introduced the concept of “safe basin” to the study 
of the nonlinear ship rolling motion and capsizing. For a ship in 
still water experiencing a single-degree-of-freedom (1-DOF) roll 
motion due to initial disturbance, plotting the evolving solution 
of the 1-DOF dynamic system as a trajectory in phase space (with 
normalised roll angle and roll angular velocity as x and y axes 
respectively) rather than as a time history, [14,15] obtained a 
trajectory spiral into the origin as the ship comes to rest. 
Stationary steady solutions are represented in phase space by 
points, while periodic solutions appear as closed curves, such as 
the case of a ship in waves. Those stable solutions are called 
attractors, while the unstable solutions are called repellers. The 
combination of the domains of all attractors is termed the safe 
basin [9].  
Marshfield [5] demonstrated the nonlinear character of the 
frequency response curve and the existence of bi-stability within 
a certain range around resonance through “Admiralty model 
tests”. By applying the nonlinear dynamic system theory on the 
ship-capsize problem, [9] and [16] considered the capsize process 
as dynamically equivalent to the escape of a ball rolling in a 
potential well, i.e. a transient phenomenon. The significance of 
the new method of quantifying stability of a ship in waves is that 
the use of the transient capsize diagram to assess the ship hull's 
capsizability, and the demonstration of considerable impact of 
bias on the maximum wave slope at which capsize is still 
resisted. [3] extended the nonlinear dynamic system theory to the 
study of 1-DOF nonlinear rolling motion and capsizing of biased 
ships in random beam seas. Compared to the inertia effects and 
hydrostatic righting moments, the relatively small damping and 
wave excitation moments were treated as perturbations. 
Assuming an unperturbed system model, safe and unsafe areas 
were defined in the phase plane to distinguish the qualitatively 
different ship motions of capsize and non-capsize. Capsize events 
were represented by solutions passing out of the safe region. 

Finally, they presented the quantitative description of the 
influence of bias on the probability of capsize in random beam 
seas, and concluded that the widening of the dangerous 
significant frequency range when bias is presented.  
In this paper, a current-in-use cargo ship is used for the study of 
safe basin erosion. The nonlinear damping, which is very 
important to ship roll motion in waves, is obtained by an 
experiment of the ship model rolling in waves in a wave tank. 
Other coefficients in the roll motion equation of the ship in waves 
are obtained through theoretical methods. The safe basins with 
and without heel angle are discussed, and the safe basin erosions 
caused by the exciting wave spectrum and the pulse wind 
spectrum are investigated by using a quantitative method. 
 
Theoretical Formulation 
A typical roll motion with single degree of freedom can be 
described as 
              ,)t(F)t(FC)(B))(II( windwave +=+++ θθωθω∆ &&&            (1) 
where θ  is the roll angle, θ&  and θ&&  are the first and 
second derivatives with respect to time, I is the total 
moment of inertia in roll, )(I ω∆  is the roll added mass 
coefficient, θω &)(B  is the nonlinear damping moment, θC  
is the nonlinear restoring moment, Fwave(t) is the wave 
exciting moment, and Fwind(t) is the wind exciting 
moment. Various expressions of damping and restoring 
terms were used to simulate the nonlinear characteristics 
of roll motion. The commonly used representations are: 

,)(B)(B)(B NL θθωθωθω &&&& +=          (2) 

,CCCC 3
310 θθθ ++=       (3) 

where BL and BN are the linear and nonlinear damping 
coefficients respectively, C1 and C3 are the linear and 
third-order restoring force coefficients, and C0   is the bias 
moment which can arise due to wind, cargo, ship damage 
or the pull of a fishing net. 
Eq. 1 is a frequency domain description since )(I ω∆  and 

)(ωB  are frequency-dependent due to the presence of the free 
surface. Following [7], the time-domain ship rolling 
motion equation can be written as: 
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where )(I ∞∆  is the hydrodynamic added mass coefficient 
evaluated at the infinite frequency limit; )t(K is the 
hydrodynamic rolling moment due to impulse roll velocity 
expressed as Eq. 5; and its integral is usually called the memory 
function, as it represents how roll-radiation moments depend on 
the history of rolling velocity.  
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Following [17], the wave exciting moment Fwave(t) can be 
expressed by 
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where 
0)( ςωwaveF  is the response function of wave exciting 

moment in frequency domain; )(ωε  is the response function of 
the phase difference in frequency domain represented by a 
random value between 0 and π2 ; and )(S ως

 is the wave 

elevation spectrum represented by ITTC two-parameter formula:  

[ ]4
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A
)(S ω

ω
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where 4
z

2
3/1 THA /173=  ,  (8) 4

zTB /691= ,                  (9) 
H1/3 is the significant wave height and Tz is the zero up-
crossing wave period.  
Following [1], the wind exciting moment Fwind(t) can be 
expressed as: 

)(
2
1)( 2 tuzACtF awamwind ρ= ,    (10) 

where Cm is the wind moment coefficient; aρ  is the density of 

air; 
wA  is the wind area; az  is the height of the wind area centre; 

and )(tu  is the velocity of wind. In order to determine the safe 
basin erosion caused by the wind, the pulse wind spectrum 
different to that of [1] is adopted, and can be described by a 
Fourier series: 
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where 0u is the average velocity of wind; iω is the pulse 

frequency of wind velocity; iε is the phase difference of wind 
velocity; and iu is the turbulent velocity of wind 
expressed as: 

ωω dSu ui )(2= ,     (12)                

where the wind velocity spectrum can be represented by Von 
Karman spectrum [11], 
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where U  is the longitudinal mean wind speed; ω  is the 
frequency of pulse wind; u

xL  is the longitudinal turbulence 

integral length scale of longitudinal turbulence; 2u is the 
variance of longitudinal turbulent velocity; and c is a constant 
that is the function of height of observation site and its 
surrounding terrain.  
Since the general solution for nonlinear ordinary differential 
equation with 1-DOF describing roll motion of a ship in waves is 
unknown, the solution of Eq. 4 will be obtained by numerical 
simulation. The phase space consists of roll angle θ  (-1.5~1.5) 
and roll velocity θ&  (-0.31~0.31), and is divided into 620600×  
small areas. Eq. 4 with initial condition including the values of 
each small area is solved by using the Adams fourth-order trial 
and error method. If the solution can be obtained, the small area 
is called the domain of safe abstract marked black. The safe basin 
is obtained by the combination of the domains of all the safe 
attractors.  
 
Parameters and coefficients of the ship 
The data of a current-in-use cargo ship introduced in our 
study are given in Table 1. The GZ curve of the ship is 
shown in Fig. 1. The linear and third-order restoring 
moment coefficients are obtained by the fitting of the GZ 
curve,  0.56725*

1 =C  and 5-0.4799260*
3 =C . 

Then the linear and third-order restoring force 
coefficients are: 

*
11 gCC ∆=  , and *

33 gCC ∆= . 
The linear damping is obtained by numerical computation using 
3D Source Distribution Method, while nonlinear damping is 

obtained by an experiment of the model ship rolling in irregular 
waves. The value of nonlinear damping NB   ( 610502.2 ×=  

2mkg ⋅ ), is finally obtained from roll time record in irregular 
waves using Random Decrement Technique. For details of the 
obtaining of nonlinear damping in an experiment, readers can 
refer to [4]. 

Length 
overall 105.9 m LP 99 m Displacement 6.2 x 106 kg

Mean 
Draft 5.55 m

Inertial 
Radius of 

Roll 
0.35 m 

Centre of 
Gravity above 

Baseline 
6.715 m 

Breadth 16.0 m Depth 9 m Natural Period 
of Roll 23.55 s 

Table 1. Principle dimensions of the cargo ship. 
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Fig. 1 GZ curve of the ship. 
 
Results and discussion 
Effects of heel angle 
The safe basins with different heel angles without wind and 
waves are shown in Fig 2- Fig. 4. The intersection of the top line 
and bottom line is called a saddle, which is the position where the 
safe basin begins to disappear. The values of saddles with 
different initial heel angle δ  are shown in Table 2.  Several 
significant differences between safe basins with or without heel 
angle can be observed from the figures: 1) The safe basin without 
heel angle, which is symmetric to x-axis and y-axis, is composed 
of a top and bottom curve, while the safe basin which is 
asymmetric to y-axis is closed by a curve when the heel angle 
appears; 2) The value of the left saddle is different from the value 
of the right saddle when the heel angle appears; 3) The area of 
safe basin decreases as the heel angle increases; 4) no safe basin 
erosion occurs if wind and waves are not considered.  

Heel angle (rad.) Values of left saddle 
(rad.) 

Values of right saddle 
(rad.) 

0 -1.0871 1.0871 
0.01 -1.06756 0.9336 
0.08 -1.03998 0.60985 

Table 2 Values of saddle with different hell angles. 

Effects of waves 
Fig. 5 and Fig. 6 are the safe basins in [10] and the present study 
respectively, using wave slope spectrum for the excitation 
parameters 9.0/,03.0/ 0

2
0 == ωωω Na  (equal to excitation 

parameters 63/1 =H m, 10=T s). However, the response 
function of the exciting moment in [10] is a sinusoidal response 
function, while the response function in the present study is a 
response curve obtained from theoretical calculation. As can be 
seen from the figures, excellent agreement is obtained, indicating 
the feasibility of present method. The safe basin using the ITTC 
spectrum with the same excitation parameter 63/1 =H m, 

10=T s is shown in Fig. 7. The quantitative results are obtained 
by an introduction of safe basin ratio 

SA , a value of 
computational area divided by the safe basin area. The values of 

SA  in Fig. 6 and Fig. 7 are 0.548 and 0.352 respectively, 



 

demonstrating the significant impact of the selection of wave 
spectrum on safe basin erosion. The adoption of the wave slope 
spectrum results in the evaluation of a larger safe basin area.      

 
Fig. 2 Safe basin without wind and waves ( 0=δ ) 

 

 
Fig. 3 Safe basin without wind and waves ( 010.=δ ) 

 
Fig. 4 Safe basin without wind and waves ( 080.=δ ) 

 

 
Fig. 5 Safe basin in waves using wave slope spectrum, 

9.0/,03.0/ 0
2
0 == ωωω Na . 

 
Fig. 6 Safe basin in waves using wave slope spectrum, 63/1 =H m, 

10=T s. 

 
Fig. 7 Safe basin in waves using ITTC spectrum ( 63/1 =H m, 10=T s). 
 
Fig. 8 and Fig. 9 show safe basins obtained using ITTC spectrum 
with different 

3/1H  and same T . Fig. 10 is a safe basin obtained 
using ITTC spectrum with excitation parameters 63/1 =H  m, 

6=T s (the same 
3/1H  as in Fig. 7). As can be seen, the higher 

the wave height 
3/1H , the smaller the safe basin area. However, it 

appears that the effect of a wave period on the safe basin area is 
small. This is because the much longer natural roll period of the 
ship compared to the wave periods. 

 
Fig. 8 Safe basin in waves using ITTC spectrum ( 53/1 =H m, 8=T s). 

 
Fig. 9 Safe basin in waves using ITTC spectrum ( 33/1 =H m, 8=T s). 

 
Fig. 10 Safe basin in waves using ITTC spectrum ( 63/1 =H m, 6=T s). 
 
There is a significant difference in the shape of safe basin in 
waves in comparison with the safe basin in calm water without 
wind. The two sides of the boundary have extended outside, and 
even the unsafe attractors appear inside the safe basin, i.e. the 
safe basin erosion occurs. As can be seen, the ship is more 
dangerous under the higher wave height 

3/1H , as the safe basin 
erosion area is larger. 
 



 

Effects of wind and waves 
The velocity and turbulence statistics at the north-eastern coast of 
Taiwan under high-wind condition by [11], is selected as the 
environmental condition for the present study. The different wind 
parameters, also used by [2], are shown in Table 3.  
When wind is considered, safe basin erosion occurs (see Fig. 11 
for 78.18=U  m/s). Fig. 12 is the safe basin obtained using 
ITTC spectrum with wave excitation parameter 53/1 =H  m, 

8=T s and wind parameter 58.15=U  m/s. Compared to the 
safe basin in Fig. 8, it can be seen that their shapes are almost 
identical. However, the different safe basin ratios 

SA  (0.1410 in 
Fig. 8 and 0.1381 in Fig. 12) indicate that the effect of wind on 
the safe basin is not negligible.  
 
Conclusions 
Ship capsize has been studied using safe basin theory. The effects 
of initial heel angle, waves and winds on safe basin erosion have 
been discussed. The following conclusions can be drawn from 
the present study: 
 The area of the safe basin is dependent on the heel angle. The 
larger the heel angle, the smaller the area of the safe basin. 
However, no safe basin erosion occurs if the ship is in calm 
water without wind. 

 The wave exciting spectrum is found to have a significant 
effect on the safe basin erosion. The safe basin area is 
unreasonably large if the ideal wave spectrum is used. 

 The wave height has a greater impact on safe basin erosion than 
the wave period. The pulse wind is also found to cause safe 
basin erosion. The random properties of wind and waves 
should be considered in the investigation of safe basin erosion.  
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Abstract

We provide a solution to inviscid steady exchange flow between
continuously stratified reservoirs, where it is assumed that the
flow in each direction is independently self-similar. The solu-
tion requires knowledge only of the two reservoirs stratifica-
tions and an imposed net barotropic through flow, and includes
regions of stagnant fluid which separate two counter-flowing,
stably stratified layers. It is argued that these stagnant, or in-
active layers, may play a role in oceanic and geophysical flows,
but are inherently difficult to observe in field measurements.

Introduction

Density driven exchange flow through a channel connecting two
reservoirs occurs in many geophysical systems, in particular
between ocean basins, between semi-enclosed seas and the open
ocean, and at the mouth of estuaries. To first order, a solution
for bi-directional exchange can be obtained by assuming a two-
layer structure in the flow [1, 2, 7]. The two-layer hydraulic
solution can be used to give a first order prediction of flow
through a channel, assuming that the end reservoirs are homo-
geneous and that the fluid is inviscid, hydrostatic, non-rotating
and incompressible. However geophysical flows are invariably
more complicated than the two-layer theory. Here we present
the results of a study into the influence of stable stratification in
the reservoirs upon exchange flows.

Continuously stratified internal hydraulics was investigated by
Killworth [5] for the case of uni-directional flow. In appendix A
of that paper it was demonstrated that if inviscid bi-directional
exchange between stratified reservoirs were to occur, then the
vertical position of the streamline dividing the two counter-
flowing regions can only occupy one position in the vertical: it
must be flat everywhere. This result breaks down in two cases;
first, when the density coordinates are discontinuous (that is,
when the vertical gradient in density is zero) and second, when
there is a discontinuity in density at the dividing streamline.

Engqvist [3] used a multi-layer formulation to include strati-
fication into bi-directional exchange flows through a contrac-
tion. The multiple layers are divided into left- and right-flowing
groups and if these two groups of active layers are separated by
a central layer which has zero velocity, then the problem can
be solved. The central stagnant layer has the effect of decoup-
ling the two groups of layers so that control conditions for each
group of layers independently satisfies Wood’s [6] criteria for
control of the selective withdrawal problem.

Motivated by the result of Killworth [5] we have investigated
the problem of flow through a flat-bottomed contracting chan-
nel using analytical techniques and a two-dimensional numer-
ical model. We extend Engqvist’s [3] layered solution to con-
tinuously stratified flow. In addition we show a solution where
the two active layers are allowed to make contact at one point.
We proceed test this theory against the numerical model.

Analytical model

The selective withdrawal problem

The derivation of selective withdrawal of an inviscid fluid from
a stratified reservoir was originally due to Wood [6]. One as-
sumes a single layer flow in which the reservoir density profiles
and channel shape is known. The linear Bernoulli function for
a Boussinesq fluid is written

B(x,z) =
p+ ρgz

ρ0
, (1)

wherex is the horizontal coordinate,z denotes height,g accel-
eration due to gravity,ρ density,ρ0 the reference density andp
pressure. Defineη, the upstream height coordinate which fol-
lows streamlines (so that in the reservoirz = η), and note that
density conservation implies thatρ = ρ(η) only. Conservation
of energy along a streamline is then simply

1
2u2 +B = B∞, (2)

whereu is horizontal velocity andB∞(η) is the Bernoulli func-
tion in the upstream reservoir (whereu = 0).

Conservation of volume along a streamline can be written

ubzη = Q(η), (3)

whereb(x) is the channel width andQ is the flux along the
streamline. Equations (2) and (3) then allow solution of the
selective withdrawal problem.

These equations are now applied to the withdrawal of a stably
stratified fluid (with total upstream depthh) through a contract-
ing channel. The boundary conditions on the flowing layer in-
clude a solid surface on the lower boundary wherez = 0, and
a free upper surface with a density jumpδρ. We assume that
flow within the layer is self-similar [6], or in other words the
height and energy of a streamline can be separated intox- and
η-dependent parts:

z(x,η) = α(x)η, (4)

B(x,η) = α(x)B∞(η). (5)

The factorα(x) describes the reduction in height of a streamline
from the upstream reservoir conditions.

The assumption of self-similarity allow us to write down a solu-
tion to this problem. The horizontal velocityu can be deduced
from (2), and substituted into (3) to obtain

b(x)α(x)(1−α(x))1/2 =
Q(η)

(2B∞(η))1/2
. (6)

The left hand side of (6) depends only uponx, while the right
hand side is a function ofη, implying that both sides are con-
stant. Thex-derivative of (6) gives

1
b

db
dx

=
1
α

dα
dx

(
3α−2

2(1−α)

)
. (7)
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Figure 1: Schematic of stratified exchange flow. (a) Contracting
channel in plan view; (b) case C1; Engqvist’s solution for two
decoupled layers separated by a minimum distance of∆h; (c)
case C2; solution where flowing layers touch at one (and only
one) point. In both cases upstream stratification for each layer,
and upstream height coordinate are known.

When there is a minimum inb(x), then eitherdα/dx = 0 or
α = 2/3. The latter case was defined by Wood [6] as a point of
hydraulic control, which enables us to find velocity and density
everywhere provided that the withdrawal heighth is known.

Application of self-similar flow to bi-directional exchange

We now apply Wood’s self-similar solution to exchange flows,
where we have two stably stratified reservoirs at either end of a
channel which has a simple minimum in width. Two cases are
considered, as depicted in figure 1. In both examples we allow
for two active layers flowing in opposite directions, and use two
upstream vertical coordinates (η1 for the upper layer, andη2
for the lower layer). The first scenario (case C1, figure 1(b))
is simply the continuous extension of the layered solution pro-
posed by Engqvist [3], and we therefore refer to it as Engqvist’s
solution. In this solution there are two active layers which are
divided by a stagnant, or inactive region in which we assume
that vertical gradients of both velocity and density are zero. At
some point in the channel the stagnant region has a minimum
thickness which we call∆h. For this case we expect the density
jump which bounds the flowing layers,δρ, to be zero.

In the second case (C2, figure 1(c)), the two flowing layers
touch at a single point. This is analogous to Engqvist’s solu-
tion with ∆h = 0, andδρ finite. The inactive region still exists
in this solution, and is of finite thickness throughout the length
of the channel except for the point where the layers touch.

The solution of these equations requires knowledge of the up-
stream withdrawal heighthi for each layer. We have several
restrictions which allow us to calculate these heights, namely
that the two layers are closest at some pointx0

α1(x0)h1 + α2(x0)h2 = 1−∆h, (8)

(where all heights have been nondimensionalised by the total
heightH of the channel). In addition there are conditions on the
density of the streamlines bounding the active layers, namely

(C1) : ρ1(h1) = ρ2(h2) δρ = 0, (9a)

(C2) : ∆h = 0 δρ =
ρ2(h2)−ρ1(h1)

2
, (9b)

where we have assumed that stagnant fluid has density which is
the half-way between the densities on the streamline bounding
either active layer.

One more condition on layer heights is required to close this
problem. This condition is a specified barotropic fluxq0
through the channel. For the cases shown here, we retain sym-
metry, so thatq0 = 0, and reservoir stratifications are linear and
symmetric (although more general solutions are possible via it-
erative methods [4]). Because of this symmetry, the pointx0 is
found at the centre of the channel,αi(x0) = 2

3 , h1 = h2 and (8)
becomes

∆h = 1− 4
3hi . (10)

This is sufficient to close the problem.

Comparisons

We now test the theory (and, by implication, the self-similar as-
sumption) by simulating stratified exchange flows with a hydro-
static 2-dimensional numerical model (see [4] for details). We
compare the numerical and analytical solutions, to determine
whether the assumption of self-similarity and the derived solu-
tion provide a suitable description of stratified exchange flows.
In comparing the two solutions, we are primarily interested in
whether the self-similar solution is selected by the numerical
simulation, but note that we expect to see some differences due
to the role of diffusion and viscosity in the simulations. Thus
we anticipate that the numerical solution will be more diffuse,
particularly close to the edge of the active layers, where dis-
continuities in velocity and density gradients are present in the
analytical model.

In the two cases presented, both reservoirs are linearly stratified
with the same density gradient (described by the top to bottom
density differenceδV ), but the mean density of each reservoir
is offset by a small amount (the horizontal density difference
beingδH ). The ratio of vertical to horizontal density differences
rρ = δV

δH
governs whether solution C1 or C2 will be selected. For

large values ofrρ the stratification in the reservoirs is strong and
solution C1 is expected. For smallrρ solution C2 is possible.

Case C1

The analytical flow field is shown in figure 2(a) for the case
rρ = 4. The numerical simulation, shown in panel (b), appears
to be qualitatively similar; both solutions show anti-symmetric
layers which accelerate through the contraction. A region of
zero (or small) velocities divides the two flowing layers. The
two lower panels in this diagram show the differences between
the numerical and analytical solutions for the density (c) and
velocity (d) fields as a percentage of the range in density and ve-
locity respectively. These diagrams show that, to first order, the
assumption of self-similarity applies in the numerical solution.
Within the active layers the differences between the two solu-
tions are generally very small (< 3%). Self-similarity deteri-
orates with distance along the channel, which is expected from
the impact of diffusion and viscosity in the numerical solution.

The largest differences between the numerical and analytical
solutions (10–15%) can be seen at the edge of the flowing lay-
ers, and within the inactive regions. The analytical solution pre-
dicts a discontinuity in the velocity gradient at the edge of the
flowing layers, so that the diffusive flux in the numerical solu-
tion is expected to be large. Viscosity thus acts to thin the stag-
nant region in the centre of the channel (nearx/L = 0) so that
it might appear from the numerical solution that the stagnant
region does not extend to the centre of the channel. The velocit-
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Figure 2: Engqvist’s solution (case C1) withrρ = 4 andq0 = 0. Isopycnals (contours) and velocity (vectors) for (a) the self-similar
analytical solution; (b) numerical simulations. (c) Difference in density and (d) difference in horizontal velocity.

ies in this region are small compared to velocities in the active
layers, but the effects of recirculation can be seen in the density
field. In fact, the largest errors in the density field are due to
these recirculations, which produce a statically unstable density
profile in the inactive parts of the flow. These unstable regions
are allowed to develop, as the numerical convection routine is
turned off. It is shown in Hogg and Killworth [4] that the addi-
tion of convection removes the unstable density fields without
altering flow in the active layers.

Case C2

A more stringent test of the self-similarity assumption is the
case where stratification is further weakened, as shown in fig-
ure 3 so that the analytical solution requires that the layers meet
at a point and the density jump,δρ is finite. The implication of
this solution is that some fluid from (say) reservoir 2 is dense
enough that it might be exchanged, but that the requirement for
self-similar flow, in combination with the existence of flow in
layer 1, acts to block the passage of this dense fluid. The data
shown in figure 3 supports the hypothesis that self-similar flow
occurs in this case. This can be seen by the small differences
(< 5%) within the two flowing layers. In this case there are dis-
continuities in both density and velocity at the edges of the flow-
ing layers in the analytical solution. The result is that diffusion
is large in the numerical solution so that differences between
numerical and analytical predictions are as great as 20% at the
edges of the layers, and also acts to reduce the total transport of
each layer.

The analytical solution in figure 3 includes a finite width stag-
nant region everywhere except atx = 0. However the numer-
ical solution (figure 3(b)) shows that the stagnant region is only
observable there towards either end of the channel. This high-
lights the role of viscosity in thinning the stagnant region. One
can infer from these simulations, which use the minimum vis-

cosity necessary for stability, that stagnant layers are unlikely
to be observed in geophysical flows with reasonable values of
viscosity. Nonetheless, the importance of self-similarity in the
simulated flow indicates the relevance of the solution presented
here as an estimate of exchange flux.

Discussion

We have presented a method of calculating flow between strat-
ified reservoirs assuming that flow within each of two active
layers is self-similar. The simplification yielded by the assump-
tion of self-similarity allows us to solve analytically for flow in
both layers, producing a solution which predicts that parts of the
fluid column are inactive. It is these inactive or stagnant regions
which allow us to overcome the paradox raised by Killworth
[5]. In that paper it was shown that if bi-directional stratified
exchange flow were to occur, then the zero-velocity streamline
can only occupy one vertical position. The self-similar solutions
bypass this condition because the zero streamline(s) occur in re-
gions of the flow where there is no vertical gradient in density.

We have proposed two self-similar cases which are solutions for
stratified bi-directional flow through a flat-bottomed contracting
channel. Confirmation of the solutions are difficult. The theory
described here is inviscid by necessity, and yet we are using it as
a theoretical model to describe flows which will always feel the
effect of viscosity. This is true for observed geophysical flows,
laboratory models and numerical simulations. Numerical sim-
ulation allows the greatest scope for comparison, since we can
run the model such that viscosity and diffusion are minimised.
These comparisons show the first order effect that viscosity and
diffusion have upon the flow, and that the major elements of the
theoretical solution can be identified in the simulated flows.

In the examples shown, the inactive regions are thinned by
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Figure 3: Case C2 usingrρ = 1 andq0 = 0. Panels as for figure 2.

the transfer of momentum from the neighbouring active layers.
This acts to mask the existence of the stagnant regions in the
viscous case, and provides an explanation as to why the self-
similar solution to stratified exchange flows has not been con-
sidered before as a general solution to this problem. There is
unlikely to be any observational evidence indicating that a stag-
nant region plays a role in dynamic flows.

The stagnant layers which are specified in these analytical solu-
tions present two difficulties. Firstly there is the question of how
they form, and secondly how they connect to reservoir condi-
tions. The former question presents little difficulty for case C1,
where the stagnant layer is constrained in density by the fact that
the bounding densities of the two active layers are equal. How-
ever, for case C2 we have (somewhat arbitrarily) chosen the
stagnant layers to have density which is intermediate between
the two bounding densities. It is important to stress that this
density cannot be achieved by mixing in our inviscid solution.
We have chosen this density as a suitable boundary condition
on the active layers which allow computation of the solution.

Similarly, it is not possible for the homogeneous stagnant lay-
ers to connect smoothly to reservoir densities in a time depend-
ent flow for either cases C1 or C2. A possible scenario is that
convection (which is not included in these simulations) is im-
portant. One might expect this to alter the solution to some ex-
tent, however in hydraulically controlled flows such as these the
solution is controlled at the throat of the contraction; so that the
most relevant quantity is the density which acts as a boundary
condition on the active layers there. For this reason the assumed
homogeneous stagnant layers produce a solution which closely
approximates the time dependent cases.

It may also be noted that the fast flowing layers do not match
reservoir conditions. In realistic flows it would be expected
that a transition to subcritical flow (probably via an internal
hydraulic jump) would occur. We have omitted this possibil-

ity by ignoring hydraulic jumps in the analytical solution, and
by setting the boundary conditions at the open boundaries of
the numerical solution to allow supercritical flow to pass out of
the model domain. Internal hydraulic jumps may well occur in
more realistic flows, however the presence of stagnant layers
means that the jump is insulated from the neighbouring active
layer.

Despite these unresolved issues, the solutions presented here
provide a simple resolution to a problem which has been as-
sumed in the past to be too complicated to address. The solu-
tions give useful and simple estimates for flux through a con-
traction in a channel between stratified reservoirs, and the prob-
lem can be solved analytically.
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Abstract

The impact flow on a vertical wall resulting from a dam break
problem is simulated using a Navier-Stokes (NS) solver. The
NS solver uses an Eulerian finite volume method (FVM) along
with a volume of fluid (VOF) scheme for phase interface cap-
turing. The purpose of this study is to assess the accuracy of
the solver for problems in the category of wave impacts. Pre-
vious experiments and other numerical solution techniques are
compared with the solver’s results. Different aspects of the flow
such as free-surface elevation before and after the initial impact
have been studied in depth. The pressure peak due to water im-
pact on the vertical wall has also been analyzed. Water viscosity
and air compressibility effects have been assessed. The signif-
icance of the time step and grid resolution are also discussed.
Results show favorable agreement with experiments before wa-
ter impact on the wall. However, both impact pressure and free-
surface elevations after the impact depart from the experiments
significantly. Hence the code is assessed to be good only for
qualitative studies.

Introduction

Hydrodynamics of free-surface flows that cause impact loads
on the maritime structures, has not been fully understood. The
impact loads are important in designing offshore and coastal
structures. Typical problems such as green water loads on ships,
wave run-up on offshore structures, slam loads and sloshing
loads in tanks are important in the area of naval hydrodynamics.
Available theories such as potential theory, which is commonly
solved by a boundary element method (BEM), cannot be suc-
cessfully applied to such problems. This is because, in addition
to the free-surface geometrical complexities, discontinuities in
the flow and air entrainment effects in these problems cannot be
treated satisfactorily by the said theories [3].

New trends are towards direct numerical solutions of NS equa-
tions. It then becomes necessary to find a proper numerical
method that best serves the above mentioned complexities. In
fact, the need for a computational fluid dynamics (CFD) pack-
age for naval hydrodynamics problems is highly increasing.
Different numerical techniques and packages are under investi-
gation to explore a robust methodology to numerically simulate
complex free-surface and impact problems. Among the large
volume of literature written on this subject, [9] provides a good
review and highlights the problems associated with numerical
techniques.

The dam break problem was approached mathematically by
Stoker [11]. For studying green water loads on ships, this
problem was investigated experimentally by Zhou et al. [13].
The dam break flow with the consequent wall impact is widely
used to benchmark various numerical techniques that tend
to simulate interfacial flows and impact problems (see e.g.
[1, 2, 4, 5, 8, 10]). This is due to the fact that this problem
includes several features of existing problems in the area of ma-
rine hydrodynamics and coastal engineering. For example, in a
shipping of waterevent, the problem includes: wave run-up on
the ship bow; formation of a water height above the deck (dam

formation); high velocity shallow water flow (dam break); and
impact of the flow on deck mounted structures (impact to the
vertical wall) [2]. Therefore, the impact flow on a wall resulting
from a dam break problem has scientific and practical impor-
tance.

This work uses FLUENT, a state of the art CFD package, which
is widely used in both industry and academia. However, to the
authors’ knowledge, the software’s strengths have not yet been
proven in solving interfacial flow problems existing within the
naval hydrodynamics framework. Therfore, the motivation of
this work was to assess the software benchmark for this cate-
gory of problems. The package uses a finite volume method to
solve the NS equations and has several features for multi-phase
flows. Among these, the VOF method is considered suitable
for free-surface problems. We examine various grid sizes, time
steps, air compressibility, water viscosity and turbulence effects
to obtain the most realistic results from the solver. The problem
dimensions are taken from [13] for comparative purposes.

The Problem Setup

A schematic of the dam break model is presented in figure 1.
In this model, the tank size isL = 3.22 m andH = 2.0 m and
a column of water (L = 1.2 m andH = 0.6 m) is located in
the left side of the tank. For impact pressure measurements on
the downstream wall, similar to the experiments in [13], a point
P(3.22 m, 0.16 m) is defined on the wall. Free-surface eleva-
tions are recorded at stationsh1 andh2 at distancesx1 = 2.725
m andx2 = 2.228m from the origin (left side wall) respectively.
Notationsh1,h2,x1,x2 are selected to be consistent with [4, 13].

Water is considered viscous with a constant density ofρw =
998.2 kg/m3. The density of air is also considered constant
(ρa = 1.225kg/m3). The flow is modeled as both laminar and
turbulent, however, the plotted results are from laminar model.
As shown in figure 1, the boundary conditions are all set aswall
conditions except for the tank top, which is set aspressure out-
let. The pressure outlet boundary condition maintains a zero
gauge pressure at the defined boundary, which is desired for the
tank top.

Figure 1: General layout of the dam break problem and bound-

ary conditions.



The Numerical Setup

With the VOF method, the software allows the use of theseg-
regatedsolver only. This solver considers the integral form of
the momentum and continuity equations, which are solved se-
quentially. Since these equations are naturally coupled, sev-
eral iterations over the solution cycle must take place to provide
convergence at each time step. During the iteration process,
the Poisson equation, derived from the continuity and the lin-
earized momentum equations, is used for pressure and velocity
field corrections. The convergence criterion for the continuity
equation and the velocity components was selected as0.001.
For further details on the solver refer to [6].

Grid Size

The simple problem geometry allows for efficient discretisa-
tion of the domain using plane quadrilateral cells. Differ-
ent grid sizes were examined to investigate the sensitivity and
the accuracy of the results. The following grids were used;
A1: 10mm×10mm, A2: 30mm×30mm, A3: 50mm×50mm,
A4: 100mm×100mm and A5: mixture of30mm×30mm and
15mm×15mm.

Uniform grid refining was observed to increase the computa-
tional burden as well as degrade the results. For example, for
the case A1, the computation time increased dramatically and
solutions did not converge at the initial water impact stage, even
for ∆t = 10−9 s. The accuracy of both the impact pressure and
the free-surface elevations depended on the grid sizes. It was
also found that the results were much more sensitive to the mesh
size rather than the time step. The results for fluid pressure at
pointP approached an upper extreme for refined grid sizes. For
example, A4 under-predicts the pressure peak atP whereas A1
gives a very steep and high pressure peak atP. For local aver-
aging of the pressure, various approximation schemes such as
Facet Average Total Pressurewere used. All the used schemes’
definitions are available at [6].

Time Step

A proper time step, which provides converged results, is a func-
tion of grid size applied to the problem. For the case A5, con-
sidering∆t = 0.004andvf luid =

√
2gH = 3.431m/s, the max-

imum value of the Courant number over the domain becomes
C = vf luid∆t/∆x = 0.91. This time step was observed to be too
conservative since∆t = 0.01 s was also applied and the solu-
tions were similar and converged. For the cases A2, A3 and
A4, ∆t = 0.01 s was sufficiently small to provide convergence
during the entire simulation time. For the case A1, a time step
of ∆t = 10−9 s did not provide convergence at every time step -
even with80 iterations per time step.

In the plotted results, A5 was used for spacial discretisation
with a time step of∆t = 0.004s. In A5 the grids were reduced
to 15mm×15mm in the locations where the free-surface was
expected. When an unsteady VOF calculation is performed in
FLUENT, a time step different to the one used for the rest of
the transport equations is defined for the volume fraction cal-
culation. The time step is refined based on the input for the
maximum Courant number allowed near the free-surface [6].
The Courant number for this purpose was0.25. For the selected
time steps, the solutions were all converged with the required
number of iterations between10and20.

Description of The Flow

Figure 2 presents some snapshots of the flow at different times.
A non-dimensionalised time,τ = t(g/H)1/2, whereH is the
initial water height, is used for explaining different stages of

the problem. At timeτ = 0 (not shown in the figure) the wa-
ter column is allowed to flow. A relatively high velocity and
shallow water depth flow in thex-direction quickly forms(e.g.
τ = 2.02). As time progresses, the flow impacts on the vertical
wall at the opposite side of the tank. An upward water jet is
suddenly formed that rises until gravity overcomes the upward
momentum (aroundτ = 4.04). At this moment, the jet becomes
thicker and the flow starts to reverse. Due to the oncoming flow,
an adverse momentum gradient is created that results in an over-
turning wave (aroundτ = 5.46). This wave formation continues
until the wave tip reconnects with the incident shallow water
flow that now has less forward momentum. (beforeτ = 6.06).
A sudden rise in pressure occurs at the reconnection point that
is of the same order of magnitude as the pressure in wall impact.
This is due to the existence of high relative momentum between
fluid at the wave tip and the free-surface just before the attach-
ment. A secondary but smaller overturning wave is created due
to this impact and breaks in the same manner as the first wave
(aroundτ = 7.08 andτ = 8.69). At this stage, the flow has be-
come complicated as several big and small pockets of entrained
air have been created due to the first and the subsequent impacts
on the free-surface. Forτ > 8.69, the overall momentum of the
flow has reduced considerably, therefore, analysis of the flow
beyond this point is of no practical significance.

Figure 2: Dam break flow and impact against the tank wall.

τ = t(g/H)1/2. Grids are based on case A5. The illustrated grid

is of 20cm×20cm in size and is a guide only.

Free-surface Reconstruction

In wave-structure interaction problems, free-surface location
relative to an immersed body is an indicator of the impact’s ex-
tent on the body. For example, in green water incidents, the
key feature of the problem is to find out the initial water sur-
face elevation just before the flow starts to run over the deck
[2]. The studied problem here includes the free-surface from
the smoothest geometry at the early stages of the dam break, to
the most violent geometry after the water impacts on the wall.

The VOF places the free-surface where the cells are partially
filled with water. Therefore, refining the mesh should provide
more accurate results. During simulations, it was observed that
finer grids enabled smaller entrained air pockets created in the
water to be captured more effectively. However, there were two
problems with mesh refinement. Firstly, it had a negative impact
on the convergence of solutions and secondly, as was reported
in [12], no matter how fine the mesh was defined, there was an



artificially high velocity given to the air in the vicinity of the
free-surface. Moreover, finer grids beyond a certain level, i.e.
A5, did not improve the free-surface resolution significantly.

In a qualitative comparison, the breaking wave created after the
initial impact was similar to other numerical works presented in
[4, 8]. Figure 3 compares the total free-surface elevation with
experimental records at stationsh1 andh2. Results closely agree
until τ ≈ 6.5 for both h1 andh2. Beyond this point, the wave
travelling opposite to the main flow, reenters the free-surface
and creates inaccuracies in both the experimental and the nu-
merical results. The same scale of disagreement can be seen in
the results of other numerical methods [4, 8].

Figure 3: Total heighth of the water atx1 = 2.725m (top)and

x2 = 2.228 m (down) from the origin. Experiment results are

from [13].

A separate simulation was undertaken for studying initial stages
of the dam break by tracing the water front location without ex-
istence of the downstream wall. The water column size was
L = H = 5.7 cm. The same study was undertaken in [4] to re-
produce experiments documented in [7] by different numerical
techniques. These numerical techniques are the BEM, Level
set and smoothed particle hydrodynamics (SPH) methods. We
have added our results in figure 4 for the purpose of compar-
ison. The figure illustrates that all of the numerical methods
agree reasonably well. Also as discussed in [4], the numerical
results asymptotically approach the shallow water solution as
time increases. However, deviation from the experiments shows
a lower progressive velocity available in the experiments. This
may be due to the imperfect initial conditions in the experiments
and the physical effects not considered in the numerical model.
At the earliest stages of the flow i.e.τ < 1, the deviation is
perhaps caused by the non-uniform breaking of the diaphragm
in the experiments. Forτ > 1, the friction on the bottom be-
comes an important factor in creating turbulence and delaying
the progress of the water front [4].

Impact Pressure

The impact pressure at the pointP can be averaged over time
or location. Alternatively, it can be directly calculated (numer-
ically only) at the point. In impact problems, as the spatial and
temporal pressure gradients are high, any of the said approaches
provide significantly different results. In fact, both time and lo-
cal averaging underestimate the peak pressure because the peak
value lasts less thant = 0.01s and the surrounding points do not

Figure 4: Time history of the water front toe evolution.t = 0 is

the start of the flow andXf ront is the position of the water front

[4].

reach their peak value at the same time as the central point. An
exact pressure measurement atP cannot be determined exper-
imentally as pressure sensors need an area to sense the impact
pressure (in [13] this area is a circle with diameter of90 mm).
However, this value can be calculated numerically. Although in
this case the pressure value for a mathematical point is averaged
over the neighboring nodes, improvements can be achieved by
grid refinement.

In this study, the local averaging and the value of the pressure at
the pointP are compared. Figure 5 shows the time history of the
pressure at pointP. Three sets of graphs are seen in the figure.
These sets are; experimental results, numerical results measured
at pointP and numerical results averaged over an area corre-
sponding to the pressure sensor diameter in experiments. Dif-
ferent approximation schemes are used for area averaging. All
results predict the two pressure peaks at about the same time in-
stant. However, the peak magnitudes are largely different over
the different schemes. At the first peak, the closest results to the
experiments are theFacet Average Total PressureandVertex Av-
erage Total Pressureschemes whereas the other three schemes
(i.e. Facet Maximum Total Pressure, Mass-Weighted Ave. To-
tal PressureandVertex Maximum Total Pressure) provide re-
sults close to the pressure measured at pointP (vertex average).
The second peak is under predicted by bothFacet Average To-
tal PressureandVertex Average Total Pressureschemes. That
is perhaps because of entrained air effects, which are not well
predicted by the code. Finally, the pressure at the mathematical
point P, that could be calculated numerically, was found to be
much higher than the pressures measured experimentally. The
existence of such a high pressure peak could not be validated by
comparison with experiments.

Viscosity,Air Compressibility and Turbulence Effects

The viscosity of the water was found to be unimportant for this
problem as the simulation results for viscous and inviscid op-
tions were similar. This is evidenced by [4], where although
the invisid model was chosen, the numerical results compare
favorably with those shown in figure 4.

Air compressibility effects were checked by assuming air as an
ideal gas and assuming an adiabatic process for air compres-



Figure 5: Impact pressures against downstream wall at point

P(3.22m,0.16m). Plots are Experiment results [13], impact

pressures measured at a mathematical point and averaged over

an area corresponding to the pressure gauge. Different approx-

imation schemes are plotted for area averaged case only.

sion. The software failed to simulate the whole process and
unrealistic pressures appeared at the time instant of air cavity
formation. This resulted in software interruption. Further stud-
ies are required to investigate the correct implementation of air
compressibility as a user defined function. Finally, as was per-
formed in [12],K− ε theory was adopted to account for turbu-
lence effects but the results were unsatisfactory and an artificial
viscosity made the flow unrealistic.

Conclusion

The state of the art CFD package, FLUENT, has been employed
to assess its applicability in simulating free-surface problems.
In particular, we have examined the classical dam break prob-
lem and subsequent water impact on a plane vertical wall. The
FLUENT results for the initial stages of the problem closely
agreed with other numerical techniques and experimental re-
sults. However, there was some disagreement in water tip loca-
tion between numerical results and experiments. This is perhaps
due to the imperfect initial conditions and some physical effects
not numerically modeled. The numerical results for the total
free-surface elevation at two stations,h1 andh2, were in agree-
ment whileτ < 6.5. The results disagree after the overturning
wave reentered the free-surface i.e.τ > 6.5.

The water impact pressure was numerically measured and com-
pared with experiments. The impact pressure at pointP on the
wall, was measured by two methods using different averaging
schemes. The averaged pressure over an area corresponding to
the pressure gauge was more in line with the experimental re-
sults than the pressure measured at a mathematical point placed
at the centre of the pressure gauge. Although the first peak
agrees with the experimental measurements of [13], the second
peak was largely underestimated. This suggests that FLUENT
is acceptable for qualitative studies only.

In general, the problem after the initial impact could not be
modeled with the desired accuracy. Further research is needed
to strengthen the features of the software which are not suited
for these types of applications. Free-surface reconstruction
(complex geometry) including fluid discontinuity and the treat-

ment of entrained air are some of the areas that require further
investigations.
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Abstract 
A rapid expansion of moist air or steam in a supersonic nozzle 
gives rise to non-equilibrium condensation. If the latent heat 
released by condensation exceeds a certain quantity, the flow 
becomes unstable and a periodic flow oscillation occurs. In the 
present study, a numerical simulation of moist air flows in a 
supersonic nozzle was carried out using a special short duration 
supersonic wind tunnel, called a Ludwieg tube. In cases of 
nozzles with large throat height, the effects of initial relative 
humidity of the moist air on the flow field have been shown 
numerically. As a result, it was found that the characteristics of 
flow with occurrence of condensation were grouped into three 
types. 
Introduction  
A short duration supersonic wind tunnel, called a Ludwieg tube 
(or a Tube wind tunnel) [1,2], is recently receiving a renewed 
interest in simulating a space transportation system [3,4], because 
it is easy to achieve high Mach number and Reynolds numbers 
with relatively low turbulence, compared with the conventional 
supersonic and hypersonic wind tunnels. However the short 
duration of steady flow makes the flow measurements in the 
Ludwieg tube extremely difficult.  
  
Typical example of a supersonic flow with heat addition is often 
found in Laval nozzle with a non-equilibrium condensation of 
moist air or steam, which is rapidly expanded through the nozzle 
(homogeneous nucleation) [5,6,7]. According to some previous 
works, the non-equilibrium condensation of moist air results in 
considerable total pressure losses [8]. In general, the process of 
heat addition almost always leads to unsteady wave motions even 
in a supersonic flow field [9,10,11]. 
  
In heterogeneous condensation [12], the condensation of the 
vapor takes place on foreign nuclei ; smoke and vapor from fires 
and various industries, dust from land surfaces, salt from oceans 
and particulate products from chemical reaction. Their presence 
in sufficient numbers leads to condensation near equilibrium at 
degree of supersaturation only slightly larger than unity. 
  
Ludwieg tube has long been used to investigate the process of 
heat addition due to the condensation in the nozzle, since it 
provides well controlled flow conditions that permit operation 
with increased initial relative humidity and pressures [9,10]. 
From some previous researches, it was observed that the non-
equilibrium condensation of moist air in a nozzle could lead to 
total pressure losses and flow instabilities as well [13]. However, 
detailed flow information with regard to time-dependent 
condensation in case of occurrence of condensation upstream of 
nozzle is not yet well known, since it is hard to reveal through 
experiments. 
  
In the present study, a computational fluid dynamics work is 
applied to predict the condensation phenomena in the Ludwieg 
tube. The Ludwieg tube with a diaphragm downstream is simulated 
using the two-dimensional Navier-Stokes equations. In cases of 

nozzles with large throat height (case with occurrence of 
condensation upstream of nozzle), the effects of initial relative 
humidity of the moist air on the flow field have been shown 
numerically.  
 
Computational analysis 
Governing Equations 
For simplicity of the present computational analysis, several 
assumptions are made; there is no velocity slip and no temperature 
difference between condensate particles and medium gas flows, 
and thus the energy relaxation processes between two phases are 
not considered in the present analysis. Due to very small 
condensate particles, the effect of the particles on pressure field of 
flow can be neglected.  
 
The governing equations are unsteady, two - dimensional, 
compressible, Navier-Stokes equations and a droplet growth 
equation [14]. The equations described for compressible viscous 
flow were discretized by the finite difference method. Third-order 
TVD finite difference scheme [15] with MUSCL approach was 
used for spatial derivative terms and second-order central 
difference scheme in discretizing viscous terms. The spatially 
discretized equations are intergrated in time by means of a time 
splitting method that has the second order accuracy. 
  
Baldwin-Lomax turbulence model is employed to close the 
governing equations [16]. The governing equations are mapped 
from the physical plane into a computational plane of a general 
transform and non-dimensionalized using the reference values at 
the initial conditions upstream of the nozzle. 
  
Initial and Boundary Conditions 
Computational grids of the Ludwieg tube flow field for the present 
computational analysis is schematically shown in figure 1, which 
was also used for the previous experimental work by Matsuo et al. 
[17]. The number of grids is 300× 60. The Ludwieg tube consists 
of the upstream high-pressure tube, the convergent-divergent 
nozzle, and the downstream low-pressure tube. The Ludwieg tube 
has a length of 1000 mm. A diaphragm is located at the origin(x = 
0) downstream of the nozzle throat, and separates the high and low-
pressure tubes. The high and low-pressure tubes have the same 
height of H=38 mm. The convergent-divergent nozzle with a throat 
height of h* (= 24 mm, 27 mm, 30 mm) is located at x = 302.5 mm 
upstream of the diaphragm and is in the shape of circular arcs with 
the same curvature radius of R*=155 mm. 
  
The pressures in the high and low-pressure tubes are defined as p4 
and p1, respectively. In the present study, p4 is kept constant at 
101.3 kPa and the ratio of p4 / p1 (= p41) is 5.0. The initial flow 
conditions in the high-pressure tube are given by pressure p4, 
relative humidity 4ϕ  and temperature T4. In the present 
computations, T4 (=T1) is kept constant at 302 K. The initial 
relative humidity 4ϕ  is set at 0 %, 20 %, 40 %, 60 % and 80 %. 
  
Moist air is used as the working gas and assumed to be thermally 



 

and calorically perfect. Inlet and outlet boundaries are constrained 
to the free boundary conditions. No velocity slip wall is assumed 
on adiabatic wall condition. Furthermore, condensate mass fraction 
g = 0 is given at the solid walls. 
  
Results and Discussions 
Figures 2, 3 and 4 show the time-dependent characteristics of 
static pressure p on the centre line of the Ludwieg tube in cases 
of 4ϕ = 20 %, 40 % and 80 %, respectively. The height of the 
nozzle throat in each figure is 27 mm. The abscissa is the 
distance x measured from the diaphragm divided by the tube 
height H. t in figures 2(a), 3(a) and 4(a) is the elapsed time after 
the rupture of diaphragm. Broken lines in figures 2(b), 3(b) and 
4(b) denote the distribution of the static pressure for 4ϕ = 0 %. 
  
As seen from figure 2, variations of the static pressure p are found 
in the region close to the nozzle throat and at slightly upstream part 
of nozzle. In this case, a condensation shock wave builds up 
periodically in the divergent nozzle section and it moves upstream 
through the throat [18]. This corresponds to the case of Type A in 
Table 1 as described later. The pressure variation is due to the 

periodic excursions of the condensation shock wave. The variation 
of p for 4ϕ = 40 % (figure 3) is similar to that for 4ϕ = 20 % 
(figure 2).  
  
In figure 4 ( 4ϕ = 80 %), variations of the static pressure are not 
found in the region upstream of the nozzle throat. Furthermore, in 
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Figure 1. Computational grids ( Unit : mm ). 

Figure 2. Time dependent distributions of static pressure ( h* = 27 mm, 
φ4 = 20 % ). 
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( b ) Distributions of static pressure ( t = 7.86 ~ 9.45 µs ). 

Figure 3.  Time dependent distributions of static pressure ( h* = 27/mm,
φ4 = 40 %). 
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Figure 4. Time dependent distributions of static pressure ( h* = 27 mm,
φ4 = 80 % ). 
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this region it is found that the static pressure value (solid lines in 
figures 3 and 4) is larger than that (broken lines) for 4ϕ = 0 %. 
This is due to the latent heat released by the non-equilibrium 
condensation. The variation of p for 4ϕ = 60 % was similar to that 

for 4ϕ = 80 % (figure 4). 
  
Figures 5, 6 and 7 show the time-dependent characteristics (x - t 
diagram) of nucleation rate I (number of condensate nuclei per unit 
time and unit volume) and g (ratio of the condensate mass fraction 
to total mass flow through the Ludwieg tube) on the centre line for 

4ϕ =20 %, 40 % and 4ϕ =80 %, respectively (h*= 27 mm). Each 
line in these figures indicates the time increment of about 0.08 µs. 
As seen from figure 5(a) ( 4ϕ = 20 %), the nucleation rate and 
condensate mass fraction start to increase rapidly at the position 
close to the nozzle throat. Furthermore, the condensate nuclei 
(nucleation rate) are not found in the region upstream of the nozzle.  
  
In figure 6 ( 4ϕ = 40 %), the condensate nuclei seem to generate 
mainly in the region close to the nozzle throat and it is found even 
upstream of the nozzle periodically. The variation of g in the region 
close to the nozzle throat is larger than that in figure 5(b) and a 
larger amount of droplets are generated in that region. But it was 
not seen upstream of the nozzle. 
  
In figure 7(a), the spatial distribution of the condensate nuclei 
seems to be of a narrow zone with a sharp peak and a large number 
of the condensate nuclei is generated even upstream of the nozzle 
as the time proceeds. The condensate mass fraction is seen in the 
whole region in contrast to the case of that in figures 5 and 6 
(figure 7(b)). Furthermore, occurrence of the condensate mass 
fraction in the region upstream of the nozzle in figure 7(b) is due to 
that of the condensate nuclei in this region. The change of I and g 
for 4ϕ = 60 % was similar to that for 4ϕ = 80 %.  
  
Table 1 shows the classification of the flow field with non-
equilibrium condensation obtained by the present simulations. 

From the point of view of occurrence of condensate nuclei and 
condensate mass fraction, and variation of the static pressure, there 
are three kinds of flow field with non-equilibrium condensation as 
follows : 
A : At the upstream part of the nozzle, variations of the static 

pressure are slightly found. But occurrence of the condensate 
mass fraction and nucleus are not recognized. In the region of 
the nozzle throat, occurrence of the condensate mass fraction 

Figure 5. Time dependent distributions of condensate mass fraction and 
nucleation rate ( h* = 27 mm, φ4 = 20 % ). 

5
0

0.002

-15 -10 -5 0

0.004

0.006

0.008

0.01

0.012

t [
 s 

]

x/HNozzle

Diaphragm

Throat

-20

5
0

0.002

-15 -10 -5 0

0.004

0.006

0.008

0.01

0.012

t [
 s 

]

x/HNozzle

Diaphragm
Throat

-20

( a ) Nucleation rate. 

( b ) Condensate mass fraction. 

Figure 7. Time dependent distributions of condensate mass fraction and 
nucleation rate ( h* = 27 mm, φ4 = 80 % ). 

( a ) Nucleation rate. 

( b ) Condensate mass fraction. 
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Figure 6. Time dependent distributions of condensate mass fraction and 
nucleation rate ( h* = 27 mm, φ4 = 40 % ). 

( a ) Nucleation rate. 

( b ) Condensate mass fraction. 
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and the nucleus, and variation of the static pressure are 
recognized. 

B : At the upstream part of the nozzle, variations of the static 
pressure and occurrence of the nucleus are found. But 
occurrence of the condensate mass fraction are not found. In 
the region close to the nozzle throat, occurrence of the 
condensate mass fraction and the nucleus, and variation of 
the static pressure are recognized. 

C : At the upstream part of the nozzle, variations of the static 
pressure are not found. Occurrence of the nucleus and the 
condensate mass fraction are found in this region. 

  
As seen from Table 1, the flow field for case with large nozzle 
height is different from that (Type A) obtained from the previous 
researches [13]. 
  
Figure 8 shows a time dependent characteristics of p-T diagram for 

4ϕ = 20 %, 40 %, 60 % and 80 % (h*= 27 mm). Solid line in this 
figure is a liquid-vapour saturation line. Each line denotes the 
variation of pressure and temperature of vapour at the position 
close to the maximum degree of supersaturation. As seen from this 
figure, the variation of vapour pressure and temperature becomes 
very complicated as time proceeds and the line for 4ϕ = 80 % 
approaches the saturation line as time proceeds in contrast to the 
cases of 4ϕ = 40 % and 60 %. This means that the condensation 
proceeds heterogeneously and the relative position between a liquid 
– vapour saturation line and the position after time proceed does 
not depend on the value of initial relative humidity in driver section. 
The time-dependent variations of the line for Type C in Table 1 
showed almost as the same tendency as that in figure 8. 
  
Conclusions 
In order to investigate the time-dependent behavior of 

condensation of moist air through the Ludwieg tube, a 
computational fluid dynamics work was applied to the two - 
dimensional, compressible, Navier - Stokes equations, fully 
coupled with the droplet growth equations. As a result, it was 
found that the height of the nozzle throat strongly effected the 
occurrence of condensation in the Ludwieg tube and from the 
point of view of occurrence of nuclei and condensate mass fraction, 
and variation of the static pressure, three kinds of flow field with 
non-equilibrium condensation were obtained by the present 
simulations. 
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Abstract 
New laboratory scale experimental data are presented on the 
forcing of beach groundwater levels by wave run-up. The 
experimental setup simulates a coastal barrier dividing the ocean 
from a relatively constant back beach water level, conditions 
approximating a closed off lagoon system or beach aquifer. The 
data are critically compared to an advanced numerical model for 
simulating wave and beach groundwater interaction in the coastal 
zone, and provide the first experimental verification of such a 
model. Overall model-data comparisons are good, but some 
systematic discrepancies are apparent, and reasons for these are 
discussed.  
 
Introduction  
Groundwater levels in beaches and across coastal barriers and 
atolls play an important role in the mixing of fresh and saline 
water and the overall flux of nutrients and pollutants across the 
land-ocean boundary. Depending on the gradient of the water 
table, water, nutrients or pollutants may flow landward [7] or 
seaward [4]. The watertable slope is dependent on boundary 
conditions on the beach face and the landward water table level 
(see figure 1). The latter may be fresh water from rainfall on to 
the barrier, or from a creek or estuarine system behind the coastal 
barrier. The beach face boundary condition is controlled by tidal 
oscillations and wave induced setup and run-up on the beach 
face.  
 
The beach groundwater level also controls the degree of 
infiltration or exfiltration into the beach, which in turn may 
influence sediment mobility on the beach face and overall beach 
morphology (e.g. [3,10]). However, attempts to modify beach 
morphology by controlling groundwater levels or through beach 
drainage have had mixed success (e.g. [8]). In part this may be 
due to the complex interaction between wave run-up and 
groundwater and uncertainties over the influence of 
infiltration/exfiltration on sediment transport. While analytical 
and numerical models for beach groundwater have been verified 
against data at tidal frequencies [6,1], no verification has been 
carried out for forcing at wave frequencies.  
 
This paper considers this issue and presents new experimental 
laboratory data which are critically compared to results from a 
recent numerical model [5]. The results suggest that the model 
provides a good overall description of the data, particularly for 
raised groundwater levels. However, the model tends to under 
estimate the groundwater levels for longer period waves, while 
overestimating them for shorter period waves. Possible reasons 
for this are discussed with regard to the inner surf zone and 
swash zone hydrodynamics.  
 
Background 
Figure 1 shows a definition sketch of the coastal zone, where the 
backshore region consists of a coastal sand barrier/dune system 
dividing a creek, lagoon or estuary from the ocean. The water 
level in the creek, lagoon or estuary may oscillate at tidal 

frequencies if the system is open to the ocean, or be relatively 
constant if closed, changing only with rainfall or input from the 
catchment. In that instance, the backshore water level is fixed at 
some elevation that may be higher, lower or similar to the mean 
ocean level, which will vary according to tidal stage. Thus at high 
tide the groundwater level at the beach boundary may be raised 
above that inland, whereas at low tide it may be lower. Wave 
run-up subsequently further influences the groundwater levels in 
the beach.  
 
The present paper simulates this scenario in carefully controlled 
laboratory experiments and provides measurements of the 
piezometric head levels in the beach. These are compared to 
predictions from the BeachWin model of Li et al. [5]. The model 
couples the non-linear shallow water wave equations with the 
Laplace equation for saturated flow in the beach, including 
capillary effects. Previous applications of the model show 
realistic simulations of the groundwater response to waves, but it 
has yet to be tested against experimental data. Such testing is 
reported below. 
 
Experimental Setup 
The experiments were carried out in a section of the Coastal 
Wave Basin at the University of Queensland. This section is 
approximately 30m long by 1.4m wide and was used with a 
working water depth of 0.5m. A model scale mobile sediment 
beach (d50=0.84mm) was setup in the basin (figure 2), behind 
which the water table was controlled by means of an overflow 
system. The water level in the basin was kept constant using a 
small inflow near the wavemaker and a weir. A set of 20 damped 
manometer tappings on the bed of the flume provided time-
averaged mean piezometric head levels from offshore of the 
breakpoint to the back of the beach.  
 
For each run the initial beach shape was plane (gradient 1:7.6) 
with the beach was regraded between runs. Prior to running 
waves, the watertable behind the beach was set at a chosen level 
(nominally 0 to ± 0.075m) relative to the offshore level and the 
piezometric head levels recorded. A series of regular waves were 
then generated by the wavemaker, with the beach profile and 
piezometric head levels recorded at intervals of 10-20 minutes for 
a one hour period. Wave periods ranged from 1-2.5s, with wave 
heights between 0.05m and 0.15m. A total of 10 different wave 
conditions were run, each with at least 3 different back beach 
controlled water levels. The relative back beach water levels and 
wave heights were set so as to simulate the typical tidal range and 
wave heights on a micro-meso tidal beach. Further details may be 
found in Sum [9].   
 
Modelling 
The BeachWin model was setup identically to the experimental 
arrangement and using the measured hydraulic conductivity of 
the beach sediment (0.001m/s). The model was run in fixed 
beach mode, i.e. without profile evolution over time, to avoid 
errors in the sediment transport predictions feeding through into 
predicted piezometric head levels.  
 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Definition sketch of nearshore zone, coastal barrier and beach 
groundwater levels. 
 

 
Figure 2. Wave flume, beach layout and instrumentation. 
 
 
Model-data comparisons were therefore carried out only for 
measurements made at the first 10min sampling interval. At this 
time the groundwater level had reached equilibrium with the 
waves and beach morphology, but the changes in morphology 
from the initial plane state were small. Subsequent tests 
suggested that later changes in morphology lead to only minor 
changes in overall piezometric head levels. Differences between 
model predictions for small changes in morphology are also 
minor. Hence, taking the beach boundary as the initial plane state 
has a very minor effect on the model predictions and model-data 
comparisons. 
 
Results 
Figure 3a shows an example of the initial beach profile, the beach 
profile after 10min, together with the still water line (SWL) and 
the measured and modelled piezometric heads (denoted BW). 
The wave conditions and back beach head level are indicated in 
the caption. While significant profile evolution occurs, this has 
little effect on the measured or modelled head levels, which are 
primarily governed by the back beach head level and the wave 
run-up limit [7]. In this instance the back beach head level was  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
controlled to be similar to the offshore water level, simulating a 
mid-tide condition, micro-tidal beach or spit between the arm of 
an estuary and the ocean. 
 
Figure 3b shows the measured and modelled piezometric heads 
for the same wave conditions but with the back beach water level 
held lower than the offshore water level, simulating high tide 
conditions.  Figure 3c shows similar data, but simulating low tide 
conditions (offshore water level below the back beach level). In 
both instances the model appears to overestimate the head levels 
in the surf zone (x=1.5m corresponds to the intersection of the 
initial beach profile and the SWL), but underestimates them in 
the swash zone and within the beach, particularly for the high 
tide scenario.  
 
With a shorter wave period (f=0.6Hz) but the same wave height 
(H=0.15m), the model-data comparisons are good for the mid-
tide  and high tide conditions (figures 4a and 4b), but the model 
shows a systematic over-estimation of the head levels for the low 
tide case (figure 4c). The reason for this appears to be a 
significant overestimation of the wave setup in the inner surf 
zone and this may be related to the energy dissipation routine 
within the model.  
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Figure 3a. Beach profile evolution and piezometric head.  
f=0.4Hz, H=0.15m, TWL=0.54m. 
 BW; □ measured;  ⋅⋅  SWL 
− − − profile, t=0;   profile, t=10mins. 
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Figure 3b. Modelled and measured piezometric head,  
f=0.4Hz, H=0.15m, TWL=0.48m. 
 BW; □ measured;  ⋅⋅  SWL; − − − profile, t=0 
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Figure 3c. Modelled and measured piezometric head,  
f=0.4Hz, H=0.15m, TWL=0.65m. 
 BW; □ measured;  ⋅⋅  SWL; − − − profile, t=0 
 
The two main boundary conditions influencing the beach 
groundwater head levels are the back beach water level and the 
surf zone setup due to waves. These interact through the flow 
within the beach and model-data comparisons of this are 
illustrated in figure 5. For longer wave periods the back beach 
water level appears to have little effect on the head offshore of 
the initial shoreline (figure 5a and 5b), indicated by near constant 
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Figure 4a. Beach profile evolution and piezometric head.  
f=0.6Hz, H=0.15m, TWL=0.511m. 
 BW; □ measured;  ⋅⋅  SWL 
− − − profile, t=0;   profile, t=10mins. 
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Figure 4b. Modelled and measured piezometric head,  
f=0.6Hz, H=0.15m, TWL=0.471m. 
 BW; □ measured;  ⋅⋅  SWL; − − − profile, t=0 
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Figure 4c. Modelled and measured piezometric head,  
f=0.6Hz, H=0.15m, TWL=0.56m. 
 BW; □ measured;  ⋅⋅  SWL; − − − profile, t=0 
 
setup in the surf zone, irrespective of the back beach water level. 
The model results are in good agreement with the data in this 
respect. However, for the low-tide condition, the influence of the 
back beach water level is not so well predicted, as demonstrated 
by the different shape of the modelled and measured head profile 
(see also figure 3c).   
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Figure 5a. Modelled piezometric head,  
f=0.4Hz, H=0.15m, varying TWL, as figure 3 above. 
 ⋅⋅  SWL; − − − profile, t=0 
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Figure 5b. Measured piezometric head,  
f=0.4Hz, H=0.15m, varying TWL.  
 ⋅⋅  SWL; − − − profile, t=0 
 
For a shorter wave period and smaller wave height (f=1Hz, 
H=0.1m) the measured data show that the back beach ground 
water level can influence the setup in the inner surf and swash 
zones, with smaller setup observed for a lower overall beach 
groundwater (figure 6b). However, the model does not predict 
this, and indeed shows an opposite trend which does not seem 
entirely realistic. The observations are consistent with the 
influence of swash-swash  interactions on nearshore setup, which 
becomes proportionally larger for shorter period waves [2]. 
While this interaction process can be simulated by the model, it is 
clear that some discrepancies remain. 
 
Conclusions 
Numerical model results have been compared to new 
experimental laboratory data on beach groundwater levels forced 
by wave-runup. Overall model results are encouraging and 
suggest the model may be a useful tool to study wave-induced 
beach groundwater interactions. Model-data discrepancies appear 
to be a result of inaccurate prediction of the nearshore 
hydrodynamics, as opposed to poor representation of the internal 
flow in the beach.  
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Figure 6a. Modelled piezometric head,  
f=1Hz, H=0.1m, varying TWL. 
 ⋅⋅  SWL; − − − profile, t=0 
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Figure 6b. Measured piezometric head,  
f=1Hz, H=0.1m, varying TWL.  ⋅⋅  SWL; − − − profile, t=0 
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Abstract 
Drag plays a significant role in the overall force on aerodynamic 
bodies. In this paper a drag reducer in the form of a rotating 
ventilator is proposed for bluff bodies. The qualitative and 
quantitative investigations were conducted on the effects of this 
device mounted on the front end of a rectangular bluff body. 
Results indicate that the device decreases drag on the body 
significantly by approximately 50% at Reynolds numbers of 3.5 
x 10 P

5
P and 6.5 x 10 P

5
P. The incorporation of this device also makes 

the drag of the body less Reynolds number dependant. 
Consequently the proposed configuration is more efficient at 
higher speed in comparison to the conventional configuration 
which did not have the device attached to it. 
 
Nomenclature 

B DC   Bdrag coefficient, B 

SV
D

2
2

1 ρ
 

B D    Bdrag force B 

L    characteristic length 

Re   Reynolds number, 
µ

ρVL
 

S     reference area, defined as frontal area  
V    free stream velocity 

µ    free stream viscosity 

ρ    free stream density 

 
Introduction 
Bluff bodies are used in a wide variety of applications such as 
bridges, buildings and other infrastructure and transport vehicles. 
The forces and characteristics of the flow around these objects 
can be significant for example vortex shedding and galloping 
may cause structural vibration problems while excessive wind 
loads may cause static structural problems and/or excessive 
energy consumption. Extensive studies have been conducted into 
how to reduce wind loads and vibration loads on bluff bodies. 
Boundary layer control devices and streamlining of the body are 
the two major methods of reducing loading, 80% of which may 
be attributed to pressure drag. 
 
Although a variety of techniques are currently used to reduce 
drag and consequently fuel consumption or required structural 
strength many have a limited range of application. The most 
popular forms of aerodynamic improvements for bluff bodies use 
passive flow control techniques that effectively streamline the 
shape such as steps [8], flow deflectors [15], fences [8], [12], 
rounded edges [5], [8] and [15], nose cones [15] and wake 
ventilation [6]. However, these devices have a limited operating 
envelope.  
 

Boundary layer control using rotating control cylinders, on the 
other hand, has shown greater promise on various shaped bodies 
[1][7],[9]-[11], [13]. However, the requirement of large control 
power input and other associated costs have not made the 
techniques commercially viable at present [7], [13]. The ideal 
solution to the problem of drag reduction should be competitive 
on cost and applicable in a large range of realistic flow situations.  
 
If the main functional purpose of the bluff body, which may be to 
hold a certain capacity [buildings and other infrastructure] or 
allow the conveyance of goods [transport vehicles] or passage of 
people and vehicles [bridges], is not to be compromised, the 
current rectangular shape of these bodies appears to be 
appropriate. The drag characteristics of a rectangular box exhibit 
a direct relationship with the sharpness of the corner. Most of the 
drag is produced by losses induced at the corner. The more 
rounded the corner the lower the losses and the drag. However, 
most transport vehicles and infrastructure require the useable 
storage or road space to be maximised and tend to have sharp 
corners and edges. Active methods of drag reduction such as 
control cylinders must have a minimum energy input. 
 
In this paper, the use of a generic rotating ventilator as a form of 
low energy drag reducer is proposed for use on bluff bodies such 
as transport vehicles. An experimental investigation of a 
rectangular bluff body was conducted to demonstrate the viability 
of this novel concept. The ventilator is expected to produce an 
effect on the flow characteristics similar to a rotating cylinder but 
with the added advantage that it can be operated using natural 
wind without the need for any power input by the engine or any 
auxiliary unit. Another advantage of this configuration is that 
storage capacity is unaffected as it is mounted externally. 
 
Experimental Set Up 
The bluff body was modelled as a rectangular box with 
dimensions of 0.3x0.3x0.5m. The ventilator was mounted on the 
front of the model with the axis of rotation parallel to the front 
surface and the bottom edge as depicted in Figure 1. A 
commercial wind driven ventilator, Edmonds model number 
GP130, was used in all experiments. A full description of the 
ventilator can be found in Rashid and Ahmed [14].  
 
The 30'' Open Circuit Open Jet Wind Tunnel in the 
Aerodynamics Laboratory at the University of New South Wales 
[2] was used to conduct the experiments. The test Reynolds 
numbers were selected to lie between 3.5 - 6.5 x 10 P

5
P with the 

major study at an Re of 5.4 x 10 P

5
P where the characteristic length 

is defined as the length of the bluff body. The model was 
mounted in the tunnel with provision for the angle of yaw to be 
adjusted. Measurements were taken at yaw angles of 0, 5, 10 and 
15 degrees. The Reynolds number dependence of the zero angle 
case was examined at Re of 3.6 x 10P

5
P, 4.5 x 10 P

5
P, 5.4 x 10 P

5
P and 6.3 

x 10 P

5
P. 

 
Tufts of synthetic woven thread were used for flow visualisation.  
A six axis Industrial Automation ATI DAQ F/T Gamma Load 
Cell was used to measure forces on the model. The load cell was 



 

connected to a PCI-6034E National Instruments Data Acquisition 
Card. The data acquisition program provided by the manufacturer 
was used to convert the raw voltages into force output that was 
displayed on the monitor. The test section arrangement is shown 
in Figure 2. 
 
Three configurations were tested. Configuration 1 was a plain 
box, Configuration 2 had the ventilator mounted on the box but 
rotation was prevented and Configuration 3 was the box with the 
ventilator free to rotate. 

 
Figure 1. Bluff Body and Ventilator Model. 

 

 
 

Figure 2. Test Section and Equipment Arrangement. 
 
Results and Discussion 
Qualitative Results 
Results of the flow visualisation are shown in Figure 3. There is 
an obvious improvement in flow attachment of Configuration 2 
over Configuration 1. The improvement in Configuration 3 over 
Configuration 2 is however, less pronounced. There is further 
improvement in Configuration 3 where in row five, seven straight 

tufts can be seen in this configuration as opposed to four straight 
tufts in Configuration 2. The increased straightening of the tufts 
is visible on most of the top surface and some of the side surface 
indicating improved streamlining and hence reduced drag of the 
body.  
 
The flow visualisation indicates results similar to those found for 
rotating control cylinders on bluff bodies, which draw the flow 
back down onto the body, reducing separation [1], [7], [10][11] 
[13]. 
 

 
a. 

 
b. 

 
c. 

Figure 3. Flow Visualisation for Re = 5.4 x 105. 
a. Configuration 1,  b. Configuration 2,   c. Configuration 3. 
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Quantitative Results 
Results of the quantitative investigation are presented in terms of 
drag force coefficients. The drag coefficient results shown in 
Figures 4 and 5 indicate a significant improvement due to the 
ventilators rotation. Data for Configuration 1 suggests the drag 
coefficient results were between 0.92 and 0.8 at yaw angles of 0 
to 15 degrees. To obtain confidence in the data obtained, a check 
was made on the value of the drag coefficient for Configuration 1 
using ESDU data sheet 71016 [4]. The data sheet gives a value of 
one for a surface mounted block which is close to the value 
obtained in this experiment for this configuration and 
corresponds within the bounds of the published uncertainty. 
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Figure 4. Variation of CD at different angles of yaw for Re = 5.4 x 105. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.  Percentage Decrease in Drag Coefficient for Re = 5.4 x 105. 
 
The effect of the ventilator is found to be most significant at 0 
degrees angle of yaw with a decrease in drag coefficient of over 
50%. At higher angles of yaw the improvement in drag 
coefficient is lower but is still significant. In the experiments the 
lowest recorded result was at 15 degrees angle of yaw where the 
result was still greater than 10 %. 
 
Figure 6 indicates the Reynolds number dependence of the drag 
coefficient for Configuration 1 at zero angle of yaw; the 
dependence of Configurations 2 and 3 is much less significant. 
The drag reduction increases with Reynolds number from nearly 
48% for a Re of 3.64 x105 to approximately 57% for a Re of 
6.4x105.    
 
The uncertainty of CD was calculated to be ±1% based on the 
values obtained for the base configuration (Configuration 1) at 
zero angle of yaw. 
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Figure 6. Reynolds Number Dependence of Drag Coefficient. 
 
Conclusions 
The present study has demonstrated the viability of using a 
rotating ventilator as a form of drag reducer for bluff bodies. As 
far as the authors are aware this is a novel application of the 
device which has only been used in natural ventilation. 
 
The experimental results presented in this paper indicate a clear 
improvement in the drag coefficient at all angles of yaw due to 
the rotating ventilator. A significant reduction in drag of over 
50% at zero degrees angle of yaw was achieved. This is a very 
encouraging finding since the relative angle of yaw of the free 
stream is generally small and close to zero for most transport 
applications however other devices may need to be attached for 
flows dominated by high angles. Another useful finding is that 
the incorporation of the rotating ventilator makes the drag of the 
vehicle less Reynolds number dependent. This suggests that the 
positive attributes of this device are applicable over the whole 
range of the flow speeds and thus in the case of transport vehicles 
will be more economic for long-haul transportation on the open 
road. 

Configuration Configuration
2,3 

 
 It should be pointed out that only one ventilator was used in this 
study to demonstrate the concept. However, in normal operation 
it is envisaged that a series of ventilators would be attached to the 
body. Further work is progressing. 
 
Finally, the drag reducer considered in this study has 
considerable operational and economic advantages. The price of 
the ventilator used is quite low, approximately US$35 retail per 
unit, which is a very small percentage of the total vehicle cost. 
The device is easy to implement and costs nothing to operate. 
The method proposed here, therefore offers a cost effective, 
practical solution to a common problem of bluff body flows such 
as truck operation. The improved fuel efficiency resulting from 
the use of this concept will have significant positive impact on 
the bottom-line operating cost of these vehicles and also benefit 
the environment from reduced fuel emissions. In the case of other 
bluff bodies the reduced loading will result in reduced structural 
demands. 
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Abstract 
In order to develop a high performance radial turbine for wave 
energy conversion, a radial turbine with pitch-controlled guide 
vanes has been proposed and investigated experimentally by model 
testing.  As a result, the performances of the presented radial 
turbine have been clarified under steady flow conditions.  
Furthermore, it seems that the presented radial turbine is superior to 
a conventional radial turbine, i.e., a radial turbine with fixed guide 
vanes. 
 
Introduction 
The performance of radial flow turbines, which can be used for 
wave energy conversion using the oscillating water column 
principle, has been studied by a number of authors [1-4, 8].  It was 
found that the efficiency of radial turbines using reaction-type rotor 
blading was extremely low [1, 2].  On the other hand, the efficiency 
of impulse blading is higher according to the studies [3, 4].  
However, detailed performance characteristics of impulse-type 
radial turbines were not found in the literature.  In an attempt to fill 
this gap, performance characteristics were measured on turbines 
(508.8 mm rotor diameter) with different guide vane geometries by 
the authors [7].  Performance was also measured for flow radially 
inward and outward through the turbine, which is made possible by 
an oscillatory flow rig.  As a result, it was clarified by the authors 
[7] that the turbine efficiency of impulse blading was not so high 
because there are large differences between the absolute outlet flow 
angle and setting angle of the downstream guide vane, and the 
downstream guide vane doesn’t work as a diffuser. 
 
In order to overcome the above drawback and enhance the 
performance of the radial turbine, the authors have proposed a 
radial turbine with pitch-controlled guide vanes for wave energy 
conversion.  As the first step to an analysis of the presented radial 
turbine, the turbine characteristics under steady flow conditions 
have been clarified in the paper. 
 
Experimental Apparatus and Procedure 
The test rig consists of a large piston-cylinder, one end of which is 
followed by a settling chamber as shown in figure 1.  The radial 
turbine’s axial entry/exit is attached to the settling chamber as 
shown in figure 2.  The piston can be driven back and forth inside 
the cylinder by means of three ball screws through three nuts fixed 
to the piston.  All three screws are driven by a d.c. servo-motor 
through chain and sprockets.  A computer controls this motor and 
hence the piston velocity to produce any airflows (intermittently for 
short periods).  The test turbine rotor shaft is coupled to the shaft of 
a servo-motor-generator through a torque transducer.  The motor-
generator is electronically controlled such that the turbine shaft 
angular velocity is held constant at any set value.  The flow rate 
through the turbine Q, whether it is inhalation (flow from the 
atmosphere into the rig) or exhalation (flow from the rig to the 
atmosphere), is measured by Pitot tube survey.  The radial flow 
velocity vR at mean radius rR in the turbine is calculated from Q 
=ARvR where AR is the flow passage area at mean radius (= 2πrRh).  
In a typical test, for a particular turbine geometry, the volumetric 

flow rate Q, pressure difference between settling chamber and 
atmosphere ∆p, turbine torque To and turbine angular velocity ω are 
all recorded.  Thereby, data for one flow coefficient φ defined in  
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Figure 1.  Test apparatus 
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 Figure 2.  Radial turbine with pitch-controlled guide vanes 
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Figure 4.  Rotor blade 

 

equation (4) are obtained.  Data for a range of flow coefficients are 
collected by varying flow rate or turbine angular velocity.  Tests 
were performed with turbine shaft angular velocities ω up to 68.1 
rad/s and flow rates Q up to 0.275 m3/s.  The Reynolds number 
based on the blade chord was approximately 3 × 104 at conditions 
corresponding to the peak efficiency of the turbine.  The 
measurement uncertainty in efficiency is about ± 1 %. 
 
The radial turbine shown in figure 2 was tested at a constant 
rotational speed under steady flow.  The sign and magnitude of the 
torque of the motor-generator is servo controlled so as to hold the 
turbine speed constant even if the flow velocity is varying with 
time.  The part of shroud casing and the part of disk covering the 
inner guide vane to the exit are flat and parallel to each other.  The 
height of flow path of the turbine h (gap between the shroud casing 
and the disk) is 44 mm.  The flow passage from inlet to inner guide 
vane entry has been shaped such that the flow area is constant 
along this passage.  The turbine system has guide vanes before and 
behind the rotor so as to operate efficiently in a reciprocating 
airflow.  They are set by pivots on the shroud casing wall as shown 
in figure 2.  The pivots are located at the end of the guide vane 
chord close to the rotor.  The guide vanes are controlled by the 
stepping motors, timing pulleys and timing belts.  Each cascade of 
outer and inner guide vane changes the pitch angle simultaneously 
when the airflow direction changes.  These guide vanes rotate 
between two angles, i.e., nozzle setting angle θn (upstream side of 

the rotor) and diffuser setting angle θd (downstream one) as shown 
in figure 3.  However, the pitch angle is set at a particular value 
because tests are performed under steady flow conditions in the 
study. 
 
The guide vane geometries are shown in figure 3.  The guide vane 
consists of a straight line and circular arc.  Details of the guide 
vanes are given by chord length of 50mm; solidity of inner guide 
vane at rR of 1.15; solidity of outer guide vane of 1.16.  The nozzle 
setting angle θn is only 15° for both the airflow direction.  In order 
to clarify the effect of the diffuser setting angle θd on the turbine 
characteristics θd is 20° to 60° for the inner guide vane in the case 
of inhalation, and 30° to 90 ° for the outer guide vane in the case of 
exhalation.  Rotor blade geometry is shown in figure 4 and is the 
same as what was used in previous studies [5, 6].  The blade profile 
consists of a circular arc and on the pressure side and part of an 
ellipse on the suction side.  The ellipse has semi-major axis of 
125.8mm and semi-minor axis of 41.4mm.  Detailed information 
about the blade profile is as follows: chord length of 54mm; tip 
clearance of 1 mm; mean radius of rR = 217.4mm; blade inlet (or 
outlet) angle of 60°; thickness ratio of 0.3.  The blade is oriented 
such that the blade profile is tangent to a radial line at the 
maximum thickness point on the suction side which can be seen 
clearly for the second blade from the left in figure 3. 
 
Results and Discussion 
Experimental results on the running characteristics of the turbine 
are expressed in terms of the torque coefficient CT, input 
coefficient CA and efficiency η, which are all plotted against the 
flow coefficient φ.  The various definitions are  

CT=To/{ρ(vr
2+UR

2)ARrR/2}         (1) 

CA=∆pQ/{ρ(vr
2+UR

2)ARvR/2}=∆p/{ρ(vr
2+UR

2)/2}       (2) 

where ρ and UR are density of air, rotational speed at rR, 
respectively.  Efficiency, which is the ratio of shaft power output to 
pneumatic power input, can be expressed in terms of the 
coefficients mentioned above: 

η =Toω /(∆pQ)=CT/(CAφ).         (3) 

The flow coefficient is defined as 

φ =vR/UR .          (4) 

 
Figures 5 and 6 show the effect of setting angle of the inner guide 
vane on the turbine characteristics under steady flow conditions.  In 
figure 5c the solid line represents the efficiency of the radial 
turbine with fixed guide vanes which has the optimum setting angle 
(θi = θo = 25°) [7].  When the flow direction is from atmosphere to 
settling chamber (i.e. inhalation) the inner guide vane is 
downstream of the rotor and it works as a diffuser.  Consequently, 
the torque coefficient CT is independent of θi (figure 5a), whereas 
the input coefficient CA decreases with increasing θi for θi ≤ 40° 
(figure 5b).  Then, CA increases with θi for θi ≥ 40°.  Combining the 
above results and equation (3), it is evident that the highest 
efficiency occurs for the highest value of θi = 40° and its value is 
approximately 0.45 when the flow is ‘from atmosphere’ (figures 5c 
and 6).  Moreover, it can be observed from figure 5c that the 
efficiency of the presented radial turbine is higher than that of the 
conventional radial turbine (i.e. the radial turbine with fixed guide 
vanes) by 0.15.  Conversely, when the flow direction is from 
chamber to atmosphere (i.e. exhalation), the outer guide vane is 
downstream of the rotor and it works as a diffuser.  Hence, the 
torque coefficient CT is independent of θo (figure 7a).  Regarding 
CA-φ characteristics, CA decreases slightly with increasing θo for θo 
≤60° and CA-φ characteristics in the case of θo ≥ 60° are almost the 
same (figure 7b).  As a result, η increases with θo≤60° and remains 
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Figure 7.  Effect of setting angle of outer guide vane on turbine 
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a stable situation at round 0.33 (figures 7c and 8).  Its efficiency is 
higher than that of the conventional radial turbine by 0.03.  
Looking at the efficiency curves in figures 5c and 7c, it is seen that 
higher efficiencies are obtained when the flow is from atmosphere.  
Therefore, it has been concluded from the above results that the 
performance of the radial turbine can be improved by using pitch-
controlled guide vanes. 
 
Conclusions 
In order to develop a high performance radial turbine for wave 
energy conversion, a radial turbine with pitch-controlled guide 
vanes has been proposed and investigated experimentally by model 
testing.  As the first step to an analysis the presented turbine, the 
experiment has been carried out under steady flow conditions in the 
study.  Then, the results have been compared with those of a radial 
turbine with fixed guide vanes by previous studies.  As a result, the 
performances of the presented radial turbine under steady flow 
conditions have been clarified.  Furthermore, it seems that the 
presented radial turbine is superior to the conventional radial 
turbine, i.e., the radial turbine with fixed guide vanes. 
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Abstract

The dimensionless kinetic energy dissipation rateCε is esti-
mated from numerical simulations of statistically stationary
isotropic box turbulence that is slightly compressible. The Tay-
lor microscale Reynolds number(Reλ) range is 20. Reλ . 300
and the statistical stationarity is achieved with a random phase
forcing method. The strong Reλ dependence ofCε abates when
Reλ ≈ 100 after whichCε slowly approaches≈ 0.5, a value
slightly different to previously reported simulations but in good
agreement with experimental results. IfCε is estimated at a spe-
cific time step from the time series of the quantities involved it is
necessary to account for the time lag between energy injection
and energy dissipation. Also, the resulting value can differ from
the ensemble averaged value by up to±30%. This may explain
the spread in results from previously published estimates ofCε.

Introduction

The notion that the mean turbulent kinetic energy dissipation
rateε is finite and independent of viscosityν was originally pro-
posed by G. I. Taylor[1]. Its importance is so recognized now
that it is sometimes referred to as the “zeroth law” of turbulence.
Its existence was assumed by von Kármán and Howarth, Loit-
sianskii and also, significantly, Kolmogorov[2] in establishing
his celebrated similarity hypotheses for the structure of the in-
ertial range of turbulence. Kolmogorov assumed the small scale
structure of turbulence to be locally isotropic in space and lo-
cally stationary in time - which implies the equality of turbulent
kinetic energy injection at the large scales with the rate of turbu-
lent kinetic energy dissipation at the small scales. Although this
view should be strictly applied only to steady turbulence, the
mechanism of the dissipation of turbulent kinetic energy can be
considered the most fundamental aspect of turbulence not only
from a theoretical viewpoint but also from a turbulence mod-
eling viewpoint. Indeed, the mechanism that sets the level of
turbulent dissipation in flows that are unsteady is a difficult, if
not intractable, aspect of turbulence modeling.

The rate of turbulent kinetic energy dissipation is determined
by the rate of energy passed from the large-scale eddies to the
next smaller scale eddies via a forward cascade until the energy
is eventually dissipated by viscosity. Thus,Cε defined as,

Cε = εL/u′3, (1)

(here,L andu′ are characteristic large length and velocity scales
respectively) should be independent of the Reynolds number
and of order unity. An increase in Reynolds number should
only result in an increase in the typical wave number where dis-
sipation takes place. In the past few years there have been a
number of numerical (see Ref. [3] and references therein) and

experimental (see Refs. [4, 5] for recent results) efforts to de-
termine the value ofCε and its dependence on the Reynolds
number. Perhaps the most convincing of these are the numeri-
cal attempts since there is no re-course to one-dimensional sur-
rogacy as there is for experiments. Notwithstanding this fact,
there is good agreement, both numerically and experimentally,
with the long held view thatCε is ∼ O(1) when the Reynolds
number is sufficiently high. The collection of isotropic sim-
ulation results forCε shown in Ref. [3] indicates that “high
enough” Reynolds number “appears” to be Reλ ∼ O(100).
Here, Reλ(= u′2[15/νε]1/2) is the Taylor microscale Reynolds
number. At higher Reλ e.g. Reλ & 300, small Reλ dependen-
cies forCε, such as that proposed by Lohse[6] cannot be ruled
out. Measuring such Reλ dependencies, either numerically or
experimentally, will be close to impossible.

One unresolved issue is that raised by Sreenivasan[7]. After
assembling all the then known experimental decaying grid tur-
bulence data[8] and numerical data for both decaying and sta-
tionary isotropic turbulence he concludes that “the asymptotic
value (ofCε) might depend on the nature of large-scale forc-
ing, or, perhaps, on the structure of the large scale.” He also
demonstrates[9] in homogeneously sheared flows that the large
structure does influenceCε. However, it might be argued that
these results were obtained at low Reynolds numbers and the is-
sue of a universal asymptotic value forCε could still be consid-
ered open. Alternatively it could be argued that homogeneous
shear flows and the like are strictly unsteady turbulent flows and
the zeroth law, in its simplest guise, should not be expected to
apply to such flows e.g. see Ref. [10]. The possibility of some
characteristics of large-scale turbulence being universal should
not be ruled out. The recent observation that input power fluc-
tuations, when properly re-scaled, appear universal[11] may be
construed to suggest the possibility of universality forCε. The
aim of the present work is to estimateCε from direct numeri-
cal simulations (DNS) of statistically stationary isotropic turbu-
lence and compare with previously reported DNS results (sum-
marized in Fig. 3 of Ref. [3]) and experiments carried out in re-
gions of low(dU/dy≈ dU/dy|max/2) or zero mean shear. The
present DNS scheme differs from methods already reported in
that a high-order finite difference method is used. To our knowl-
edge, these are the first finite difference results forCε. Hence,
it is worthwhile to test if different numerics and forcing at the
large scales result in vastly different values forCε to those al-
ready reported.

Numerical Methods

The data used for estimatingCε are obtained by solving the
Navier Stokes equations for an isothermal fluid with a con-
stant kinematic viscosityν and a constant sound speedcs. In



Run N Reλ Ttot/T ν
(

×104
)

ε
(

×105
)

∆t/tκ L λ u′ τmax/T Cε η kmaxη
A 32 20 31 40 24 0.0190 1.9 1.2 0.071 0.15 1.2 0.128 2.1
B 64 42 30 15 22 0.0150 1.6 0.81 0.078 0.37 0.75 0.063 2.0
C 128 90 11 4.0 24 0.0150 1.3 0.43 0.084 0.62 0.54 0.023 1.5
D 256 92 19 4.0 21 0.0071 1.4 0.45 0.081 0.69 0.53 0.024 3.0
E 256 152 20 1.6 21 0.0110 1.4 0.29 0.084 0.74 0.49 0.012 1.5
F 512 219 7 0.80 25 0.0086 1.3 0.20 0.089 0.67 0.47 0.007 1.7

Table 1: Examples of DNS parameters and average turbulence characteristics.N is the number of grid points in each of the Cartesian
directions, Reλ is the Taylor microscale Reynolds number≡ u′λ/ν, Ttot is the total run time after the run became statistically stationary,
T is the eddy turnover time≡ L/u′, ∆t is the run time increment,tκ is the Kolmogorov time scale≡ ν1/2ε−1/2, λ is the Taylor
microscale≡ u′

√

15ν/ε, τmax is the average time for the energy cascade from large to small scales, and η is the Kolmogorov length
scale≡ ν3/4ε−1/4.

the numerical simulations the system is forced (stirred) using
random transversal waves. The forcing amplitude is chosen
such that the root mean square Mach number for all runs is be-
tween 0.13 and 0.15 which is not too dissimilar to that found
in the wind-tunnel experiments to be discussed in the next sec-
tion. For these weakly compressible simulations, the energies
of solenoidal and potential components of the flow have a ra-
tio Epot/Esol ≈ 10−4–10−2 for most scales; only towards the
Nyquist frequency (henceforthkmax) does the ratio increase to
about 0.1. It is thus reasonable to assume that compressibility
is irrelevant for the results presented here whilst at the same
time the present results can be considered more comparable
and relevant to experimental wind tunnel flows than the per-
fectly incompressible simulations published so far. The code
has been validated in previous turbulence studies[12, 13] and
the reader is especially referred to Ref.[14] for more informa-
tion. The simulations are carried out in periodic boxes with
resolutions in the range of 323−5123 grid points. The box size
is Lx = Ly = Lz = 2π, which discretizes the wave numbers in
units of 1. The viscosityν is chosen such that the maximum re-
solved wave numberkmax is always greater than 1.5/η, where
η = (ν3/ε)1/4 is the Kolmogorov length scale. To be consistent
with previously published DNS studies, the total kinetic energy
E is defined as,

Etot =
1
2

〈

uuu2
〉

=
3
2

u′2 =
∫ kmax

0
E(k)dk, (2)

the integral length scaleL is defined,

L =
π

2u′2

∫ kmax

0
k−1E(k)dk, (3)

and the average turbulent energy dissipation rate is defined as

ε = 2ν
∫ kmax

0
k2E(k)dk. (4)

Angular brackets denote averaging over the box volume. After
each run has become statistically stationary (typically 1-2 eddy
turnoversT ≡ L/u′) the average statistics are estimated for the
remaining total run time. Table 1 summarizes the average statis-
tics for each run. Comparing Runs C and D in Table 1 indicates
that there is little difference in the averageCε for simulations
resolved up toηkmax = 1.5 from ηkmax = 3.

Results

Numerical results

In this section results for the higher order finite difference nu-
merical simulations are presented. The simulations began with
N = 323 and each subsequent larger box size began with a ve-
locity field interpolated from the previous box size. Figures
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Figure 1: Example time series from Run E,N = 2563, average
Reλ ≈ 152. (a),u′; (b), ε; (c), L; (d), Reλ. Here, the eddy
turnover timeT = L/u′. The up arrows↑ indicate correlated
bursts ofu′ andε.

1(a)-(d) show example time series from Run E(N = 2563) for
the fluctuating velocityu, the fluctuating integral length scale
L, the fluctuating kinetic energy dissipation rateε and the fluc-
tuating Reynolds number Reλ respectively. Initially, the turbu-
lence takes a short amount of time to reach a statistically sta-
tionary state - a consequence of stabilizing the new run from
the previously converged run. The fluctuating quantities shown
in Figures 1(a)-(d) are not unlike those encountered in a wind
tunnel. Indeed, Fig. 1(a) could easily be mistaken for a hot-
wire trace of a turbulent flow. This is in stark contrast to some
pseudo-spectral methods that use negative viscosity to maintain
a constant energy level e.g. Ref. [3].

Given that the statistics are fluctuating, although they are statis-
tically stationary, it is tempting to plot the instantaneousCε as
a function of Reλ. Figure 2 showsCε calculated in such a way.
The Reλ dependent trends are obviously not as expected. How-



ever, it is worth noting the apparent range forCε when Reλ & 50
is ≈ 0.3−0.7 which is the range of previously published DNS
results. This may explain the scatter in previously published
DNS results ifCε is calculated from a subjective choice ofε,L
andu′ at a single time step e.g. as in Ref. [3]. The reason for the
incorrect Reλ dependence forCε can be gleaned from Figs. 1(a)
and (b). Figure 1(a) shows that an intense burst in turbulent
kinetic energyu2 (an example is noted by the arrow) can be
observed some maximum time lagτmax later in the turbulent
kinetic energy dissipation rate [Figure 1(b), again noted by an
arrow]. By noting that there is a strong correlation between in-
tense events ofu2 and L on the one hand andε on the other
hand it is possible to estimateτmax from the maximum in the
correlation betweenu′3/L andε by

ρu′3/L,ε(τ) =
[u′3(t)/L(t)] [ε(t + τ)]

u′3(t)/L(t) ε(t + τ)
. (5)

With this done for all runs it is possible to shift the time series of
ε(t) for each run by its respectiveτmax and correctly calculate
the instantaneous magnitude ofCε e.g. Fig. 3. Figure 4 shows
the newly calculated Reλ dependence ofCε using the correct
time lag τmax for each of the runs. A number of comments
can be made. Firstly, the dimensionless dissipation rateCε ap-
pears to asymptote when Reλ & 100. The asymptotic magnitude
Cε ≈ 0.5 is in good agreement with the consensus DNS results
published so far i.e.Cε ≈ 0.4 to 0.5 (see Ref. [3] and references
therein). Having said this and given the present demonstration
that it is incorrect to estimateCε from a single time snap shot it
would be interesting to recalculate previously published results
based on subjective choices of the quantities involved for esti-
matingCε by using the entire time series. Lastly, the present
results verify the use of a high-order finite difference scheme
and also prove that the zeroth law applies to slightly compress-
ible turbulence.
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Figure 2: Incorrectly estimatedCε as a function of Reλ. +,
Run A; ▽, Run B;×, Run C;�, Run D;⋄, Run E;△, Run F.
Ensemble averages can be found in (Table 1).

Experimental results revisited

Results from experiments originally published in Refs. [4, 5],
are updated here with more data within the range 170.
Reλ . 1210. Detailed experimental conditions can be found in
Refs. [4, 5] and need not be repeated here. The main group
of measurements are from a geometry called a NORMAN grid
which generates a decaying wake flow. The geometry is com-
posed of a perforated plate superimposed over a bi-plane grid of

square rods. The flow cannot be classed as freely decaying as
the extent of the wind tunnel cross section (1.8× 2.7 m2) is ap-
proximately 7× 11 L2. For all the flows presented in Ref. [4],
signals of the fluctuating longitudinal velocityu are acquired,
for the most part, on the mean shear profile centerline. For
the NORMAN grid, some data is also obtained slightly off the
center-line at a transverse distance of one mesh height where
dU/dy≈ dU/dy|max/2.
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Figure 3: Example of the offset time series for Run E (τ+
max≈

0.74),N = 2563, average Reλ ≈ 150. Note that the peak events
are now well correlated. ——,u′3/L(t/T); – – –, ε([t −
τmax]/T).

All data are acquired using the constant temperature anemome-
try (CTA) hot-wire technique with a single-wire probe made of
1.27µm diameter Wollaston (Pt-10% Rh) wire. Time lagsτ and
frequenciesf are converted to streamwise distance(≡ τU) and
one-dimensional longitudinal wave numberk1 (≡ 2π f/U)
respectively using Taylor’s hypothesis. The mean dissipation
rateε is estimated assuming isotropy of the velocity derivatives
i.e.ε≡ εiso = 15ν〈(∂u/∂x)2〉. We estimate〈(∂u/∂x)2〉 from the
average value ofE1D(k1) [the 1-dimensional energy spectrum
of u such thatu2 =

∫ ∞
0 E1D(k1)dk1] and from finite differences

〈(∂u/∂x)2〉 = 〈ui+1− ui〉
2/(U fs)2. For most of the data, the

worst wire resolution is≈ 2η whereη is the dissipative length

scale≡ ν3/4ε−1/4
iso . The characteristic length-scale of the large-

scale motionsL is Lp and is estimated from the wave number
k1,p at which a peak in the compensated spectrumk1E1D(k1)
occurs i.e.Lp = 1/k1,p.
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Figure 4: Correctly estimatedCε as a function of Reλ. +, Run
A; ▽, Run B;×, Run C;�, Run D; ⋄, Run E;△, Run F. En-
semble averages can be found in (Table 1).



Figure 5 showsCε for the present data. For all of the data, a
value ofCε ≈ 0.5 appears to be the average value. Figure 5 con-
firms thatCε, albeit a one-dimensional surrogate, measured in
a number of different flows is independent of Reλ. It could be
argued that the rate of approach to an asymptotic value depends
on the flow e.g. proximity to initial and boundary conditions.
The asymptotic valueCε ≈ 0.5 is in excellent agreement with
the present DNS results. These experimental results are encour-
aging considering that wind-tunnel turbulence is always rela-
tively young compared to DNS turbulence, e.g. the NORMAN

grid turbulence has only of the order of 6 eddy turnover times
in development by the time it reaches the measurement station.
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Figure 5: Normalized dissipation rateCε for different experi-
mental flows.�, circular disk, 154. Reλ . 188;◦, golf ball,
70 . Reλ . 146;▽, pipe, 70. Reλ . 178; ♦, normal plate,
79. Reλ . 335; △, NORMAN grid N1,152. Reλ . 506;×,
NORMAN grid N2 (slight mean shear,dU/dy≈ dU/dy|max/2),
607. Reλ . 1215,⊲, NORMAN grid N2 (zero mean shear),
388. Reλ . 1120.

Final remarks and conclusions

The present work has revisited the zeroth law of turbulence for
both numerical simulations of statistically stationary isotropic
turbulence and experiments. The numerical simulations are
slightly compressible isotropic turbulence and the statistical sta-
tionarity is achieved with a random phase forcing applied at low
wave numbers. The main result of the numerical simulations is
the demonstration thatCε should only be estimated with ensem-
ble averaged quantities from the entire time series for which the
statistics are stationary. IfCε is to be estimated at each time
snap shot it is necessary to correctly account for the time lag
that occurs from the large scale energy injection to the fine scale
energy dissipation. Even after correctly correlating the energy
injection with the energy dissipation, the instantaneous value
of Cε can vary quite considerably (e.g.±30%) over the extent
of the simulation. Such a variation may account for the scat-
ter in magnitude ofCε in previously published results. Both
the present numerical and experimental results suggest that the
asymptotic value forCε is≈ 0.5. In light of this, the previously
held view that the asymptotic value ofCε may be dependent on
the large scale energy injection could be suspect.
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Abstract

We consider the decay and subsequent instability of the fully
developed flow within a pipe of circular cross section when the
pipe is suddenly closed.

Introduction

The behaviour of the flow within a suddenly blocked pipe has
important applications across a wide range of disciplines. Two
such examples are the so called water-hammer effect which oc-
curs when a valve is suddenly closed in a pipe and the rhythmic
opening and closure of the aortic valve and the pulmonic valve
in the heart during ventricular ejection. In both applications an
unsteady flow develops which typically exhibits a transient tur-
bulent state (see, for example, Refs. [3] and [13]).

It was the physiological applications that led Wienbaum &
Parker [16] to first consider the problem of the decay of the flow
in a suddenly blocked channel or pipe. They gave the problem
its correct mathematical formulation and employed an approxi-
mate technique based upon the Pohlhausen method to describe
the flow. This work allowed them to demonstrate that the de-
caying channel flow develops points of inflection thus suggest-
ing that the flow would be susceptible to wave-like instabilities.
The stability of the flow was subsequently considered by Hall &
Parker [7] who employed a WKBJ style approximation, based
upon the assumption of large flow Reynolds number, to derive a
quasi-steady Orr-Sommerfeld equation describing the flow sta-
bility.

The theoretical result that the decelerating flow in a suddenly
blocked pipe is unstable to wave-like disturbances is in qualita-
tive agreement with in vivo measurements of turbulence lev-
els in the ascending aorta (for example Ref. [13]). Hall &
Parker [7] demonstrated that the decaying flow within a sud-
denly blocked channel is unstable, due to the inflectional nature
of the stream-wise velocity profiles, for Reynolds numbers as
low as O(102). Some care must be taken in interpreting these
results, since the quasi-steady approximation they employed re-
quires the flow Reynolds number to be simultaneously large (for
the asymptotic approximation to be valid) and finite (to justify
retaining viscous terms in the resulting Orr-Sommerfeld equa-
tion).

One of the drivers of the renewed interest in the behaviour of
the flow in a suddenly blocked pipe occurs in the water indus-
try where considerable attention has been given to the problem
of detecting leaks in pipeline systems using inverse transient
techniques, see Ref. [10]. For this technique to be fully imple-
mented it is necessary to be able to differentiate between damp-
ing due to leaks and damping due to unsteady friction resulting
from the (possibly) turbulent flow within the pipeline. Current
models for the unsteady friction within pipes, such as that of
Vardy & Brown [15], are largely empirical and typically under-
predict the amplitude and the phase of the pressure response
within the pipeline. Recent work by Lambert et al. [9] suggests
that this lack of agreement between theory and experiment may
be largely due to the empirical nature of the friction models
used. Their results highlight the need for an improved under-

standing of the flow within the unsteady boundary layer, both
laminar and turbulent.

It is the aim of this paper to quantify the stability properties of
the decaying flow in a suddenly blocked pipe.

Formulation

Consider the pressure driven flow within a cylindrical pipe of
non-dimensional radius r = 1 which is suddenly blocked at
x = 0 at time t = 0, where (r,θ,x) are the usual cylindrical
polar coordinates and (v,w,u) is the corresponding velocity
field. Prior to blockage the flow is assumed to be fully de-
veloped, laminar, Poiseuille flow with axial velocity given by
u(r,x) = 1− r2.

As noted by Wienbaum & Parker [16], the pressure wave which
results from the sudden valve closure acts to freeze the vorticity
within the flow in the state which existed prior to the closure.
Thus, provided the Mach number of the flow is small (which
it invariably is for most pipeline applications), immediately af-
ter the passage of the pressure wave the vorticity distribution
within the flow is the same as it was before the closure. Solving
the vorticity equation demonstrates that immediately after the
blockage, roughly two pipe radii downstream of the blockage,
the flow is uni-directional and given by

u0(r,x) =
1
2
− r2 (t = 0). (1)

Following the blockage, the flow develops on the viscous dif-
fusion time-scale τ = Re−1t = O(1), where Re is the flow
Reynolds number.

Assuming then that the flow within the blocked pipe is now uni-
directional, we write (v,w,u) = (0,0,U0(r,τ)). Substitution of
this expression into the full Navier-Stokes equations yields

∂U0

∂τ
=

∂2U0

∂r2 +
1
r

∂U0

∂r
+φ′(τ), (2a)

which must be solved subject to

U0(r,0) =
1
2
− r2, 0 < r < 1, (2b)

U0(1,τ) = 0 τ > 0. (2c)

In (2a) the term φ′(τ) denotes the unsteady axial pressure gra-
dient; this must be determined as part of the solution process.
In order to do this we impose the condition that the integrated
volume flux across any cross-section must vanish. Thus

1
Z

0

rU0(r,τ)dr = 0. (2d)

The system (2) can be solved be solved in two ways. The first
involves taking the Laplace transform in τ, solving the result-
ing ordinary differential equation and then taking the inverse
Laplace transform to obtain the velocity field U0(r,τ). Due
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Figure 1: Plot of streamwise velocity U0(r,τ) versus r for times
τ as labelled.

to its complexity the inverse Laplace transform must be cal-
culated numerically. The second approach involves discretizing
the equation (2a), in both space and time, and solving the dis-
cretized system numerically. It is readily shown (see Refs. [8],
[16]) that the streamwise pressure gradient term has a singular-
ity at time t = 0 in the form φ′(τ) = O(τ−1/2) as τ → 0 (this is
a simple consequence of the impulsive nature of the blockage).
For this reason a simple marching-in-time scheme, with initial
conditions imposed at τ = 0, is not suitable for solving (2). To
use such a scheme an accurate small-time solution must be de-
veloped. Details of this can be found in Jewell & Denier [8].
For our purposes it is sufficient to note that, for small τ, we can
write

φ(τ) =− 2√
π

τ1/2 +
5
2

τ+O(τ3/2);

the velocity field U0(r,τ) (0 < τ� 1) can be written in the form
of an infinite power series in powers of τ1/2 (details can be
found in Ref. [8]).

This small τ solution was taken as the starting-point for a Crank-
Nicolson finite-difference marching scheme as follows. Given
U0(r,τ) and φ′(τ) at time τ0 we use the value of φ′(τ0) as a
guess for the value of φ′(τ1) (where τ1 = τ0 + ∆τ). The inho-
mogeneous discretized equations are then solved, subject to the
boundary condition (2b) to give Ũ0(r,τ1); this will be the “cor-
rect” value if and only if the flux condition (2d) is satisfied. In
general this will not be the case thus allowing us to set-up an
iteration scheme, based upon the flux condition, which can be
used to update φ′(τ1). We chose to employ Newton iteration for
this task.

The results of our calculations are presented in figure 1 which
show the decay of the streamwise velocity. For small times τ we

observe the rapid change as the flow adjusts from the inviscid
slip condition to the no-slip boundary condition on r = 1.

Linear stability of the flow

To consider the stability of the flow we proceed in two ways.
Firstly we undertake a a classical linear stability analysis which
invokes the quasi-steady approximation that the basic flow does
not vary significantly over the O(t) time scale characteristic of
Orr-Sommerfeld modes. We then relax the quasi-steady as-
sumption thus taking into account the O(τ) evolution of the ba-
sic flow and focus our attention on transient pseudomodes, that
is, flow perturbations which are capable of significant transient
growth.

Normal mode analysis

Here we look for flow perturbations in the form

(u, p) = (0,0,U0(r,τ), p)

+ ε(Ur(r),Uθ(r),Ux(r),P(r))ei[α(x−ct)+kθ], (3)

where Ux,Ur and Uθ are the axial, radial and circumferential
velocity components respectively, and c denotes a complex-
valued wave-speed. The diffusion time scale τ is treated as
a parameter (the quasi-steady approximation), along with the
Reynolds number Re, the axial wavenumber α and the az-
imuthal wavenumber k (k = 0,1,2, . . . ). The case k = 0 cor-
responds to two-dimensional perturbations, that is Uθ = 0. The
governing equations for (U(r),P(r)) are

iα(U0− c)Ux =−iαP−U ′
0Ur +Re−1LUx, (4a)

iα(U0− c)Ur =−P′+Re−1
[

LUr− r−2Ur−2ikr−2Uθ

]

,

(4b)

iα(U0− c)Uθ =−ikr−1P+Re−1
[

LUθ− r−2Uθ +2ikr−2Ur

]

,

(4c)

0 = iαUx +

(

∂Ur

∂r
+ r−1Ur

)

+ ikr−1Uθ. (4d)

where the operator L is given by

L =
∂2

∂r2 +
1
r

∂
∂r
− (α2 + k2r−2).

The full system (4a)–(4d) is to be solved subject to the no-slip
condition U(1) = 0. Boundary conditions at r = 0 (adapted
from [6]) are

k = 0: Ur = 0, U ′
x = 0, P′ = 0. (4e)

k = 1: Ux = 0, P = 0, U ′
r = 0, Uc = iαUr. (4f)

k > 1: U = 0, P = 0. (4g)

When discretized, system (4) reduces to a generalized eigen-
value problem for the complex wavespeed

A(U,P)T = cB(U,P)T . (5)

Discretization was performed using an order-N Chebyshev
pseudospectral scheme, yielding an eigenvalue problem of ap-
proximate size 3N or 4N. The order Nmin required to resolve
the first eigenvalue to five decimal places was found to range
from fifteen to twenty five, depending on choice of parameters
(provided that τ & 0.001). Furthermore, resolution of the ten
leading eigenvalues was generally possible at N = Nmin +10.

The results from our calculations are given in figure 2. We note
that the flow is unconditionally stable to axisymmetric modes
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Figure 2: Plots of (a) Neutral-stability curves for blocked-pipe
flow and (b) the corresponding critical Reynolds number for az-
imuthal wavenumbers k = 1,2,3. The solid line corresponds to
the neutral-stability curves.

(k = 0). Neutral curves, for k = 1, are presented in figure 2a.
From this figure we clearly observe the variation of the critical
Reynolds number with time τ. In figure 2b we plot the critical
Reynolds number versus τ for k = 1,2,3. The most unstable
mode corresponds to k = 1 and has a minimum critical Reynolds
number of Rec ≈ 440 which occurs at a time τ = 0.02. These
results are in qualitative agreement with those of Ref. [5].

It has long been known that eigenmodes predict long-term
rather than short-term behaviour. Whether this is a reliable
guide to short-term behaviour depends on whether the eigen-
modes are orthogonal and non-degenerate: where this is not the
case, transient growth may be possible even if all individual
eigenmodes decay and we now turn our attention to this prob-
lem.

Transient growth analysis

It is only in recent years that it has been recognised that the
eigenmodes of some flows are not orthogonal. This is indeed
the case for Couette and plane-Poiseuille flows. For these flows
it is possible to describe a linear combination of eigenmodes
which interfere destructively in the early stages, before separat-
ing out to produce significant transient growth in the intermedi-
ate stage (see Refs. [2], [12] and [14]). Eventually, in a purely
linear model, this linear combination decays exponentially in
accordance with classical predictions. This leads to the conjec-
ture that in practice the transient may attain a critical amplitude
beyond which non-linear effects destabilize the flow. This is
supported by the numerical results presented in Refs. [1], [4]
and [14].

There are two basic numerical techniques of linear transient
analysis which are presented Refs. [2], [12] and [14]. We fo-
cus our attention on determining the explicit transient pseudo-
modes. As in classical stability analysis, the pseudomode is
considered to be a flow perturbation arising instantaneously at
some time t = 0. Typically, it attains some amplification factor
g = O(Re), that is gmax ≈ (Re/Re0) where Re0 � Rec, before
decaying exponentially as t → ∞.

The present problem differs in one important respect from Cou-
ette and Poiseuille flows: the basic flow for a blocked pipe is un-
steady. To the extent that the quasi-steady assumption is valid,
the explicit-transient technique is directly applicable. To this
end, we denote the transient response by

ũ(t) ≡ ũ(t,r,x,θ; τ0,Re,α), (6)

where t = 0 and τ = τ0 denote the time of commencement. Let
this transient be approximated by the J leading eigenmodes of
the basic flow at time τ0:

ũ(t) =
J

∑
j=1

γ jũ j(t; τ0,Re,α). (7)

Following Trefethen et al. [14] we define the transient-growth
factor via its energy norm over space as

g(t) =
‖ũ(t)‖
‖ũ0‖

=

(

γ∗R(t)γ
γ∗R0γ

)
1
2

(8)

where R jk(t) = 〈ũ j(t), ũk(t)〉. In order to relax the quasi-steady
assumption we must track the temporal and spatial evolution of
each of the original eigenmodes:

ũ j(t) = exp

[

−
Z t

0
Ã(τ0 +Re−1t ′)dt ′

]

ũ j(0) (9)

where Ã is the matrix evolution operator defined in Jewell &
Denier [8]. The matrix-exponential was evaluated using the
Matlab function expm, together with the formula

ũ j(t) = exp
[

−tÃ(τ̄)
]

ũ j(0), (10)

where Ã(τ̄) is understood to mean Ã is evaluated using the mean
basic flow for τ0 < τ < (τ0 +Re−1t).

We calculate the maximum possible growth g∗(t) at some time
t = t1, obtaining what Trefethen et al. [14] have termed the
Butler-Farrell optimum transient at t = t1. Obtained by setting
∂g/∂γ = 0 at t = t1, the Butler-Farrell transient corresponds to
the dominant eigenmode of the generalized eigenvalue problem

R(t1)γ = λR0γ , with g∗(t1) =
√

λ1(t1). (11)

Results are shown in Figures 3 and 4. Figure 3 shows the func-
tion g∗(t) for a variety of parameter values (Re,τ0) and figure 4
shows gmax ≡max{g∗(t)} as a function of Reynolds number. It
is found that

gmax ≈ (Re/Re0) where Re0 ≈ 120 (Re < 1000). (12)

The quasi-steady estimate gmax(Re,τ0) proves to be reasonably
accurate (provided that Re < Rec(τ0), where Rec(τ0) is the clas-
sical critical value). This is due to the weak dependence of
gmax(Re,τ0) on τ0; it does not demonstrate that the quasi-steady
approximation is intrinsically valid. On the contrary, figure 3c
shows that a given transient persists almost as long as the basic
flow itself, continuing to grow until τ ≈ 0.05; at this time the
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viscous boundary-layer, which has grown from the pipe-wall
almost fills the whole pipe (see Jewell & Denier [8] for details).

These results suggest that the precise classical value Rec(τ) is of
limited physical significance. Below this limit, transient growth
may be possible. Above it, transition to turbulence may not be
realized – the basic flow may decay too soon to permit much
growth of the dominant eigenmode.

To explore this idea further, we compare our results with those
of Trefethen et al. [14] for Couette and plane-Poiseuille flows
(Figure 4). Couette flow (for which Re0 ≈ 29) is known to tran-
sition to turbulence in the range 350 < Re < 3500; Poiseuille
flow (Re0 ≈ 71) becomes turbulent for 103 < Re < 104. On
this basis we conjecture that transition-to-turbulence is usu-
ally associated with transient growth factors in the range 15
to 50. For the case of a blocked pipe, this corresponds to
1100 . Re . 1800.
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Figure 4: Maximum transient growth gmax ≡ max{g∗}. Cor-
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provided for comparison (solid and dashed sections correspond
to transitional and unstable flow, respectively).

Conclusions

We have demonstrated that the flow within a suddenly blocked
pipe is unstable to non-axisymmetric disturbances. The flow
also supports modes which undergo transient growth. Compar-
ison with Couette and plane Poiseuille flow suggests that these
transients may play an important role in the transition process.
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Abstract
This paper studies the effect of delta wing’s leading edge
geometry (sharpness and bevel angle) to the vortex breakdown.
At the apex, the flow separates and forms apex vortices, which
may breakdown if the wing is at high angle of attack. Preliminary
studies reveal that the initial circulation and/or swirl of the apex
vortices are mostly created at the wing’s apex vicinity. This
initial circulation is the control parameter of vortex breakdown,
and it is changed significantly by the wing’s leading edge
geometry. Here we study the leading edge sharpness and the
bevel angle effects by means of flow visualization. For curvature
effect, we compare two delta wings with sharp and rounded
leading edges. The delta wing with sharp leading edge results in
stronger apex vortices’ initial circulation, and that the consequent
vortex breakdown happens earlier than the rounded one. For
bevel angle effect, we flip the delta wing with sharp leading edge
vertically. When the delta wing is flipped, the apex vortices
bifurcate into smaller vortices. We label these vortices as:
primary, secondary and tertiary vortices. These vortices are
convected downstream without breaking down.

Introduction
The vortex breakdown is an abrupt enlargement of a vortex,
where the axial filament emanating from the apex of a delta wing
suddenly takes a spiral form. At times, a bubble form of the
breakdown is also observed. Encapsulated within the spiral or
bubble is a limited region of flow reversal near the vortex
centerline, which is followed by highly turbulent flow.

Although there have been many theories of vortex breakdown,
they mostly ignore the spiral form of the breakdown on the delta
wing, which is more common, and instead focus on axisymmetric
bubble breakdown in the pipe with swirling flow, because the
latter is mathematically tractable. A recent comment (ref. 1)
stating that “ a comprehensive theory of vortex breakdown still
does not exist” echoes similar comments made in 1977: “the
embarrassing number of different theoretical notions has not, it
must be admitted, led to satisfactory understanding of the flows
observed.” (ref. 2)

Recently, we proposed what we call a self-induction mechanism
for the formation of vortex breakdown. Details of the mechanism
can be found in Kurosaka (1998) (ref. 3), Srigrarom & Kurosaka
(2000a, 2000b) (ref. 4 and 5). According to the theory, it is the
initial circulation and/or swirl that causes the negative axial
vorticity gradient within the apex vortices itself. Then, by its own
self-induction, the apex vortices can pile-up and breakdown.
The apex vortices (and hence, their initial circulation) are created
by the flow separation on the wing from the pressure side to the
suction side of the delta wing. Consider figures 1 and 2, which
show the computed viscous flow around the delta wing (from
VSAERO CFD code). For the delta wing positioned at high
angle of attack (α = 25°), the incoming flow streamlines at the
apex will hit the wing, separate and form the apex vortices
(figures 3 and 4). It is the leading edge that controls the vortices’
turning radii, and that, their initial swirl. Therefore, we focus our
attention to the sharpness and the curvature of the wing. We also
consider the effect of the bevel angle by flipping the wing
vertically to create different flow pattern. The investigation was
done primarily by means of food coloring dye and Laser Induced
Fluorescence (LIF) flow visualization in the water tunnel.

Effect of leading edge shape
According to the self-induction mechanism theory, it is the initial
vorticity gradient that leads to the chain of events leading to the
formation of vortex breakdown. Suppose that we could reduce
the initial vorticity gradient, then, theoretically, the vortex
breakdown can be delayed or weakened. For the case of the delta
wing with a sharp apex, the initial vorticity gradient is associated
with the flow separated from the sharp corner at the apex of the
wing. Therefore, to reduce the initial vorticity gradient, we could
attempt to prevent flow separation by rounding the wing’s apex.

To investigate the above concept, we have done pilot
experiments by installing a curved wood attached to the apex of
the delta wing, and tested at various usual vortex breakdown
conditions in the water tunnel. The plexiglass delta wing 12
inches chord length and 1 inch thick (i.e. thickness to chord ratio,
t/c = 1/12) with 60-degree swept angle was used. This relatively
thick delta wing was used, because we could observe the edge
effect more visibly. The wing was set at angle of attack of 20 and
25 degrees, under incoming freestream flow of 5 cm/s,
corresponding to Reynolds number of ~15000 based on chord
length (Re ≡ U∞c/ν ~ 15000). Red food-coloring dye was used for
flow visualization. The wing was tested with and without the
curved wood attachment for direct visual side-by-side
comparison. We compare the results by examining the local flow
at the apex, and the location of the vortex breakdown.

Let us consider the flow around the rounded leading edge of the
curved wood attachment shown in figure 3, which was taken
from side view. The wing was set at angle of attack of 25 degree.
The flow remains mostly attached at the apex, with a mild
separation. Therefore, the apex vortices would have reduced
initial swirl, hence lesser axial vorticity gradient, compared to the
one with the sharp leading edge case.

Figure 4 shows side-by-side comparison for the case of the wing
at 20° angle of attack. Although, there is still vortex breakdown
on the one with the curved wood attachment, the vortex
breakdown is weaker, as noticeable by the gradual fading of the
dye color. The location of the vortex breakdown is also delayed
downstream, as observed by comparing L1 > L2 in figure 4 (both
L1 and L2 are measured from the delta wing’s trailing edge). This
means that smoothening the delta wing’s apex to reduce the
separation helps to lessen the initial vorticity gradient and
weaken and delay the vortex breakdown, as expected. We also
obtained the same results for the case of the wing at 25° angle of
attack (figure 5)

Effect of bevel angle
In the previous section, we discussed the effect of modifying the
delta wing’s apex shape, by which we could delay the vortex
breakdown. The modification was done by rounding the sharp
apex to a smooth curved one. Here we look into the effect of the
bevel angle. We may change the delta wing apex and/or the
leading edge, such that the incoming flow needs not to turn
around the acute angle (see figure 6), which has smaller turning
radius, and that, creates the apex vortices with causes strong
initial swirl (circulation). Instead, the flow bends around the
obtuse angle (milder turn), corresponding to larger turning radius,
and that, creates the apex vortices causes weaker initial swirl



15th Australasian Fluid Mechanics Conference
The University of Sydney, Sydney, Australia
13-17 December 2004

(circulation). We achieve this change by flipping it vertically
flipped, as shown schematically, in figure 6.

Here we used the same delta wing with 12 inches chord length
and 1 inch thick (i.e. thickness to chord ratio, t/c = 1/12), and 60
degree swept angle (φ = 60°) in the water tunnel. The incoming
flow speed was 5 cm/s. The delta wing was at 25 degree angle of
attack (α = 25°). We first present the baseline result
corresponding to its normal position as figure 7, which
corresponds to strong swirl in apex vortex (on each side of the
wing), and that where the usual vortex breakdown is observed.

For the delta wing at vertically flipped position as shown in
figure 8, in comparison to the normal position wing as shown in
figure 7, the flow at the apex turns at lesser angle, having larger
turning radius, and that, apex vortex (on each side) has lesser
initial swirl. Therefore, vortex breakdown is suppressed, as
predicted by this changing the bevel angle manner.

Furthermore, for the case of vertically flipped wing, the apex
vortices stay close to the wing and bifurcate into to multiple
vortices, as shown in figures 9 and 10. We identify the multiple
vortices as the primary, secondary and tertiary apex vortices, as
shown schematically in figure 11.

Figures 12-15 taken by dye and figures 16-17 by LIF shows the
eruption of the fluid near the wall. In general, it is well known
that when a vortex is located in the vicinity of a solid surface, the
boundary layer over the surface is drawn towards the vortex in an
eruptive manner and forms a secondary vortex, which, for exactly
the same reason, induces the tertiary vortex in turn. It is in this
context that we interpret these figures. It should also be noted
that, for all primary, secondary, and tertiary vortices, they are just
convected downstream without breaking down.

Conclusions
From the flow visualization results, we have studied the effect of
leading edge’s sharpness and bevel angle to the apex vortex. For

curvature effect, we compare two delta wings with sharp and
rounded leading edges. The delta wing with sharp leading edge
results in stronger apex vortices’ initial circulation, and that the
consequent vortex breakdown happens earlier than the rounded
one. For bevel angle effect, we flip the delta wing with sharp
leading edge vertically flipped. When the delta wing is flipped,
the apex vortices bifurcate into smaller vortices, labelled  as:
primary, secondary and tertiary vortices. These vortices are
convected downstream without breaking down.
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Figures

 
Figures 1 (left) and 2 (right): CFD results (VSAERO CFD code) of flow around delta wing (left) and at the wing’s apex (right).

  
Figure 3: The flow around the curved wood attachment (= rounded leading edge).
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Without curved wood attachment With curved wood attachment

Figure 4: Vortex breakdowns on the wing, at α = 20° with curved wood attachment = rounded L.E. (right) and without = sharp L.E. (left).

  
Figure 5: Vortex breakdowns on the wing, at α = 25° with curved wood attachment = rounded L.E. (right) and without = sharp L.E. (left).

Delta wing in normal position Delta wing in vertically flipped  position
Flow turns around acute angle (small turning radius) Flow bends around obtuse angle (large turn radius)
Gives apex vortex strong swirl Gives apex vortex weaker swirl

Figure 6: Schematic diagram: Flipping the delta wing vertically flipped results in changing initial circulation/swirl in apex vortex.

Figure 7: The φ = 60° delta wing with t/c = 1/12, mounted at normal position, at α = 25°. The line is drawn to indicate wing for clarity. The
dye probe is visible at the left of the wing. The apex vortex has strong swirl and breaks down immediately.

  
Figure 8: The φ = 60° delta wing with t/c = 1/12, mounted vertically flipped, at α = 25°. The apex vortex has weaker swirl, and that, no
vortex breakdown exists. (Left: side view, Right: bottom view of the left figure).
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Vortex breakdown Vortex breakdown

L1
L2
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Figure 9: The vertically flipped  φ = 60° delta wing with t/c = 1/12 at α = 25°., entire view.

 
Figure 10: Close-up look of figure 9 at the apex.

Figure 11: The diagram showing the primary, secondary and tertiary apex vortices.

   
Figures 12,13,14 and 15: The same wing as in figs. 9 and 10, close-up 1,2, 3 and 4 consecutively.

 
Figures 16 (left) and 17 (right): LIF of the secondary vortex’s core plane 1 and 2.
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Abstract

The radial outflow from a Boussinesq turbulent plume imping-
ing on a horizontal boundary is examined both theoretically and
experimentally. We gain insight into the transition from the ver-
tical plume flow to the horizontal gravity current flow by draw-
ing an analogy between classifying a constant buoyancy flux ra-
dial gravity current in terms of its source conditions and forced,
pure and lazy plumes. Using dimensional arguments and exist-
ing experimental results for pure gravity currents and plumes,
we demonstrate that the outflow will be initially jet like, before
adjusting into a gravity current. This finding is supported by the
results of our experiments.

Introduction

We consider the collision of an axisymmetric turbulent plume
flow with steady source conditions and a horizontal boundary in
a quiescent environment. In practice these flows are relatively
common, for example, a fire plume or thermal plume from a
heat source in a room impinging on a ceiling (in this case a solid
boundary), or a buoyant waste water plume reaching the surface
of a sea into which it is pumped. In this work we restrict our
attention to situations where the density difference between the
plume and the surroundings is small compared with the density
of the surroundings.

On impinging with the boundary the flow from the plume will
spread horizontally outwards and in the far field develop into a
constant flux radial gravity current. Near the point of impact,
however, there is an adjustment region over which the flow de-
velops into a pure gravity current - here we use ‘pure’ to refer
to a current with a constant Froude number.

The details of this adjustment process and the radial extent over
which this adjustment occurs are not well understood and form
the motivation for the present study. Knowledge of the process
of transition from vertical plume flow to horizontal gravity cur-
rent flow is key to understanding a number of flows of practical
interest. For example, when a thermal plume impinges on a
ceiling in a confined room it spreads out and hits the side walls.
In order to understand how far down the wall the heat or smoke
will then initially descend requires an understanding of the dy-
namics of the initial outflow. Though not covered here, this
problem is currently under investigation by the authors.

A schematic of the flow considered herein and the nomenclature
adopted is given in figure 1. We denote the plume buoyancy flux
by F , the vertical distance from the plume to the boundary by
H, the radial coordinate byr and the thickness of the gravity
current by∆(r). We begin by stating a key result relating to the
spread of constant flux radial gravity currents before consider-
ing the initial adjustment region. We then present a mathemat-
ical model for the bulk properties of the flow and compare our
predictions to experimental measurements of the movement of
the gravity current front.

In [3] a balance balance between the buoyancy force(ρg′∆2)
and inertial force (ρr2∆/t2) was used to establish a relationship
for the position of the front of the gravity current with time for

Figure 1: Schematic of the outflow from a plume impinging on
a horizontal boundary showing the nomenclature adopted.

the inertial regime:
r = ciF

1/4t3/4. (1)

Following on from this work [2] solve the governing equations
and obtain the same time scalings as [3]. Experimental results
suggestci = 0.84, hence

r = 0.84F1/4t3/4. (2)

This equation for the front movement implies a constant Froude
number for the gravity current. If the ‘source’ conditions which
characterise the supply of material to the current do not result
in an identical Froude number, as will in general be the case,
then there will be an adjustment region (in the near field) before
the flow becomes a pure constant buoyancy flux radial gravity
current (in the far field).

In this paper we draw an analogy between classifying radial
gravity currents and classifying plumes in terms of their respec-
tive source conditions. We demonstrate that the adjustment re-
gion for the radial flow may be regarded as similar to either
forced plumes [8] or lazy plumes [5] which themselves adjust
to a pure plume in the far field. We also show that for a plume
impinging on a horizontal boundary, the flow in the adjustment
region is that of a forced radial gravity current regardless of the
distance between source and boundary.

Source Conditions and Length Scales

For a constant buoyancy flux radial gravity current the main
parameters are the thickness ([∆] = L), radial distance ([r] = L),
and buoyancy flux ([F] = L4T−3). The other parameters of note
are the volume flux ([Q] = L3T−1) and momentum flux ([M] =
L4T−2). Assuming that for the fully-developed flow the current
has a constant thickness and velocity (v) we can use dimensional
analysis to develop scalings for the volume flux (2πr∆v) and
momentum flux (2πr∆v2) in terms of the thickness, radius and
buoyancy flux:

Q ∼ ∆F1/3r2/3 and M ∼ ∆F2/3r1/3. (3)



The velocity of the current

v =
dr
dt

∼ F1/3r−1/3. (4)

It is possible to derive the latter result by differentiating (2):

v =
dr
dt

=
3×0.84F1/4

4t−1/4
= 0.59F1/3r−1/3 (5)

which can now be used to estimate the values of the constants
in (3):

Q ≈ 3.7∆F1/3r2/3 and M ≈ 2.2∆F2/3r1/3. (6)

These equations give straightforward estimates of the volume
and momentum flux at any given radial distance, but for chosen
values of the fluxesQ andM they can also be inverted to provide
an estimate of the radial distance a gravity current of buoyancy
flux F would need to travel in order to obtain those flux values.
It is in this sense that we define two radial length scales, the
volume flux length scale (rQ) and the momentum length scale
(rM):

rQ = 3.7−3/2∆−3/2
0 Q3/2

0 F−1/2 (7)

rM = 2.2−3∆−3
0 M3

0F−2 (8)

where the subscript 0 indicates the initial value. Note that the
plume and current source buoyancy fluxes are identical as the
environment is unstratified, thusF = F0 = constant. Drawing
an analogy with plume theory (see [5]) the gravity current can
be regarded as ‘forced’ ifrM > rQ, ‘lazy’ if rM < rQ and ‘pure’
if rM = rQ. We can also define a ratio of these length scales
analogous to that for plumes:

Γ =
rQ

rM
= 1.5

Q3/2
0 ∆3/2

0 F3/2

M3
0

. (9)

Again the flow in the adjustment region will be ‘forced’ forΓ <
1, ‘pure’ for Γ = 1 and ‘lazy’ forΓ > 1.

For the case of a highly ‘forced’ gravity current one would ex-
pect a development region that behaved like a radial jet. For a
smooth boundary this is a constant momentum flux flow with a
linear growth in current thickness with radius. This linear radial
growth is observed in the work of [7] and [6]. It is therefore a
reasonable approximation that the transition region is ‘forced’
and will behave as a radial jet with a linear growth in thickness
with radius and constant momentum flux (see, for example, [1]).

The ‘source’ conditions for the radial flow are those supplied by
the pure plume of buoyancy flux (F). Assuming top-hat profiles
in the plume, the radius (b) and volume flux (Qp) and momen-
tum flux (MP) at the boundary can be expressed as:

b =
6αtH

5
= 0.15H (10)

Qp = π
(

5F
8παt

)1/3(

6αtH
5

)5/3

= 0.16F1/3H5/3 (11)

Mp = π
(

5F
8παt

)2/3(

6αtH
5

)4/3

= 0.35F2/3H4/3 (12)

whereαt ≈ 0.09
√

2 (see [5]) is the plume entrainment coeffi-
cient appropriate for top-hat profiles. We now use (10) as the
initial gravity current radius and using continuity we take (11)
as the initial volume flux. However, it is likely that there will be

losses as the plume impinges on the solid boundary. We there-
fore assume that the initial gravity current momentum flux is
given byγMp, for some constantγ. We can now establish the
boundary conditions on the radial outflow, namely,

r0 = 0.15H, Q0 = 0.16F1/3H5/3 (13)

and
M0 = γMp = 0.35γF2/3H4/3. (14)

Therefore, for the initial outflow thickness we get

∆0 =
Q2

0

2πr0M0
=

0.068
γ

H. (15)

This implies that the initial outflow thickness increases as the
energy loss (due to the change in flow direction) increases.

The next step is to evaluate the length scales defined in (7) and
(8) using (15). This leads to

rQ = 0.41γ3/2H and rM = 7.1γ6H, (16)

or
Γ = 0.58γ−9/2. (17)

We note the particularly sensitive dependence ofrM andΓ on γ
and that (17) indicates that the flow is forced near the point of
impingement providedγ > 0.53. It is expected that the losses
will not be this significant and, therefore, we choose to model
the transitional flow as a forced radial jet.

We will assume that the flow behaves as a turbulent radial mo-
mentum jet near the point of impingement with no loss in mo-
mentum flux as the flow spreads across the boundary. It it there-
fore expected to entrain ambient fluid and increase linearly in
depth with radius [1]. This will increase the local value ofΓ
until it reaches the pure gravity current balance ofΓ = 1. The
flow will then behave as a radial gravity current as given by (2).
For a momentum jet we know that:

∆ =
d∆
dr

(r− r0)+∆0 and M = M0 = γ0.35F2/3H4/3 (18)

whered∆/dr andγ are our unknown constants, andr0 and∆0
are given by (13) and (15), respectively. Carrying these un-
knowns through we can write expressions for the velocityv and
volume fluxQ:

v =
γ1/2

√
0.33F1/3H2/3
√

2πr∆
and Q =

√
2πr∆γ1/2

√
0.33F1/3H2/3.

(19)

To leading order inr the outflow thickness is given by∆ ≈ d∆
dr r,

hence, using (19) we estimate the movement of the front with
time in the adjustment region as

dr
dt

≈
√

0.35
2π

√

γ
d∆
dr

F1/3H2/3

r
. (20)

This leads to

r ≈ 0.69

(

γ
d∆
dr

)1/4

F1/6H1/3t1/2 (21)

to leading order inr.

We now introduce length and time scales based on the vertical
separationH and the plume buoyancy fluxF . Dimensionless
time and radial distance, respectively, are given by

τ =
t

H4/3F−1/3
and φ =

r
H

. (22)



This allows us to write expressions for the front movement with
time in non-dimensional terms. In the initial forced adjustment
region we get from (21):

φ = 0.69

(

γ
d∆
dr

)1/4

τ1/2 (23)

and for the pure gravity current flow described by [2] we get

φ = 0.84τ3/4. (24)

In order to establish the value of the constant in (23) and the
radial extent of the forced region we now turn to laboratory ex-
periments.

Experiments

A series of laboratory experiments were performed to examine
the plume outflow. A negatively buoyant turbulent plume was
created by injecting a salt solution (NaCl) at constant volume
flow rate into a large visualisation tank filled with fresh water.
The plume descended and impinged on a horizontal false bot-
tom in the tank. As the radial flow from the plume spread out it
was filmed using a CCD digital camera and the captured images
processed using the software DigiFlow [4]. A schematic of the
experimental setup is shown in figure 2.

Figure 2: Schematic of experimental setup for tracking the front
movement and thickness of the plume outflow.

Jet region

The first set of measurements reported is the dependence of the
adjustment radius (ra), see figure 1, on the separation distance
(H) for fixed plume source conditions. For these experiments
the plume was dyed with Sodium Fluorescein and a thin verti-
cal light sheet was projected up from below the tank. Once the
outflow was fully established a time-averaged image (see fig-
ure 3 for a typical image) of the flow was taken and the radial
distance (ra) at which the outflow was thickest measured . The
separationH was varied from 5.5cm to 18.2cm. A plot of ra
againstH is shown in figure 4. The line plotted is based on a
best fit of the data forced through the origin and is given by

ra = 0.66H. (25)

Front movement

Using the same experimental setup a series of experiments was
run to measure the front position of the outflow as a function of
time. In these experiments the apparatus was back lit and the

Figure 3: Time-averaged image of the outflow showing the ra-
dial growth in thickness near the source and adjustment to a
constant thickness gravity current. The right-hand boundary of
the image is the plume centreline. The outflow is the horizontal
dark grey region.
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Figure 4: Plot of the radiusra at which the outflow has maxi-
mum thickness as a function of the plume-boundary separation
H. The line is given byra = 0.66H.

plume was dyed using a blue food colouring. A series of typical
photos from these experiments is shown in figure 5.

A series of 5 experiments was performed, the plume-boundary
separation and buoyancy flux are given in table 1. The plume
was activated and the front movement was filmed. After each
experiment was completed the film was reviewed and measure-
ments of the front position against time were recorded. The
time origin was taken as the moment the plume came into con-
tact with the horizontal boundary. Measurements of front move-
ment against time are plotted in figure 6.

Using the scalings given in (22) we can collapse all the data
from figure 6 onto a single line. This scaled front movement
is shown in figure 7. Based on our analysis we expect that for
smallφ there would be a jet-like region where the front move-

Experiment H(cm) F(cm4s−3) Symbol
A 47.5 255 +
B 50.5 255 ×
C 21.5 255 ∗
D 32.3 182 ?
E 7.1 122 ◦

Table 1: Experiment parameters for the five profiles presented
in figures 6 and 7.



Figure 5: Series of digital images showing the descending
plume and the horizontal outflow at various times during an ex-
periment.
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Figure 6: Plot of the front positionr (cm) against timet (sec)
for five experiments. + experiment A,× experiment B,∗ exper-
iment C,? experiment D and◦ experiment E.

ment scaled onτ1/2 followed by a pure gravity current region
whereφ ∼ τ3/4. This behaviour is clearly seen in figure 7

Conclusions

We have demonstrated that the outflow from a turbulent plume
that impinges on a horizontal boundary behaves as a radial
forced jet near the point of impingement. Downstream of this
initially forced region the flow behaves as a constant buoyancy
flux radial gravity current. Results of our experiments demon-
strate that the adjustment region scales linearly on the vertical
distance of the plume source from the horizontal boundary (see
figure 4). We have also demonstrated that the dimensionless
front positionφ = r/H can be described in terms of the non-
dimensional timeτ = t/(H4/3F−1/3) by (23) and (24). Exper-
imental results have shown that the full description of the front
movement with time is given by:

φ =

{

0.85τ1/2 φ < 0.66
0.84τ3/4 φ ≥ 0.66.

(26)
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Figure 7: Non-dimensional front positionφ against timeτ show-
ing the collapse of the experimental data and the ‘forced’ jet-
like region near the point of impingement. The dashed line
is given byφ = 0.85τ1/2, cf. (23). The solid line is given by
φ = 0.84τ3/4. The discrepancy between the data and theory for
largeφ is due to the increasing influence of viscous forces.
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Abstract

The transient flow driven by turbulent buoyant plumes rising
from the floor of a ventilated filling box is examined. A rect-
angular box is considered and openings in the base and top
of the box link the interior environment to a quiescent exte-
rior environment of constant and uniform density. A theoreti-
cal model is developed for predicting the density stratification
and the volume flow rate through the openings that lead to the
known steady state. Predictions are compared with the results
of small-scale analogue laboratory experiments in which saline
solutions are used to create density differences in water tanks.
The timescale for the flow to approach steady state depends on
the relative magnitudes of two timescales; (t f ) proportional to
the time taken for fluid from the plume(s) to fill a closed box
and (td) the time taken to drain buoyant fluid from the ven-
tilated box. Previous work has shown that the steady state is
characterised by the dimensionless vent areaA∗/H2 and we re-
interpret this quantity as the ratio of the timescales (µ = td/t f ).
For µ > µc the depth of the buoyant upper layer is shown to
exceed, or ‘overshoot’, the steady layer depth during the initial
transient. Applications include the natural ventilation of build-
ings and some implications of our results to building ventilation
are discussed.

Introduction

We consider the time-dependent stratification and flow induced
by turbulent plumes in a ventilated box. Turbulent plumes in
a sealed enclosure were examined by [1] in their ‘filling box’
paper. In a filling box, the plume rises to the top of the box
and spreads laterally outwards to form a density interface be-
tween the plume outflow and the ambient fluid. This inter-
face descends towards the plume source as ambient fluid is en-
trained into the plume and passes into the buoyant upper layer.
[1] showed that the box fills with buoyant fluid on a timescale
which depends on the floor area (S) and height (H) of the box,
and the buoyancy flux (B) of the plume. This resulted in the
‘filling time’, t f , of

t f ∝
S

B
1
3 H− 2

3

. (1)

[8] investigated ventilated boxes, including the draining of
buoyant fluid from a box via openings in the top (of areaat )
and base (of areaab) connecting to a quiescent external ambi-
ent. In the absence of mixing the time taken to flush the box,
the ‘draining time’,td, is given by

td ∝
S
A∗

(

H
g′

)
1
2

(2)

whereg′ = g∆ρ/ρ is the reduced gravity of the buoyant layer,
∆ρ the density contrast between the layers,ρ the density of the
external ambient andA∗ the ‘effective’ area of upper and lower
openings such thata∗b = 2

1
2 cbab, a∗t = 2

1
2 ctat and

1
A∗2 =

1

a∗2
b

+
1

a∗2
t

(3)

wherecb andct denote the loss coefficients associated with flow
through the respective openings. This draining time is valid
for uni-directional flow through the openings which usually re-
quires thatab is greater than or roughly equal toat , see [4]. For
high Reynolds number flowscb andct are normally assumed
constant (≈ 0.6).

[8] then consider a single continuous point source input of buoy-
ancy at floor level and balance the draining flow rate with the
supply flow rate from the plume and, thereby, examine ‘empty-
ing filling boxes’, focussing on the steady states. A steady-state
two-layer stratification is reached in which the upper buoyant
layer drives a draining flow through the vents which is balanced
by the filling flow from the plume. The steady upper layer depth
(H −h) depends only on the vent area, the box height and the
plume entrainment coefficient (α):

A∗

H2C
3
2

=
ζ

5
2
ss

√

1−ζss
(4)

where the subscript ss denotes ‘steady state’,

C = π(5/2πα)
1
3 (6α/5)

5
3 and ζ = h/H. Herein we use

α = 0.09 which results in a value ofC = 0.16. The steady
interface heightζss is thus a function of the box geometry only
and the entire problem may be regarded as geometric.

In this paper we re-interpret the parameterA∗/H2C
3
2 in (4), pre-

viously regarded as a dimensionless opening area, as the ratio
of the two competing timescalestd andt f , and examine the in-
fluence of these two times on the transient development of the
flow. We begin by developing a theoretical model of the tran-
sients and then compare this with the results of analogue labo-
ratory experiments. We discuss these results in the context of
ventilation of a lecture theatre. Conclusions are then drawn.

Mathematical model for the transient flow

Buoyancy is input fromn equal non-interacting, localised point
sources of buoyancy fluxB at floor level (z = 0) in a rectan-
gular box of heightH and cross-sectional areaS (independent
of height). Openings, of areaab andat , in the base and top of
the box, respectively, connect the interior environment to a qui-
escent exterior environment of constant densityρ. Buoyancy
transfers between the boundaries of the box and the fluid in the
interior are assumed negligibly small.

The turbulent plumes rising from the sources entrain ambient
fluid and on reaching the top of the box spread radially out-
wards. Following [1] the details of the outward motion are ig-
nored and an infinitesimally thin buoyant layer forms at time
t = 0 with an interface separating the layers. Over time the in-
terface descends and increasingly buoyant fluid is fed into the
layer. A pressure difference between the interior and exterior
environments is thereby established which drives buoyant fluid
out through the upper openings and draws in an equal volume of
ambient fluid through the lower openings. Mixing between the
inflowing fluid and the buoyant layer is assumed negligible and
the flow through each opening is assumed to be unidirectional.
As the layer deepens and increases in buoyancy, the volume flux



out of the box increases and begins to balance the volume flux
fed into the buoyant layer by the plumes. After a finite time, a
steady-state flow is approached in which the volume fluxes bal-
ance, the level of the interface is constant and the stratification
consists of two homogeneous layers as confirmed in the exper-
iments of [8]. Although one might expect a transient density
profile similar to that of a filling box, for the purposes of mod-
elling the movement of the interface we assume that the buoyant
layer is well mixed throughout the transients.

The time rate of change of the buoyant layer thickness (H−h) is
governed by the difference between the volume flux of buoyant
fluid supplied (nQp) via then buoyant plumes, and the volume
flux out through the upper openings (Qout). Conservation of
volume and buoyancy yield

dV
dt

= nQp−Qout and
dVg′

dt
= nB−Bout (5)

respectively, whereg′ andV = S(H −h) are the average buoy-
ancy and volume of the buoyant layer.Bout = g′Qout is the flux
of buoyancy out through the top openings. Introducing the non-
dimensional interface heightζ and reduced gravityδ:

h = ζH and g′ = δC−1B
2
3 H− 5

3 (6)

and using the plume flow rate scalings and the draining theory
outlined by [8], the time rate of change of the buoyant layer
depth and of the average layer buoyancy can be expressed as

dζ
dτ

=
1√
µ

√

δ(1−ζ)−√
µζ

5
3 (7)

dδ
dτ

=
√

µ
1−ζ

5
3 δ

1−ζ
(8)

where the non-dimensional timescaleτ and parameterµ are

t = τ
√

tdt f = τ
(

S2

nC
1
2 A∗B

2
3 H− 2

3

)

1
2

(9)

µ=
td
t f

=
nC

3
2 H2

A∗ (10)

and the timescalestd andt f are defined as

td =
C

1
2 SH

4
3

A∗B
1
3

≡ S
A∗

(

H
g′p|z=H

)
1
2

(11)

t f =
S

nCB
1
3 H

2
3

. (12)

g′p denotes the reduced gravity of the plume. Further details
of the model and generalisation to both point and line source
plumes are given in [7]. The initial conditions considered are
those of an initially empty box:

δ = 1, ζ = 1 at τ = 0. (13)

The timescaletd is the ‘draining box’ time and is proportional
to the time taken for a buoyant layer of depthH and of buoy-
ancy equal to that in the plumes at heightH to drain completely
through openings of effective areaA∗. t f is the ‘filling box’
timescale forn non-interacting plumes each of buoyancy fluxB
(see [1]). In other words,td relates to the draining of a ventilated
box in the absence of a supply of buoyancy andt f relates to the
filling of an unventilated box supplied with a constant buoyancy
flux from sources at floor level.

Theoretical Predictions

Solution of the governing equations (7) and (8) subject to (13)
was achieved using a finite-differencing scheme. The key pa-
rameters examined are: the interface heights at maximum over-
shoot (ζover) and at steady state (ζss), and the time taken to reach
the maximum overshoot (τover) and the steady state (τss). The
time taken to reach the steady state is defined as the time taken
for the ambientlayer to reach 99% of its steady-state depth
(|ζ−ζss| < 0.01). When the interface overshoots the steady
state,τss is the time taken to overshoot and then settle back to
99% of the steady-state interface height. Numerical solutions
for 10−3 < µ< 105 from τ = 0 toτ = 50 were evaluated; the fin-
ishing time chosen allowed the interface height to reach steady
state for the full range ofµ considered. The steady state is ex-
pected to be approached but never reached, however, given the
(large) finish time ofτ = 50 the flow approached close enough
to the steady state of (4) to be graphically indistinguishable.

Progress to steady state

The variation of the dimensionless volume flow rates, as sup-

plied to (
√

µζ
5
3 ) and draining out of (

√

δ(1−ζ)/
√

µ) the buoy-
ant layer, leading to the steady state is shown in figure 1 for
µ = 10. A rapid decrease in the volume flux supplied to the
layer by the plume is predicted as the layer descends towards
the plume source. The volume flux draining out increases more
gradually. The lines shown intersect at the point of maximum
overshoot (see figure 2), after which the volume flux out ex-
ceeds the volume flux supplied to the layer and the layer thins
as it approaches the steady state.
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5
3 andqout =
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δ(1−ζ)/
√

µ againstτ for
a point source plume andµ= 10. The horizontal line represents
the value of the volume fluxes at the predicted steady state (4).

Figure 2 shows profiles ofζ as a function ofτ. An initial rapid
deepening of the buoyant layer is predicted. For sufficiently
large µ the buoyant layer depth exceeds (or overshoots) the
steady value and then thins as it approaches steady state. The
initial rate of change of the buoyant layer depth increases with
increasingµ. The initial increase in layer depth results in the
layer being supplied with increasingly buoyant fluid from the
plumes, and thus a corresponding increase in the average buoy-
ancy of the layer. The time taken to reach maximum overshoot
can be seen to decrease asµ increases.

Amplitude of overshoot

For small values ofµ no overshoot is predicted (see figure 2)
but for larger values ofµ the overshoot can be as high as 3.7%
of H (this occurs atµ≈ 41.4). Although the overshoot typically
is only a small fraction of the box height, it can be a significant
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Figure 2:ζ vs. τ for point sources withµ= {0.5,1,5,10}.

fraction of the ambient lower layer depth when the lower layer
is thin (i.e. for largeµ).

Time taken to reach steady state

Figure 3 shows the time takenτss to reach the steady-state layer
depth. The dashed line is the time to reachζss the first time,
i.e. as the interface descends. The solid line is the time taken
to return toζss after overshooting, i.e. as the interface ascends.
Forµ< µc there is no overshoot, and the layer merely increases
to the steady layer depth. [7] predict thatµc = 0.27 and provide
an explanation for the ‘bulge’ in the plot.
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Figure 3: Time taken (τss) to reach the steady layer depth during
both the initial increase in layer depth (dashed line) and subse-
quent decay in layer depth towards the steady state (solid line).

Experiments

To test the validity of the modelling assumptions a series of
small-scale laboratory experiments were performed in a large,
clear-sided visualisation tank filled with fresh water. A clear
Perspex box (cross section 0.5m×0.5m, height 0.2m) was im-
mersed in the tank. Circular holes, of 3cm and 5cm diameter, in
the top and bottom of the box (including a 1cm and a 0.5cm di-
ameter hole in the bottom) could be opened or closed by remov-
ing or adding plugs. The range ofµ possible was 0.1 < µ< 35,
however, forµ > 10 we were unable to reach the final steady
state owing to the tank stratifying as saline solution flowed out
of the box. Saline solution was supplied via constant head ap-
paratus to a nozzle located in the centre of the box’s top face.
The (constant) volume flow rate of supply was finely controlled
with a needle valve and measured using an in-line flowmeter.
Dye added to the supply aided visualisation and the apparatus

was diffusively back lit. The density of the ambient and sup-
ply was measured using an Anton Paar DMA 35N density me-
ter (accuracy 5×10−4gcm−3). The virtual origin of the plume
source was located following [6]. An experiment was started
by opening a tap supplying salt solution to the nozzle; the nee-
dle valve was pre-set so that the desired flow rate was achieved
immediately. The upper opening area was typically a factor of
two greater than the lower opening area in order to maintain a
low inlet velocity. This low inlet velocity prevents the inflow-
ing jets of fluid from disturbing the interface, and enabled a
sharp interface to be maintained. However, due to the geometry
of the box, for smaller values ofµ (larger vent areas) we were
unable to maintain this ratio resulting in disturbances on the in-
terface. The digital image analysis system DigiFlow [5] was
used to track the interface. A horizontal average of each time
frame was taken (excluding the plume region), and the point of
highest vertical gradient in the intensity (buoyancy) profile was
taken as the interface height.

Results

A descending turbulent plume developed below the nozzle and
after impinging with the base of the box spread radially out-
wards as a saline gravity current. This outflow is considered in
an accompanying paper by the authors at the 15th AFMC. On
reaching the box walls a well-defined saline layer, with depth
approximately equal to the width of the plume at the base of
the box, was clearly visible. The current sloshed up the side
walls of the box before slumping back downward. This pro-
duced wave-like disturbances which propagated along the inter-
face between the layers before dissipating over time. The initial
slumping also produced mixing between the layers, however,
at later times the only fluid crossing the density step was that
entrained into the plume. Saline drained out through the base
openings and was replaced by fluid of ambient density which
flowed in through the top openings. For mostµ the interfacial
disturbances due to the flow through the openings were min-
imal and were wave-like with no mixing across the interface
and, therefore, had no effect on the interface position. For small
µ, however, the disturbances were more significant.
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Figure 4: Predicted and measured values forζover (diamonds
and dashed line) andζss (squares and solid line).

During the initial transients the saline layer rapidly increased in
depth (cf. figure 2) indicating that the draining rate was small
compared with the supply rate to the layer from the plume. The
subsequent development of the stratification within the box was
observed to be dependent on the opening area:

(i) For relatively small openings (µ > 1) the buoyant layer ini-
tially deepened and the interface became horizontal and sharper
as the initial slumping phase decayed away and the mixed fluid



at the interface was entrained into the plume. The layer depth
increased to a maximum and then decreased to the steady-state
depth. Other than the finite thickness of the initial outflow layer
this is qualitatively in keeping with our model. Measurements
of interface height show generally good agreement with theory
for this range ofµ (see figure 4). There is also good agreement
between our theoretical predictions ofτover andτss for µ > 1
(see figure 5) and our experiments.

(ii) For sufficiently large opening areas (µ < 1) a different flow
regime was observed. Instead of the hydrostatic two-layer strat-
ification modelled, the interface in the region below the open
vents was broken up and mixed by the inflowing jets of ambient
fluid. Away from the openings the interface was also unstable
with waves persisting. A significant initial overshoot of the in-
terface height was also observed due to these disturbances. The
final average interface height was not observed to vary withµ
and was of the order of the plume width atz= H. Therefore,
for µ< 1, the experimental measurements ofζ andτ show poor
agreement with our theoretical predictions.
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Squares and dotted line indicate the time taken to reach the
steady-state height. Diamonds and solid line indicate the time
taken to reach maximum overshootτover. Stars and dashed line
indicate the time taken to settle back to the steady state.

Discussion

Our model and experiments have shown that transient
buoyancy-driven flow in a ventilated enclosure yields a reduced
volume flow rate through the enclosure compared to the steady-
state value and an overshoot of the buoyant upper layer for suffi-
ciently largeµ. We now briefly discuss the implications of these
transient phenomena in the context of a lecture room.

We consider a lecture theatre with floor area 300m2, height 6m
and with 256 occupants. We assume that each occupant can
be represented by a plume with a power output of 100W. We
also assume an opening area of 1.5% of the floor area giving
A∗ = 2.9m2. We model the heat input in two ways. Firstly as
256 individual plumes (one from each occupant) and secondly
as a single plume (assuming they all merge near their source).
The parameters used and resulting timescales are summarised
in table 1. These values are representative of those used in ven-
tilation models of actual buildings (see [9] & [3]).

The first point to note is the significant variation inµ depending
on how the heat is input. Also the time taken in both cases to
reach steady state is of order a quarter of an hour. This means
that for the first quarter of a one hour lecture the ventilation rates
will be less than designed for using a steady-state model.

256 plumes single plume
# Plumes 256 1

td 54 8.5
t f 0.25 11√
tdt f 3.8 10
µ 201 0.8

τover 0.8 1.5
τss 2.6 1.5

tover(mins) 3 14
tss (mins) 10 14

Air changes/hr 6.6 3.9

Table 1: Typical lecture room parameter values and timescales
for a floor area 300m2. Times are given in minutes. Buoyancy
flux has been calculated usingB = gP

ρTCp
whereP andT are the

source power output (W) and temperature◦K) [2], respectively.

Conclusions

Transient flow in ventilated boxes driven by a sudden increase
in buoyancy flux has been investigated. The transients are gov-
erned by the relative magnitudes of the draining (td) and filling
(t f ) timescales as characterised by the parameterµ= td/t f . The
layer depth may overshoot the steady-state depth forµ > µc.
Results of laboratory experiments show good agreement with
our predictions forµ> 1. However, below this value, a constant
thickness layer was measured and found to be independent ofµ.
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Abstract 
Compressible base flows with mass bleed in a Mach 2.47 
freestream have been numerically investigated to find a way to 
effectively control the base flow for base drag reduction. 
Axisymmetric, compressible, mass-averaged Navier-Stokes 
equations are solved using the standard k-ω turbulence model, a 
fully implicit finite volume scheme and a multi-stage Runge-
Kutta scheme. Various base flow characteristics are obtained by 
the change in the injection parameter, which is defined by the 
mass flow rate of the bleed jet non-dimensionalized by the 
product of the base area and freestream mass flux. The results 
obtained through the present study show that there is an optimum 
bleed condition that base pressure reaches a maximum value for 
all afterbody configurations tested, consequently leading to a 
minimum base drag, when the injection parameter changes. 
 
Introduction  
Aerodynamic bodies such as missiles, projectiles, and rockets, 
generally, undergo significant deterioration of flight performance 
by drag. For these kinds of flight bodies, especially, the drag in 
the base region has the most significant contribution to total drag. 
At transonic speeds, for example, base drag constitutes a major 
portion up to 50 % of the total drag for typical projectiles at 
Mach 0.9 [1]. Base drag should, therefore, be considered 
separately from other pressure drag components. For this reason, 
the minimization of base drag has been an important issue to 
date, and considerable effort has been made to find suitable 
techniques for obtaining low base-drag shell design. 
 
Base drag reduction can be achieved by afterbody boattailing [2], 
base bleed or base burning [3,4], some vortex suppression 
devices [5] and their combinations [6]. Such active or passive 
flow control techniques, basically, manipulate or alter the near-
wake flowfield for an increase in base pressure and consequently 
reduce base drag. These drag control techniques have been 
applied in somewhat empirical manners to date due to a lack of 
understanding of viscous-inviscid flow interactions between a 
near-wake flow and a freestream. 
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Figure 2. Afterbody model. 

Figure 1. Supersonic base flow with mass bleed. 
 
Figure 1 shows the schematic diagram of the supersonic base 
flow and afterbody model under consideration in the present 
computations. The supersonic freestream expands through a 

Prandtl-Meyer expansion fan generated at the base corner, and 
the wall boundary layer developing along the body is separated at 
the corner and recompressed by compression waves at a certain 
downstream region. The interaction between two distinct flows 
inside and outside the separation leads to a free shear layer along 
the boundary of the flows and recirculating flows inside the 
separation. In the presence of low mass bleed into the separated 
region, such flow features can be significantly changed 
depending on the bleed mass flow rate for a given freestream 
Mach number and afterbody geometry [7]. 
 
According to a computational work conducted by Sahu et al. [1] 
using thin-layer Navier-Stokes equations, at transonic speeds of 
Mach 0.9 to 1.2, the use of mass bleed can reduce base drag by 
40-80 %. However, the drag does not continuously decrease with 
increased mass bleed. An experimental study performed by 
Bourdon and Dutton [8] reported that an optimum condition 
giving the maximum base pressure was observed at a certain 
bleed mass flow rate for the given freestream Mach number of 
about 2.5. This important feature must be replicated with 
computational results, in order to be considered in aerodynamic 
design with reliability. 
 
In the present study, a compressible base flow in a supersonic 
freestream at Mach 2.47 was numerically investigated. 
Computations have been conducted using axisymmetric mass-
averaged Navier-Stokes equations with the standard k-w 
turbulence model [9]. The results are validated with experimental 
data [10] and also supported by detailed flow visualization to 
provide a better understanding of the physics of base flows 
controlled by a bleed jet. 
 
Numerical Simulations 
Afterbody Model 
Figure 2 shows the afterbody model used in the present CFD 
(computational fluid dynamics) analysis, taken from [10] for 
validation. In the figure, M, p, T are Mach number, pressure and 
temperature, and subscripts 0, j and ∞ represent a total state, 
bleed jet and freestream, respectively. The bleed mass flow rate   
and the Mach number at the orifice exit Me are calculated by 
isentropic relations, corresponding to the mass bleed under 
consideration. Regarding the model dimensions, the diameters of 
the model and orifice exit are given as Rb and Re, respectively. 
The afterbody is taken for computations only up to a length of 
3Rb from the origin, which lies at the center of the orifice exit. 



 

M∞ 2.47 Tj0 293 K 
p∞0 470 kPa 
p∞ 28.8 kPa 
T∞0 300 K 

Rb

25.40 mm 
31.75 mm 
38.15 mm 

Reunit 46 × 106 m-1 Re 12.70 mm 
 

Table 1. Details of CFD model and flow properties. 

The details of model geometry and properties given to specify 
flow conditions are shown in Table 1, where Reunit is the unit 
Reynolds number of the freestream. 
 
Numerical Methods 
The present CFD study adopted a commercial computational 
code, FLUENT 6, in order to analyze complex flow interactions 
between a supersonic base flow and a subsonic bleed jet. 
Axisymmetric compressible mass-averaged Navier-Stokes 
equations governing the flowfield around an afterbody with mass 
bleed at the base were solved. The governing equations are 
discretized spatially and temporally using a fully implicit finite 
volume scheme and a multi-stage Runge-Kutta scheme [11], 
respectively in the code. To obtain accurate solutions for the base 
flow including separation regions, wakes, strong free shear layers 
and wave systems, suitable turbulence modeling is indispensable. 
Therefore, preliminary computations were carried out for several 
turbulence models and wall functions. 
 
Computational Domain and Analysis
Figure 3 shows the grid layout near the afterbody model and brief 
information of the computational domain used in the current 
CFD analysis with boundary conditions applied. It has been 
found that about 50,000 nodes are required to get grid-
independent solutions with the computational domain used. Grids 
were clustered in the regions with large gradient near model 
surfaces and downstream of the base where the separation of a 
turbulent boundary layer and wave systems are expected to exist. 
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The computational domain were set up with dimensions of 50Db, 
where Db is the model diameter, downwards from the base and 
20Db upwards from the model axis to ensure freestream 
conditions and thus to obtain better convergence. Freestream 
boundaries are identified with a combination of the pressure far-
field and pressure outlet conditions as shown in the figure. 
Preliminary tests showed better convergence could be achieved 
using the combination rather than the use of the pressure far-field 
condition at all outer boundaries. To specify the freestream 
condition, the Mach number and static properties were applied to 
the boundaries. 
 
Bleed air is injected through an orifice into the near wake region 
behind the model base. For obtaining various characteristics of 
mass bleed, the bleed mass flow rate  applied to the mass 
flow inlet boundary is changed corresponding to the injection 
parameter I given as follows. 
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A Uρ∞ ∞

=                                                                               (1) 

where Ab is the base area, and ρ∞ and U∞ are the density and 
velocity of the freestream. With , total temperature and static 
pressure are given at the inlet boundary. Adiabatic and no-slip 
conditions are applied to the wall boundaries, and a symmetry 
boundary condition is applied to the domain axis. The properties 
used for the boundary conditions mentioned are given in Table 1. 

jm

 
Regarding testing conditions, I was changed from 0.004 to 0.032 
for three base areas tested as the geometry of the orifice and 
freestream conditions are fixed. The area ratios (Ab/Ae) calculated 
from Rb values given in Table 1 are 4.00, 6.25 and 9.00, 
respectively. With a proper grid size and computational domain 
obtained through preliminary tests, basically, solutions were 
considered converged when the residuals of mass and momentum 
equations dropped to 1.0×10-4. The mass imbalance was also 
checked for flow inlet and outlet boundaries and it is less than 
±0.1% for converged solutions. 
 
Results and Discussion 
For I = 0.0038 and Ab/Ae = 6.25, Figure 4 shows grid dependency 
on the solution given here as axial velocity profiles at x/Rb = 1.0 
for several grid sizes. The velocity profiles presented have been 
computed using the standard k-w turbulence model. The radial 
distance r and the axial velocity Ux are normalized by Rb and U∞, 
respectively. The grid size has been tested in a range of about 
20,000 to 63,500 nodes. In the figure, the profile inside the back 
flow region near the axis (r/Rb = 0.0) has a relatively significant 
change for the grid sizes tested. Because grid sizes with more 
than 45,202 nodes give no more change in the profile, it is 
considered that 45,202 nodes are enough to have grid 
independent solutions for the given value of I. For larger I values, 
in this approach, it has been found that about 50,000 nodes can 
be used to simulate the flowfields under consideration. 
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Figure 4. Velocity profiles at x/Rb = 1.0 with a change in grid size (I = 
0.0038 and Ab/Ae = 6.25). 
 
With a proper grid size obtained through the approach mentioned 
above, several turbulence models and wall functions have been 
tested at I = 0.0038 and Ab/Ae = 6.25, and base pressure values pb 
normalized by p∞ are given in Table 2. In computations, the grid 
system was set up to correctly calculate the near-wall flow by 
checking y+, which was 50 to 200 for the turbulence models with 
wall functions and less than 1 for the k-w turbulence model. In 
comparison of computed values and a measured value taken from 
[10], the standard k-w turbulence model resulted in the closest 



 

prediction of base pressure. The results also indicate that the 
effect of wall functions on base pressure predictions is 
insignificant for the geometry and testing conditions used in the 
present computations. 
 

Turbulence Model pb/p∞
Standard k-ω 0.602 

SWF 0.569 
RNG k-ε 

NWF 0.572 
SWF 0.571 

RSM 
NWF 0.580 

Experimental, [10] 0.592 
 

Table 2. Base pressure (I = 0.0038 and Ab/Ae = 6.25). 
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Figure 5. Velocity vectors near the base. 

 
Figure 5 presents mean velocity vectors near the base with and 
without base bleed. In the figures, axial and normal distances are 
normalized by Rb. Without base bleed (The whole base region 
was treated as a wall.), a large and strong recirculating flow is 
observed. In general, for aerodynamic bodies, base drag rises due 
to a decrease in base pressure depending on such separation. As 
mass is injected into the separated region (I = 0.0113), the 
recirculation near the model base becomes significantly 
weakened. 
 
Base flows visualized computationally at Ab/Ae = 6.25 are given 
in Figure 6 to help an understanding of the detailed flow 
structures. The computed images (upper half) have been 
developed by density gradients and these are given with 
corresponding axial velocity contours valued by Ux/U∞ (lower 
half). Inside the separated region, two major recirculation areas 
are observed near the base and axis. With increased mass bleed, 
the x-directional directivity of the bleed jet increases, and then 
the upper recirculation (near the base) becomes stronger and the 
lower recirculation (near the axis) becomes weaker. These flow 
characteristics can be apparently shown though axial velocity 
contours. The lower recirculation moves downstream as I 
increases. At I = 0.0226, the lower separation is almost negligible. 
Therefore, it is expected that a further increase in I completely 
moves away the separation from the axis.  
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Figure 6. Computed images based on density gradients and Ux/U∞

contours (Ab/Ae = 6.25). 

With a change in the injection parameter I, Figure 7 shows base 
pressure distributions for each base configuration tested. The 
pressure values estimated along the base are non-dimensionalized 
by the freestream pressure p∞. Without base bleed, in general, a 
large pressure gradient is existent and a very low-pressure region 
is formed around r/Rb = 0.65 due to a strong recirculating flow 
along the base as observed in Figure 5(a). As I increases, 
however, such a gradient becomes smaller with an increased 
pressure level. When I increases over a certain value, 
consequently, the base pressure level decreases because the 
recirculation behind the base becomes strong again as shown in 
Figure 6(c). With an increased area ratio, this behaviour is found 
at relatively lower I. It can be also found that the base pressure 
level is higher at a smaller area ratio for given I.  
 
In Figure 8, base pressure obtained through the present CFD 
method and an experiment [10] are presented with I. The base 
pressure values shown in the figure are obtained by the 
production of the area of the base wall and the pressure force 
acting on the wall. For all base configurations considered, as I 
increases, base pressure increases up to a maximum value and 
then decreases. The present computations predict the 
experimental result properly that the maximum base pressure, 
leading to minimum base drag, is obtained at I = 0.0148 for Ab/Ae 
= 6.25. For a larger area ratio, this optimum condition occurs at 
relatively lower I and the maximum base pressure which can be 
achieved by use of mass bleed is lower. From the results 
discussed in this paper, it is considered that an increase and a 
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Figure 7. Base pressure distributions with a change in I. 
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Figure 8. Area-averaged base pressure. 

decrease in base pressure as changing mass bleed are decided by 

the flow structure characterized by the recirculation regions 
deformed depending on I, and the base drag control using mass 
bleed is more effective for smaller Ab/Ae. 
 
Conclusions 
For a supersonic freestream of Mach 2.47, the base flow with and 
without mass bleed generated by an orifice was investigated by 
CFD as a tool. Axisymmetric, compressible, mass-averaged 
Navier-Stokes equations were computed using a two-equation 
turbulence model, standard k-ω, a fully implicit finite volume 
scheme, and a multi-stage Runge-kutta scheme. The injection 
parameter and the ratio of base and orifice exit areas were 
changed to provide various characteristics of subsonic bleed jet 
flows injected into the severely separated region downstream of 
the afterbody base. 
 
The results obtained through the present study show that the 
strong recirculating flows formed near the base and model axis 
were considerably weakened by use of mass bleed. A change in 
the mass flow rate of bleed jet led to a significant variation of the 
flow structure in the separation region behind the base. As the 
injection parameter increases over a certain value, base pressure 
distributions became almost uniform. For all afterbody 
configurations tested, during the mass bleed increase, the average 
base pressure reached a maximum value. This important feature 
as shown in a past experimental study could be validated 
successfully with the present numerical analysis. For a smaller 
base area, the optimum bleed condition, leading to minimum 
base drag, occurred at relatively larger mass bleed with better 
drag control performance.  
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Abstract 
Statistics of passive and reactive scalar concentration in a scalar 
mixing layer are modelled using a Lagrangian particle model 
coupled to a micro-mixing model and using conserved scalar 
theory for the chemistry. Good agreement is obtained with 
laboratory experiments for passive scalar statistics. Reasonable 
agreement is obtained with laboratory data for reactive scalars on 
the edges of the mixing layer, but both the mean and variance are 
over-estimated in the middle of the layer. It is suggested that this 
discrepancy may be due to a flow instability in the experiments.  
 
Introduction  
Modelling chemical reactions in turbulence is well-established in 
chemical engineering flows such as flames and other combustion 
devices, but is less advanced in environmental flows. The critical 
aspect of the problem is that the mean rate of reaction depends on 
the mean of the product of the instantaneous concentrations of 
the reactants, not on the product of the mean concentrations. 
Since both turbulent mixing and chemical reaction can affect this 
mean product, it is important to include both of these processes, 
and their interaction, in the model.  
 
When a step change in temperature in a direction transverse to 
the flow is acted upon by turbulence, the interface between hot 
and cold fluid, which thickens with distance downstream, is 
known as a thermal mixing layer. More generally, when the 
transported scalar quantity is the concentration of some 
contaminant species, the interface is known as a scalar mixing 
layer. If the temperature difference is small, or the species dilute, 
the scalar material has no effect on the flow and the interface is 
known as a passive scalar mixing layer.  
 
The scalar mixing layer has been studied experimentally in grid 
turbulence using both temperature [1] (and references therein) 
and chemical species [2]. Bilger et al. [2] also studied the 
reaction of two species introduced as separated streams upstream 
of the grid (see their figure 1 for a schematic of the 
configuration). Recently de Bruyn Kops et al. [3] studied reacting 
scalar mixing layers using direct numerical simulation.  
 
The reacting scalar mixing layer is an important prototype for 
more complex and realistic configurations. On one hand, its 
simplicity and symmetry make it relatively easy to study. On the 
other hand it increases in scale with distance from the source, and 
is similar in this respect to plumes from localised sources which 
figure so prominently in atmospheric and other environmental 
applications. In this paper we use a Lagrangian model for the 
motion of fluid particles coupled to a simple micro-mixing model 
to represent the turbulent transport and mixing of a passive 
conserved scalar in a scalar mixing layer. We then use conserved 
scalar theory [2] in various limits to model the statistics of 
chemically reactive species. 
 
Transport and Mixing of a Conserved Scalar 
In common with most theoretical approaches, for convenience we 
represent both the scalar mixing layer and the grid turbulence as 
non-stationary, spatially homogeneous analogues of the 
experimental systems which are stationary and inhomogeneous in  

 
the stream-wise direction. This is achieved through the Taylor 
transformation x –x0 = x′ = Ut and requires that the stream-wise 
velocity fluctuations be small compared with the mean velocity 
U. For generality we allow the origin of the mixing layer x0 = Ut0 
to be non-zero. We thus represent the source of the conserved 
scalar as an instantaneous function of the cross-stream position z 
 ( ) )()(1),( 0 tzHctzS δ−=  (1) 

where H(z) is the Heaviside function and we have taken the 
source concentration in the lower stream to be c0. The scalar 
concentration statistics are thus functions of z, t and the travel 
time from the grid to the source, t0. Note that the time origin is 
the source release time. 
 
Lagrangian theory relates the 1-point displacement statistics for 
independent marked fluid particles to the mean concentration of 
the scalar field [4]. Marked particles conserve the concentration 
assigned to them at the labeling time, which is usually associated 
with the source. Much success in modelling the mean 
concentration under a wide range of turbulence and scalar source 
conditions has been obtained using stochastic models in which 
the velocity u and position x along the trajectory of a marked 
fluid particle are treated as a joint continuous Markov process. 
For decaying grid turbulence we have  
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where the deterministic terms ensure that the probability density 
function (pdf) for the Eulerian velocity component w is Gaussian 
with variance )(2 twσ , C0 is the Lagrangian velocity structure 
function inertial sub-range constant [5], )(tε is the rate of 
dissipation of turbulence kinetic energy and ξ is the Wiener 
process [6]. We represent 2

wσ  and ε as power-law functions of 
travel time from the grid and take C0 = 3 [7]. 
 
Marked particle statistics generated using Eq. (2) produce 
concentration fluctuations because particles arriving at the 
receptor point in different realizations can have different 
concentrations according to their location with respect to the 
source at the labeling time. In order to account for the dissipation 
of scalar variance, we add to (2) an equation describing the 
evolution of the scalar concentration c along a trajectory. This is 
known as a micro-mixing model, and here we use the interaction 
by exchange with the conditional mean (IECM) model [8] for 
which 
 ( ) mtwccdtdc ><−−= |  (3) 

where <c | w> is the conditional mean concentration given the 
velocity and tm is the mixing time scale. This is perhaps the 
simplest mixing model to satisfy the ideal properties set down by 
Pope [9]. In particular it ensures that the mean concentration, and 
other 1-point statistics such as the flux and the conditional mean 
concentration, are unaffected by mixing and so can be calculated 
from marked particle statistics. Then, we have [10] 
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where σz(t) is the dispersion of marked particles and the 
correlation between the velocity and position along a trajectory is 

( ) ( )zwwwz t σσσρ 22 ∂∂= . For decaying grid turbulence Anand 
and Pope [11] give an analytical result for σz(t). Although we do 
not show it explicitly, all these quantities also depend on the 
source time t0. 
 
The mixing model (3) implies a closure for the mean scalar 
dissipation conditional on the scalar concentration [10] 
 ( ) mic tcccxcc ~|| 22 −−=∂∂= κε  (6) 

where dwcwPwccc ∫= )|(|)(~ . Note that for simplicity we use 

the same notation for the physical variables c and w and their 
corresponding sample space variables. 
 
Various researchers have recently shown that for developing 
scalar fields such as plumes from small sources, the mixing time 
scale grows linearly with time [7, 10]. We expect the scalar 
mixing layer to behave similarly since its thickness grows at the 
same rate as a line plume. Thus we take tm = bt and determine the 
value of the constant b by fitting appropriate experimental data. 
For this purpose we use the most completely documented set of 
experimental results, those of Ma and Warhaft [1]. 
 
Thus we have finally a closed set of equations which can be 
solved for the velocity, position and concentration along a fluid 
trajectory. We used 5×105 trajectories with initial positions (at 
t = 0) distributed uniformly across the domain, initial velocities 
drawn from a Gaussian distribution with variance )0(2

wσ  and 
initial concentrations given by the source function (1). The 
computational domain spanned the region |z| ≤ 0.2 m, the width 
of the wind tunnel of Ma and Warhaft [1], with perfect reflection 
at the boundaries. Because the integration was stopped well 
before the width of the mixing layer (i.e. σz) reached the width of 
the domain, the results are insensitive to the boundary conditions. 
At specified sampling times, the cross-stream position z, the 
concentration c and the velocity w were sorted jointly into bins of 
width 0.2σz, 0.0125c0 and 0.2σw respectively, so that joint 
statistics of velocity and concentration could readily be 
calculated as functions of cross-stream location and travel time. 
The mean wind speed and the turbulence decay power laws were 
taken from Table I of Ma and Warhaft [1].  
 
Ma and Warhaft [1] introduced the initial step profile into the 
turbulence at the grid using an upstream “toaster” and at a range 
of distances down stream from the grid using a “mandoline”. 
When scaled by the width of the mixing layer all their data for 
the mean concentration profile collapse onto the error function 
profile (4). Figure 1 shows that the evolution of the root-mean-
square (rms) concentration fluctuations σc on the centreline can 
be represented well if we choose a value b = 0.5 for the constant 
of proportionality in the mixing time scale. This is lower than the 
value of 1.2 used by Sawford [7] to fit wind tunnel data for a line 
plume. The model with b = 0.5 also represents very well profiles 
for the rms concentration (figure 2) and, although we do not 
show results here, for the skewness and kurtosis of concentration 
fluctuations across the mixing layer. 
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Figure 1. Comparison of model prediction for the centreline standard 
deviation of concentration fluctuations with the results of Ma and 
Warhaft [1] using a mixing time scale tm = 0.5t. 
 
The model results in figure 1 show that scaling in terms of t0 
collapses results for different source locations, and that for large 
values of t/t0 the centreline rms is constant, as is also observed in 
the data. Thus, although we cannot explicitly model the case 
where the source is at the grid because the power-law 
representations of the turbulence diverge at the grid, we can 
approximate it by choosing x0 suitably small, so that at the 
distance of interest (x-x0)/x0 is larger than about 50. This limit is 
of interest for the chemically reacting case, because x0 = 0 for the 
experimental results of Bilger et al. [2].  
 
We calculated the pdf for the scalar concentration P(c) and the 
conditional scalar dissipation at a range of values of t/t0. Details 
are given in Sawford [10]. For t/t0 greater than about two the 
results are well-fitted by the simple forms 
 222

0 )1(| cAcctc mc −=ε  (7) 

and 
 γγγ )1()()( ccBcP −=  (8) 

In the limit t/t0 → ∞, we found A = 0.4, γ = 2 and B(2) = 30. 
Integrating (7) over the pdf (8), substituting these limiting values 
and using the fitted time scale constant b = 0.5, we obtain the 
unconditional scalar dissipation  
 12

0 038.0 −= tccε  (9) 

The coefficient 0.038 may be compared with the value of 0.06 
inferred by Bilger [12] from the data of Ma and Warhaft [1]. 
 
Conserved Scalar Theory for Chemistry 
Consider the second-order reaction 
 PBA →+  (10) 

Then the chemical source terms for species A, B and P are  
 BAPBA ckcwww −=−==  (11) 

where k is the reaction rate constant. Thus the quantity cA - cB is 
unaffected by reaction and is known as a conserved scalar, and its 
statistics are identical with those already discussed. Other 
conserved scalars can be defined for the system (10), but they are 
all essentially equivalent. 
 
Now if species A is introduced in the upper stream (stream 1) 
with concentration cA,1 and species B is introduced in the lower 
stream with concentration cB,2 (as in [2]), then we can define the 
mixture fraction F for the conserved scalar by 
 ( ) ( )2,1,2, BABBA cccccF ++−=  (12) 



 

with the boundary conditions F = 0 in the lower stream and F = 1 
in the upper stream. Thus, 1-F is equivalent to the normalised 
scalar concentration c/c0 in the Ma and Warhaft experiments [1]. 
 
We see from figure 2 that the conserved scalar results for the rms 
fluctuations are significantly lower than the model predictions 
and the thermal mixing layer results of Ma and Warhaft [1]. Li et 
al. [13] noted that this is at least partly due to an instability in the 
flow and by removing the instability they obtained improved 
agreement. Nevertheless, the reactive scalar results of Bilger et 
al. [2] have been affected by what is effectively excess mixing in 
the middle of the mixing layer. 
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Figure 2. Comparison of model predictions for the cross-wind profile of 
rms concentration fluctuations with the conserved scalar results of Bilger 
et al. [2] at x′/M = 21 and the passive scalar results of Ma & Warhaft [1] 
for x0 = 0. 
 
The conserved scalar concept is useful because in various limits 
and approximations the reactant concentrations cA and cB, and the 
product concentration cP, can be written as functions of the 
mixture fraction. Thus in the limit of very slow reactions, the so-  
called frozen limit, the reactants are unaffected by chemistry, so 
we have 
 ( ) 0;1; 2,1, =−== f

PB
f

BA
f
A ccFcFcc  (13) 

 
At the other extreme of very fast chemistry, reaction is so fast 
that species A and B cannot coexist, so from (12) 
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where the stoichiometric mixture fraction ( )2,1,2, BABs cccF +=  
is obtained by setting cA = cB in (12). 
 
Another useful approximation is the so-called reaction-dominated 
limit, which assumes instantaneous mixing at the source followed 
by reaction for the travel time t from the source [2]. For F ≠ Fs  
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and for F = Fs 
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where the Damkohler number ND = k(cA,1+cB,2)M/U and M is the 
grid mesh length. 
 
Finally, Klimenko [14] and independently Bilger [12] have 
developed the conditional moment closure (CMC) theory for the 
mean concentration of the reactive species conditional on the 
conserved scalar mixture fraction, FcFQ A |)(ˆ =  for example. 
Bilger [12] shows that for the reacting mixing layer the CMC 
equation can be approximated by 
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where ( )2,1,
ˆ

BA ccQQ +=  and ζ = NDx′/M. Bilger [12] modelled 

the conditional dissipation in (17) as 103.0| −== tF FF εε , 
which is close to (9). We solved for Q as a function of ζ and F 
using the conditional scalar dissipation (7) and also, for 
comparison, its unconditional approximation (9). We represented 
the numerical results for Q analytically by fitting to them the 
RDL formulae (16) and (17) with a retarded reaction progress 
variable ζ′(ζ ). For 0| =FFε , the CMC approximation reduces 
to the reaction-dominated limit.  
 
Now using (13) - (17) we are able to calculate the reactant 
concentrations (or in the case of CMC, the conditional mean 
concentration) along a trajectory from the conserved scalar 
concentration, and can then calculate statistics of these reactant 
concentrations as a function of cross-stream location and travel 
time simply by averaging over trajectories. 
 
Results for reactive scalar statistics 
In figure 3 we compare model predictions for the mean reactant 
concentration with the results of Bilger et al. [2] for Fs = 0.5, 
ND = 0.42 (corrected by a factor of 2  after Li et al. [13]) and 
Ut/M = 21. Note that reaction depletes the mean concentration 
more strongly in the low-concentration side of the mixing layer; 
i.e. in the lower layer for species A and the upper layer for B, so 
the profiles as a whole are shifted towards the high concentration 
side. There is also a greater differentiation between the different 
limits and models on the low-concentration side. As noted by 
Bilger et al. [2], the mean concentration tends to be closer to the 
equilibrium limit than the frozen limit. We see that on the edges 
of the mixing layer the CMC calculation is in excellent 
agreement with the experimental results, but in the middle of the 
layer the experimental results lie close to the equilibrium limit.  
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Figure 3. Comparison of model mean reactant concentrations as a 
function of position across the plume with experimental results [2] for 
Fs = 0.5, ND = 0.42 and Ut/M = 21. Note that the plot for species B has 
been inverted in space.  
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Figure 4. Comparison of model rms reactant concentrations as a function 
of position across the plume with experimental results [2] for Fs = 0.5, 
ND = 0.42 and Ut/M = 21. Note that the plot for species B has been 
inverted in space.  
 
The asymmetry about the centreline due to chemical reaction is 
even more obvious for rms fluctuations in reactant concentration 
as shown in figure 4, where the peak is clearly shifted towards 
the high-concentration side. Notice also that reaction reduces the 
fluctuations on the low-concentration side and increases them on 
the high-concentration side, as reflected by the trend from the 
frozen to the equilibrium results. Again the CMC model is in 
reasonable agreement at the edges of the mixing layer, but the 
experimental values are clearly lower than any of the theoretical 
estimates in the middle of the layer.  
 
The discrepancy between the experimental results and the model 
predictions may be due to the effects of the flow instability 
reported by Li et al. [13]. The increased mixing due to this 
instability would tend to reduce the mean reactant concentration 
because the reactants are brought into closer contact. It would 
also have a direct effect in reducing fluctuations in the reactant 
concentrations. 
 
For the case studied here, the CMC results using (7) and (9) are 
virtually indistinguishable and have not been plotted separately. 
This is not surprising because the unconditional value is within 
30% of the conditional value for 0.25 < F < 0.75, and values of 
the mixture fraction outside this range are rare, as shown by the 
pdf (8). 
 
Conclusions 
We have used a Lagrangian stochastic trajectory model coupled 
with the IECM mixing model to calculate concentration statistics 
in a scalar mixing layer in decaying grid turbulence. We obtained 
good agreement with the results of Ma and Warhaft using a 

mixing time scale tm = 0.5t. We also used conserved scalar theory 
in various limits and approximations to calculate reactive scalar 
statistics, and compared our predictions with the results of Bilger 
et al. [2]. As has been previously documented [13], a flow 
instability in these experiments caused enhanced mixing in the 
middle of the mixing layer (compared with the thermal mixing 
layer). It seems likely that this enhanced mixing causes a 
significant reduction in both the mean and rms reactant 
concentrations in the middle of the mixing layer. Under the 
conditions studied here (Fs = 0.5 and ND = 0.42) the modelling 
results show that replacing the conditional scalar dissipation by 
the unconditional dissipation in the CMC theory is an excellent 
approximation. 
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Abstract

The influence of a drag-reducing surfactant on a zero
pressure gradient turbulent boundary layer was investi-
gated using a two-component laser-Doppler velocimetry
(LDV) system. It was found that the streamwise tur-
bulence intensity has an additional maximum near the
center of the boundary layer, in addition to the near-wall
maximum which appears in the canonical wall-bounded
turbulent flow. At the location of the additional maxi-
mum, the skewness factor of streamwise turbulent fluc-
tuation is zero.

Introduction

Experimental studies on turbulent channel flow [1, 2, 3]
and pipe flow [4, 5, 6] of a drag-reducing surfactant solu-
tion have yielded valuable knowledge, such as the stress
defect and modification of turbulence structures. On the
other hand, there have been no studies on the turbu-
lent boundary layer, which is a typical external flow, of
a drag-reducing surfactant solution, while the turbulent
boundary layer of a polymer solution was recently inves-
tigated [7]. One rheological property of surfactant solu-
tions is that the viscoelastic effect appears only when the
shear rate becomes larger than a certain critical value [8].
Therefore, a study of the turbulent boundary layer mix-
ing of the turbulent and potential flows in the surfactant
solution will be helpful for understanding the mechanism
of drag-reduction, which cannot be obtained by study of
the internal flow or the polymer solution.

In the present study, the mean velocity and turbulence
statistics were measured using a two-component LDV
system in a zero pressure gradient turbulent boundary
layer of a drag-reducing surfactant solution. The ob-
tained results were compared with the matching statistics
of water.

Experimental Apparatus and Procedure

The experiments were conducted in a closed-loop water
tunnel with a cross section of 300 × 300 mm and a length
of 1500 mm in which a test plate of 20 × 295 × 1700 mm
was installed (see figure 1). A 2-mm diameter trip wire
was fixed 100 mm downstream from the leading edge.
The difference in free-stream velocities between the loca-
tion of the leading edge of the test plate and the location
1000 mm downstream was less than 1%. We also con-
firmed that the freestream turbulence intensity was less
than 2%.

The surfactant solution (C16TASal) used here was a mix-
ture of cetyltrimethyl ammonium chloride with sodium
salicylate as counterion, which was dissolved in deion-
ized water. The concentration was 75 ppm by weight.
The shear viscosity η of the surfactant solution was mea-
sured at temperature T = 20.0±0.2◦C using a homemade

Figure 1: Experimental apparatus

Figure 2: Shear viscosity as a function of the shear rate:
C16TASal, 75 ppm, T=20.0

0C.

capillary viscometer. Figure 2 shows that the shear vis-

cosity increases suddenly at the shear rate
.
γw' 20 1/s

by a factor of about 1.4 compared with that of water,
this phenomena is called shear induced state (SIS) [8]. It
has been suggested that SIS is strongly related to drag
reduction, since in SIS the rod-like micelles form large
structures that can directly affect turbulence structures.

The two-component LDV system (300 mW argon-ion
laser) was used in back scatter mode. The LDV mea-
surements under the free-stream velocity Ue ' 300 mm/s
and the fluid temperature T = 20.0±0.1◦C were made at
the locations downstream from the leading edge x =300,
500, 800 and 1000 mm. The probe was tilted 5◦ with re-
spect to the test plate surface. The flow was seeded with
the nylon powder particles (the mean diameter is 4.1 µm
and the specific gravity is 1.02). Typical data rates in the
location away from the wall were about 300 Hz, falling
off to about 20 Hz very close to the wall. Data samples
in the locations away from and near the wall were about
25000 and 5000, respectively.



Table 1: Boundary layer parameters and friction velocity
C16TASal (75 ppm) Water

x (mm) δ (mm) δ∗ (mm) θ (mm) uτ (mm/s) δ (mm) δ∗ (mm) θ (mm) uτ (mm/s)
300 12.7 2.91 1.63 13.2 14.8 3.15 2.14 15.3
500 16.8 3.71 2.04 10.6 22.7 3.94 2.72 15.0
800 20.5 4.50 2.47 9.5 29.1 4.82 3.36 14.3
1000 23.0 4.87 2.65 8.5 33.0 5.38 3.78 13.9

Table 2: Non-dimensional parameters of boundary layer
C16TASal (75 ppm) Water

x (mm) Cf H Reθ Rex Cf H Reθ Rex %DR
300 4.0 ×10−3 1.788 357 6.58 ×104 5.2 ×10−3 1.472 641 8.99 ×104 25.6
500 2.5 ×10−3 1.817 444 1.09 ×105 5.1 ×10−3 1.451 808 1.49 ×105 50.1
800 2.0 ×10−3 1.821 535 1.77 ×105 4.6 ×10−3 1.438 1002 2.38 ×105 55.8
1000 1.6 ×10−3 1.833 601 2.25 ×105 4.3 ×10−3 1.425 1136 3.01 ×105 62.6

Figure 3: Mean velocity distribution

Results

Boundary Layer Parameters

The typical boundary layer parameters such as boundary
layer thickness δ, displacement thickness δ∗ and momen-
tum thickness θ, and the friction velocity uτ at x =300,
500, 800 and 1000 mm are shown in table 1 for the surfac-
tant solution and water. The friction velocity uτ was ob-
tained by estimating the wall shear stress from the mean
velocity gradient at the wall for the surfactant solution
and by the Clauser method for the water, respectively.

As the non-dimensional parameters of the boundary
layer, the friction coefficient Cf = 2(uτ/Ue)

2, shape fac-
tor H = δ∗/θ, momentum-thickness Reynolds number
Reθ = Ueθ/ν, where ν it the kinematic viscosity, surface-
length Reynolds number Rex = Uex/ν, and drag reduc-
tion ratio %DR compared with those of water flow at the
same positions and free-stream velocity are shown in ta-
ble 2. It is found that the shape factor H increases with
increasing drag reduction.

Mean Velocity

The distribution of mean velocity scaled by the free-
stream velocity is shown in figure 3. The solid and dashed

Figure 4: Mean velocity distribution.

lines in the figure represent 1/n-th-power law (n=6) and
the Blasius laminar profile, respectively. The mean ve-
locities U/Ue near the wall (y/δ ≤ 0.2) for the surfac-
tant solution, whose profiles are collapsed for the different
Reynolds numbers Reθ, are in about the middle between
the mean velocity profile of the water and the Blasius
laminar profile.

Figure 4 shows the profiles of mean velocity U+ = U/uτ
in the wall-coordinate y+ = uτy/ν. We confirmed that
the measurements for the water agreed well with the cor-
responding experimental and numerical data [9, 10]. The
values of U+ for the surfactant solution increase with
increasing Reθ, namely increasing the amount of drag
reduction. For the surfactant solution at Reθ = 601,
the elastic layer in which the velocity agrees with the
Virk’s ultimate profile (U+ = 11.7lny+ − 17) [11] exists
for 20 < y+ < 30, in addition to the standard logarithmic

region (60 < y+ < 90). The shear rates
.
γw were about



Figure 5: Distribution of turbulence intensity: (a)
streamwise, (b) wall-normal

25 and 10 1/s at y+ = 30 and 60, respectively, indicating
that the surfactant solutions were in SIS and not in SIS
at y+ < 30 and y+ > 60, respectively (see figure 2).

Turbulence Statistics

The distributions of the streamwise and wall-normal tur-
bulence intensities scaled by the friction velocity u0+rms
and v0+rms are shown in figures 5(a) and 5(b), respectively.
The streamwise turbulence intensity u0+rms of C16TASal
increases downstream and is smaller than that of water
because of the low-Reynolds number effect, as was also
reported in a study on channel flow [1]. It was found
that the streamwise turbulence intensity distribution has
an additional maximum near the center of the boundary
layer, where the solution is not locally in SIS due to the
effect of mixing of the potential and turbulent flows, in
addition to the standard maximum near the wall. This
additional maximum has not been previously observed in
the turbulent channel flow [1]. This may be because the
large structures of micelles that form near the wall do
not disappear suddenly at the center of the channel even

Figure 6: Distribution of Reynolds shear stress

if the shear rate is small there.

The wall-normal turbulence intensity v0+rms of the surfac-
tant solution is much smaller than that of water and is
almost constant across the boundary layer. In addition,
the peak of v0+rms seen in the canonical wall turbulence
does not appear.

Figure 6 shows the distributions of the Reynolds shear

stress scaled by the friction velocity −u0v0+. The
Reynolds shear stress of C16TASal, which is much smaller
than that of water, has a slight maximum near the center
of the boundary layer.

The skewness factors of the streamwise and wall-normal
turbulent fluctuations Su0 and Sv0 are shown in figure 7
(a) and figure 7 (b), respectively. The maximum of Su0
appears at y/δ ' 0.5 for the surfactant solution, as not
seen for the water. It is also found that the skewness fac-
tor Sv0 are almost constant (Sv0 ' 0) near the outer edge
of turbulent boundary layer in the surfactant solution.

Figure 8 shows the distributions of streamwise turbulence

intensity u0+rms, Reynolds shear stress −u0v0+, skewness
and flatness factors of streamwise velocity fluctuation
Su0 and Fu0 for both C16TASal (Reθ = 601) and wa-
ter (Reθ = 641), where dashed lines (a) to (d) represent
the locations of Su0 = 0. For C16TASal, u

0+
rms and Fu0

have the maximum and minimum, respectively, at the lo-
cation of dashed line (b). This relationship for C16TASal
observed at location (b) is qualitatively equal to that of
water at location (a). Here the value of y/δ at loca-
tion (b) is larger than that of location (a), which indi-
cates that the scale of the quasi-streamwise vortex for
C16TASal is larger than that for water, as seen in the
turbulent channel flow [3]. Note that the relationship
between u0+rms and Fu0 for C16TASal observed at loca-
tion (d) is also equal to that of water at location (a).

Conclusions

The influence of a drag-reducing surfactant on a zero
pressure gradient turbulent boundary layer was investi-
gated using a two-component LDV system. LDV mea-
surements were made for four different momentum thick-



Figure 7: Skewness factor of turbulent fluctuation: (a)
streamwise, (b) wall-normal

ness Reynolds numbers, Rθ = 357, 444, 535 and 601. The
amount of drag reduction is from 25.6 to 62.6% when
compared to a water flow at the same position and free-
stream velocity. The mean velocity distribution in wall-
coordinates indicates the existence of the elastic layer in
addition to the standard logarithmic region. It is found
that the streamwise turbulence intensity distribution has
the additional maximum near the center of the bound-
ary layer, where the solution is not locally in SIS due
to the effect of mixing of the potential and turbulent
flows. The location of additional maximum of streamwise
turbulence intensity is corresponding to the location at
which the skewness factor of streamwise turbulent fluc-
tuation is zero.
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Abstract 

Two-dimensional Navier -Stokes and energy equations have been 
solved numerically for unsteady laminar flow in periodic wavy 
(sinusoidal and triangular) channels. The flow in the channels has 
been observed to be steady up to a critical Reynolds number. 
Beyond the critical Reynolds number the flow becomes self-
sustained quasiperiodic oscillatory. This transition of flow occurs 
at lower Reynolds number for triangular channel relative to 
sinusoidal channel. The frequencies of oscillations, the friction 
factors and Nusselt numbers are reported. 
 

Introduction  
A simple geometry of the flow passage that is relatively easy to 
fabricate and may be used to enhance the heat transfer rate is 
wavy, periodic channel. Wavy channel can provide significant 
heat transfer augmentation if operated in an appropriate 
(transitional) Reynolds number (Re) range. Therefore, wavy 
passages have been considered in several earlier studies as a 
means to enhance heat / mass transfer in compact exchange 
devices. Both corrugated and converging-diverging cross sections 
have been studied experimentally and numerically. An important 
observation made is that wavy passages do not provide any 
significant heat transfer enhancement when the flow is steady. 
However, if the flow is made unsteady (either through external 
forcing or through natural transitioning to an unsteady state) 
significant increases in heat exchange are observed. This is a 
result of complex interactions between the core fluid and 
boundary layer fluid through shear layer destabilization and self-
sustained oscillations. It is in this regime that such passages can 
be very effective and our objective, therefore, has been to 
quantify such gains as well as penalties (increased pressure drop) 
through accurate and well resolved numerical computations of 
the unsteady flow and heat exchange processes. 
 
Several literatures are available on steady state solutions of wavy 
channels [8,11,7,9,5,6]. Saidi et al. [8] studied laminar flow past 
a sinusoidal cavity. They presented how increase of flow velocity 
gave birth vortex inside a cavity and affected the hydrodynamic 
and the thermal performance. Wang and Vanka [11] reported 
higher values of friction factor for wavy channel compared to the 
parallel plate channel of same inter-wall spacing. Nishimura et al. 
[7] investigated flow characteristics such as flow pattern, 
pressure drop and wall shear stress in a channel with symmetric 
sinusoidal wavy wall. This study reported that at Reynolds 
number greater than 700, turbulent flow occurred owing to the 
onset of unsteady vortex motion. Sparrow et al. [9] presented the 
effect of inlet condition, inter wall spacing and protruding edge 
on fluid flow and heat transfer.  
 
Studies on fully developed flow in periodic converging-diverging 
passages with uniform in-flow report a Hopf bifurcation at 
Re=130, followed by a series of bifurcations leading to chaos [2]. 

The flow was observed to be quasi-periodic with up to three 
fundamental frequencies and multiple sub- and super-harmonics 
in the Reynolds number range of 130-800. At 850, the flow 
became aperiodic with broad band frequency spectra of the 
velocity signals. Stone and Vanka [10] have presented numerical 
results on developing flow and heat transfer characteristics in a 
furrowed wavy channel. They found that at low Reynolds 
numbers, the flow in the wavy passage is steady, characterized by 
steady separation bubbles in the troughs of the waves. However, 
as the Reynolds number is increased beyond a modest value, the 
flow becomes unsteady, with the rolling up of the shear layers on 
the channel walls. When the flow becomes unsteady, there is 
increased mixing between the core and near-wall fluids, resulting 
in enhanced heat transfer rates and pressure drops.  
 
The present paper deals with the flow structure and heat transfer 
of wavy channels at unsteady state with periodic boundary 
conditions. Two different types of surface waviness one 
sinusoidal channel and another triangular channel have been 
considered for the present investigation. For both of the 
geometry, individual minimum height has been varied to 
understand the flow and heat transfer behavior properly.    
 
Conservation Equations  
In the present study, the flow is considered to be two -dimensional 
with no variation in the span wise direction. The governing 
equations for flow and energy transport can be written as:  
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where u is the velocity vector, θ = (T-T w)/(T b,in-T w), and Tb,in is 
the bulk mean temperature of the flowing fluid at in let, ν and α 
are kinematic viscosity and thermal diffusivity respectively.  
 
Computational Details 
The base geometry (minimum height, Hmin  = 6mm, maximum 
height, Hmax  = 20mm, amplitude, a = 3.5mm, and wavelength, λ= 
28mm) considered in the present investigation are shown in 
figure 1. These geometrical configurations conform to the 
channel studied experimentally by Nishimura et al. [7] and 
numerically by Wang and Vanka [11]. Here minimum heights are 
varied keeping the others constant. As boundary conditions, no-
slip conditions with a constant wall temperature are prescribed 
along the wall. Thus   

 
uw =0, vw =0, and θw = 1. 



 

Hmin 

2a 

Hmax 

λ 

Hmax Hmin 

2a 
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A uniform velocity is prescribed at the inlet. At the stream 
wise direction, the following periodic boundary conditions 
(equation 4)  are used to attain fully-developed flow. 

u(0,y)=u(λ,y), v(0,y)=v(λ,y), θ(0,y) = θ(λ,y)  (4) 
  
In this study, the integral forms of governing equations are 
discretized using control volume based Finite Volume 
method with collocated arrangement. The final discretized 
form of governing equations are solved iteratively using 
TDMA solver. Time integration is done using three time 
level method [1]. All the calculations are performed using  
64× 64 grid size with a time step of 0.001sec.  A 
systematic grid refinement test has been done using 32× 
32, 48× 48 and 64× 64 grid sizes [3].  
 
 
 
 
 
 
 
 
 
 

Figure 1. Detail geometry configurations of sinusoidal (left) and 
triangular (right) channels. 

 
Results and Discussion  
Calculations were performed for several Reynolds numbers 
(Re=uavg,in Hmin/ν) from a low value to 500. It has been observed 
that at low Reynolds numbers, the flow in the wavy passages 
(both sinusoidal and triangular) is steady, characterized by steady 
separation bubbles in the troughs of the waves. With the increase 
of  Reynolds number beyond a certain critical value the flow 
becomes unstable and bifurcates, with the rolling up of shear 
layers on the channel walls. The critical Reynolds numbers for 
both geometry are reported in table 1. It has been observed that 
the value of critical Reynolds number increased with the increase 
of Hmin  for sinusoidal channel, but it decreased in case of 
triangular channel.  The transition to unsteady flow for triangular 
channel occurs at a lower Reynolds number than for the 
sinusoidal channel. This is the consequences of the fact that the 
edges of the triangular channel are relatively sharper than the 
edges of the sinusoidal channel, and thus contribute to the 
formation, at lower Reynolds number, of an unstable jet-pattern, 
which easily becomes unsteady.   
  
 

Critical Reynolds Numbers Frequency (Hz) 
Sinusoidal  
channel 

Triangu-
lar 

channel 

Sinusoi-
dal 

channel 

Trian-
gular 

channel 

 
Hmin  
(mm) 

Stone & 
Vanka [10] 

Present Prediction 

3 130 150 150 31 25 
6 190 205 130 20 60 
9 240 240 100 27 27 

 
 
Table 1. Critical Reynolds number and Frequency of oscillation 

 
Instantaneous streamline plot at Re =300 for both the channels 
are shown in figure 2. It has been shown [4] that steady flow 
yields recirculating vortices in each of the cavities, accompanied 
by straight cross flow. A single trapped vortex fills each of the 
cavities. But here at unsteady state separation vortices are formed 
in the wavy cavity at an earlier instant that is slowly engulf by the 

shear layer. This interaction of the core fluid with the fluid in the 
cavities replenishes the thermal boundary layer and results in 
enhanced heat transfer. Corresponding temperature field at this 
Reynolds number is shown in figure 3. 
 
 
 
 
 
   
 
Figure 2. Instantaneous streamline plot for sinusoidal (left) and triangular 
(right) channel at Re = 300. 
 
 
 
 
 
 
 
 
Figure 3. Temperature filed for sinusoidal (left) and triangular (right) 
channel at Re = 300. 
 
A velocity probe was arbitrarily placed at height of 0.75Hmax in 
the tallest part of the each of the channel. The time signal of the 
u-velocity at Reynolds number 300 at the probe height for 
sinusoidal and triangular channels and the corresponding FFT 
analyses are shown in figure 4 and 5 respectively. At this 
Reynolds number, self-sustained quasiperiodic oscillatory flow 
was observed. For sinusoidal channel the fundamental frequency 
was 20 with some of its harmonics as it is shown by the FFT 
analysis of the u-velocity. In the case of triangular channel, the 
fundamental frequency of oscillation was 60 and the FFT 
analysis is chaotic and shows multiple secondary harmonics. To 
find out cause for the higher value of the frequency of oscillation, 
the frequencies for the Hmin of the closer values have been  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Time signal of u-velocity at Re =300 for sinusoidal wavy 
channel (top) and corresponding FFT (bottom) : Hmin = 6mm. 
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obtained and frequencies for Hmin= 4, 5, 7 and 8mm are found to 
be 40, 45, 24 and 26 respectively. Here, we got the frequencies of 
the flow disturbances are to be independent of Re, but function of 
the geometry, which is shown in table 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
Figure 5. Time signal of u-velocity at Re =300 for triangular wavy 
channel (top) and corresponding FFT (bottom) : Hmin = 6mm. 
 
 A comparison of the time mean friction factor  averaged over the 
wave length is shown in figure 6 for sinusoidal wavy channel of 
Hmin  = 6 mm. The present prediction slightly  under predicts the 
experimental data of Nishimura et al.[7] but shows a good 
agreement wi th the predicted values of Wang & Vanka [11]. In 
the steady regime the friction factor is approximately twice that 
of the planer channel.  In the unsteady regime the friction factor 
is even more.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Comparison of present predicted average friction factor with 
Nishimura et. al. [7] and Wang & Vanka[11] for Hmin = 6 mm of 
sinusoidal  wavy channel. 
 
The effect of the aspect ratio (by changing the minimum height) 
on average friction factor( favg = 2∆p.Dh/ρλu2

avg,in ) is shown in  
figure 7 for both the channels. Friction factor is higher in all 

cases than the straight channel (48/Re) for all Reynolds number, 
and with the decrease of Hmin friction factor increases. For the 
same Hmin, friction factor of triangular channel is lower than the 
sine-shaped (wavy) channel, this is because of less effective area 
of the triangular channel.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 7. Effect of the minimum height on time averaged friction factor 
for sinusoidal channel (top) and triangular channel (bottom). 
 
Figure 8 shows the time averaged friction factor and Nusselt 
number (Nu= hDh/k, Dh=Hmin + Hmax) at various Re for both 
steady and unsteady flow in the sinusoidal channel. After slight 
increase in friction factor when the flow first becomes unsteady,  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
Figure 8. Time averaged friction factor (top) and Nusselt number 
(bottom) for the sinusoidal channel (base case).  
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t ime averaged friction factor continues to decrease with Re. 
However, the rate of this decrease slows down as Re is increased. 
On the other hand, Nusselt number increases with increase in Re. 
Steady flow gives modest increase in Nusselt number but 
unsteady flow gives rapid increase due to better mixing of core 
and near wall fluids, but this rate of increase again slows  down as 
Re is increased more. Hence, there comes a point where the 
increasing Re renders diminishing benefits in heat transfer 
performance. The optimal value of Re depends on the specific 
criteria for evaluating performance, and on the dimensions of the 
passage. But it is known that wavy passages generally offer the 
best enhancement in the transitional regime. 
 
Time mean Nusselt number  averaged over the wave length for 
the sinusoidal and triangular channels of Hmin = 6mm are shown 
in figure 9.  The Nusselt number for both the cases is higher than 
that for a straight channel and increases with Reynolds number. 
The rate of increase of Nusselt number for triangular channel is 
higher than that of sinusoidal channel. At low Reynolds number 
(less than Re=275) sinusoidal channel has higher heat transfer 
capability than a triangular channel but above Re=275 the 
triangular channel channel gives more heat transfer. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 9. Average Nusselt number at different Reynolds number for Hmin 
= 6mm.   
 
Conclusion  
Fluid flow and heat transfer in periodic, corrugated channels have 
been numerically investigated at unsteady flow conditions using 
finite volume method for a fluid with Prandtl number 0.7, 
representative value for air. Periodic boundary conditions are 
used to attain the fully developed flow condition. Two different 
types of wavy geometry, sinusoidal and triangular, are 
considered. Effect of aspect ratio has been studied by changing 

the Hmin  only.  It has been observed that the flow becomes 
unstable with a self-sustained oscillation beyond a certain critical 
Reynolds number and thereby increase heat transfer rate. For 
sinusoidal channel the critical Reynolds number increases with 
the increase of Hmin, but decreases in case of triangular channel. 
FFT analysis of the u-velocities shows that one fundamental 
frequency of oscillation prevails at all the Reynolds number for a 
particular geometry. The transition of flow occurs earlier, at 
lower Reynolds number, for triangular channel relative to 
sinusoidal channel. 
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Abstract

A triangular-jet nozzle which usually produces an oscillating-
jet flow can, for a narrow range of geometric parameters, pro-
duce a stationary deflected jet which reattaches to the internal
surface of the nozzle. Surface-flow-visualisation images and
surface-pressure maps from the stationary deflected jet contain
a wealth of detail not available from similar experiments with
the oscillating-jet flow. In the topological model constructed
from this data, the most significant feature is a strong sink fo-
cus. The model suggests that most of the reverse flow through
exit plane of the nozzle is attracted towards this sink focus be-
fore it is entrained by the jet flow and ejected from the nozzle.

Introduction

Nathan et al. [5] have shown that a nozzle consisting of a circu-
lar inlet orifice and a chamber with an exit lip can produce a nat-
urally oscillating jet flow. This device is known as the “fluidic-
precessing-jet” (FPJ) nozzle because flow from the inlet orifice
reattaches asymmetrically to the wall of the chamber. In the ab-
sence of a preferred azimuthal orientation, the reattaching flow
“precesses” around the wall (Figure 1).

At an early stage, the FPJ nozzle was developed as an indus-
trial natural-gas burner because the flame is shorter, more lumi-
nous and more resistant to “blow-off” than equivalent simple-
turbulent-jet or “axial-jet” nozzles [6]. The higher luminosity
can lead to a decrease of up to about 40% in nitrogen-oxide
(NOx) emissions [7].

Nathan et al. [5] have also shown that, for reliable oscillation
of the jet flow, the expansion ratio of the inlet-orifice diameter
(D
�
d1) must be larger than 5.0, and length-to-diameter ratio of

the chamber (L
�
D) must be in the range 2 � 60 � L

�
D � 2 � 80. Of

these geometric criteria, the requirement for a small inlet orifice
(D
�
d1 � 5 � 0) makes the fuel supply pressure much higher than

for an axial-jet burner of the same outer diameter and (heat)
capacity. This can be a costly problem if the supply pressure is
inadequate; either the pressure must be increased or the burner
must be larger.

Mi et al. [4] found that, if the inlet-orifice shape is changed from
circular to triangular, jet oscillation occurs at orifice area expan-
sion ratios as low as 4.0. For a fixed burner capacity, this allows

Flow

Inward
Swirling Flow Recirculation Induced

Reverse Flow

Jet Flow
EmergingReattachment

Point

Figure 1: Schematic flow-field pattern for the “fluidic-precessing-
jet” (FPJ) nozzle inferred from visualisation [5].

either a reduction in supply pressure by an order of magnitude
or a reduction of the nozzle diameter by a factor of about two.

Lee et al. [3] have performed a parametric study of the
“oscillating-triangular-jet” (OTJ) nozzle. Their results verify
that oscillations occur at much smaller expansion ratios than in
the FPJ and that, unlike an FPJ, oscillation is continuous rather
than intermittent. In comparison with the FPJ, the jet spreading
angle is smaller and varies more gradually over a wide range of
L
�
D ratios and inlet-expansion ratios. This provides a capacity,

by selecting appropriate L
�
D and inlet-expansion ratio, to de-

sign a nozzle with not only a much lower supply pressure than
the FPJ nozzle, but also with a selectable jet spreading angle.

This paper reports the results of surface-flow-visualisation ex-
periments. These are the first investigations of large-scale flow
structure inside the OTJ nozzles.

Experimental Technique

Figure 2 shows the oscillating-jet nozzle used for this investi-
gation. Flow enters the nozzle chamber, which has an inter-
nal diameter D, through an equilateral triangular inlet-orifice
plate and it leaves the chamber through an exit lip of diameter
d2 � 0 � 9D. There are four available inlet orifices with area ex-
pansion ratios of � D � de1 � 2 � 2 � 12, 2 � 52, 3 � 02 and 3 � 52, where
de1 is the “equivalent diameter” of the triangular orifice. The
length of the chamber can be adjusted to any value within the
range 0 � 00 � L

�
D � 3 � 00. To permit visualisation of the inter-

nal flow, the chamber is made of Perspex tube.

The nozzle is connected to a compressed-air supply through a
straight tube of diameter D0 � 0 � 763D and length 50D0. At the
upstream end of the tube is a flow conditioner consisting of a
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Figure 2: The “oscillating-triangular-jet” (OTJ) nozzle (a) com-
ponents and (b) geometric parameters.
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drical surface. D

�
de1 � 3 � 5 and L
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D � 2 � 50 at Re1 � 70 � 000.

“honeycomb” (of plastic drinking straws) followed by a wire-
mesh screen. Further details of the flow conditioning and of the
ancillary equipment are provided by Lee et al. [3].

The method of flow visualisation is similar to the “china-clay”
technique described by Bradshaw [1] and adopted by Nathan et
al. [5] for investigating the surface-flow patterns in the FPJ noz-
zle. A transparent A4-size plastic sheet, 0.1 mm thick, is cut
to the internal length and circumference of the nozzle cham-
ber, and is then inserted so that it forms a new inner surface
of the chamber. A viscous mixture of white toothpaste, corn-
flour and water is painted uniformly onto the plastic sheet and
is immediately exposed to the flow until the water evaporates
(which takes about 12 minutes). To record the “streakline” pat-
tern produced by the flow, the plastic sheet is removed from the
nozzle and unrolled. Four “streakline” images were obtained
for each flow condition. While the flow is producing a pattern
on the plastic sheet, it also spreads paste over the back face of
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Figure 4: Fluidic precessing jet surface-flow visualisation pat-
tern and streakline interpretation; (a) inlet plane, (b) cylindrical
surface [5]. D

�
de1 � 6 � 4 and L

�
D � 2 � 70 at Re1 � 280 � 000.

the chamber. The pattern thus formed on the inlet-orifice plate
is also recorded as an image.

The flow visualisation is supplemented by measurements of
static pressure from a row of six pressure tappings through the
wall of the chamber (Figure 2). The distance between tappings
is D
�
4. An azimuthal increment of 30 	 is obtained by rotating

the chamber about its axis. For each measurement the signal
from the pressure transducer was time averaged for 100 seconds
on a digital oscilloscope.

Oscillating-Jet Flows

The flow-visualisation patterns and corresponding surface-
streakline interpretations for the OTJ nozzle are shown in Fig-
ure 3. The expansion ratio is D

�
de1 � 3 � 5 and the chamber

length is L � 2 � 50D. The other expansion ratios (2.1, 2.5 and
3.0) produce similar flow patterns.

The spiral pattern in Figure 3(a), which indicates a radially in-
ward swirling flow at the inlet plane, is similar to that observed
by Nathan et al. [5] in the FPJ nozzle (Figure 4(a)). In the in-
terpretation of the flow field, this swirling flow (Figure 3(b)) is
entrained into the flow from the inlet orifice.

In the OTJ nozzle, flow from the inlet orifice is deflected asym-
metrically and reattaches to the cylindrical surface of the cham-
ber. Azimuthal (or tangential) motion of the reattachment point
appears as oscillation of the jet. Lee et al. [3] have shown that
the preferred locations for the reattachment point are aligned
azimuthally at midway between corners of the orifice. In Fig-
ures 3(c) and 3(d), these preferred locations are shown as nodes
N1, N2 and N3. In surface-flow visualisation of the FPJ nozzle
[5], the moving reattachment point has no preferred direction
and appears as a positive bifurcation, line PB in Figure 4(b).

The strongest feature in the OTJ flow-visualisation pattern (Fig-
ure 3(c)) is a circumferential “ring” (NB1) where converging



flow has caused a build-up or thickening of the paste. Nathan et
al. [5] interpreted a similar feature in flow-visualisation patterns
(Figure 4(b)) from the FPJ nozzle as a negative-bifurcation line.
Surface-flow streaklines consistent with the flow-visualisation
pattern of Figure 3(c) are drawn in Figure 3(d). These streak-
lines may approximate a time-average of flow in the OTJ nozzle
but, like Figure 4(b), they do not provide much insight into the
mechanism of the flow.

Stationary-Deflected-Jet Flow

The behaviour of the flow in the OTJ nozzle and the behaviour
of the jet emerging from the exit plane depend on expansion ra-
tio (D

�
de1), length (L

�
D), and Reynolds number (Re1). In their

parametric study, Lee et al. [3] found that, with L
�
D � 1, the

flow from the inlet orifice remains axisymmetric, and there is
no large-scale oscillation. For L

�
D between 1.25 and 3.00, the

jet oscillates in a manner which produces the flow-visualisation
pattern of Figure 3(c).

However, these are not the only flow regimes of the OTJ. For
a very narrow range of “critical” values near L

�
D � 1 � 25, Lee

et al. [3] observed that the jet from the “D
�
de1 � 3 � 5” orifice

is deflected towards the wall, but does not oscillate. Increas-
ing chamber length beyond this narrow but critical L

�
D range

causes the deflected jet to oscillate. We would therefore expect
a flow pattern produced by the stationary (or non-oscillating)
jet to be related to the phase-averaged flow of an oscillating
jet. Figure 5 shows that the surface-flow visualisation pattern
for the stationary deflected jet is significantly different from the
visualisation pattern for the oscillating jet. The most striking
difference between Figure 5(c) and Figure 3(c) is that the built-
up line of paste representing the negative-bifurcation line NB1
is no longer straight.

To assist with the interpretation of the flow-visualisation pat-
tern we have measured the distribution of time-averaged static
pressure on the internal cylindrical surface of the nozzle. This
is presented in Figure 5(d) as contours of static-pressure coeffi-
cient, Cp � ps

�
q1, where ps is the wall static pressure and q1 is

the mean dynamic pressure of flow through the inlet orifice. The
location of maximum pressure, shown as the Cp � 0 � 00 contour,
is the reattachment “point” of the deflected jet. In Figure 5(e),
this is the “source” node N1. Closer to the inlet plane and to
each side of the pressure maximum, there is a region of mini-
mum pressure (Cp ��
 0 � 13). These coincide with large accu-
mulations (or “blobs”) of paste in the flow-visualisation image
(Figure 5(c)). Clearly observed rotation of the larger “blob” im-
plies there is a “sink” focus at the corresponding pressure mini-
mum. This is shown as F1 in Figure 5(e). The smaller “blob” is
represented by focus F2. The existence of saddles S1 and S2 is
deduced from the rules of topology.

In the experiment (Figure 5(c)), paste spreads to the left and
to the right of the reattachment node, N1. Flow spreading to
the left of N1 is drawn into focus F1 and flow spreading to the
right is drawn into the negative-bifurcation line NB1. Features
F1 and NB1 are strong sinks where flow separates from the sur-
face and they also induce a reversed flow through the exit plane
(Figure 5(e)). Since the surface is cylindrical, and is continuous
along the left and right edges of the diagram, flow which spreads
circumferentially away from N1 must also converge towards a
negative bifurcation which extends from the exit plane and into
focus F1. This negative bifurcation is shown in Figure 5(e) as
the line NB2. The complementary positive-bifurcation line PB1
extends from node N1 to the exit plane.

The strongly swirling surface flow between the inlet plane and
NB1 (Figure 5(e)) is directed away from the edge BAB. The
inward-spiral flow-visualisation pattern in Figure 5(b) also in-
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Figure 5: Surface-flow visualisation of the stationary deflected
jet; (a, b) inlet plane, (c) cylindrical surface, (d) distribution
of static-pressure coefficient, Cp, (e) streakline interpretation.
D
�
de1 � 3 � 5 and L

�
D � 1 � 25 at Re1 � 70 � 000.

dicates flow directed away from the perimeter BAB, and so con-
tinuity requires a positive-bifurcation line between the inward-
spiral flow and the flow on the cylindrical surface. The positive
bifurcation is shown in Figure 6(a) as the closed loop PB2. In
the side view, Figure 6(b), the positive bifurcation (PB2) is vis-
ible as saddles S3 and S4. A topologically consistent side-view
flow pattern (Figure 6(b)) is obtained by placing foci F3 and F4
in the swirling near-surface flow, and F5 in the recirculation re-
gion between the reattachment point S7 and the inlet plane [8].

Flow at the Exit Plane

There are two regions of flow at the exit plane, the emerging-jet-
flow region, and the induced-reverse-flow region. The contour
plots in Figure 7 are of the time-averaged signal from a total-
pressure tube (i.e. Pitot probe) placed sequentially at each of
241 points distributed over the exit plane of the nozzle. The
results are plotted as a pressure coefficient based on q1, the dy-
namic pressure at the inlet orifice. The Pitot probe is aligned
parallel to the axis so that, when placed in the emerging jet
flow, it provides an approximate measurement of jet-flow speed.
When the probe is placed in the induced-reverse-flow region,
the recorded pressure is negative.
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oscillating-triangular-jet nozzle; (a) inlet plane, (b) azimuthal
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Figure 7 shows that only an outer part of the jet shear layer reat-
taches to the side wall of the nozzle. The higher velocity part of
the emerging jet (0 � 20 � Cp � 0 � 80) is deflected by only a small
amount ( � D

�
9) and discharges from the exit plane without in-

teracting directly with the wall of the nozzle.

We propose the following model for flow near the reattachment
node N1. Focus F1 (Figure 5(e)) is the end of a line vortex which
extends away from the internal surface of the OTJ nozzle. The
vortex beginning at F1 is a feature of the turbulent shear layer of
the deflected-jet flow and, as indicated by F1F6 in Figure 8(a), it
is drawn out of the OTJ chamber as a longitudinal vortex aligned
with the axis of the nozzle. The weaker vortex beginning at F2 is
also entrained and drawn out of the chamber on the other “side”
of the deflected jet. As suggested by the Kelso model of the FPJ
[2], the vortex F5 (Figure 6(b)) would be entrained by the jet
flow so that it is stretched into the form of a horseshoe vortex.
In Figure 8(b), the stretched legs of the horseshoe vortex are
combined with the “legs” of the F1F6 and F2F7 vortices. This
leads to a sketch of the non-axial components of the flow at the
exit plane (Figure 8(b)). Saddle S8 corresponds to the positive
bifurcation PB1 of Figure 5(e), and saddle S9 corresponds to the
negative bifurcation NB2.

Conclusions

From flow visualisation and static-pressure measurements at the
internal surface of the OTJ nozzle, the authors have identified a
number of bifurcation lines and critical points in the stationary-
deflected-jet flow observed by Lee et al. [3]. These are shown in
Figures 5(e), 6 and 8(b). Although deflection of the jet centre-
line is only about D

�
9, there is a clearly observed reattachment

node downstream of the inlet plane (or backward-facing step).
Closer to the inlet plane and to each side of the reattachment
node, flow separates from the surface at a strong sink focus, F1,
and a much weaker focus F2. The surface-flow pattern indicates
that much, and perhaps most of the reverse flow through the
exit plane of the nozzle is attracted towards F1. A rather dis-

D

C

0.20
0.10
0.00

0.30

0.40

0.80
0.70
0.60
0.50

z

y

INDUCED
REVERSE

FLOW

EMERGING
JET FLOW

Figure 7: Stationary deflected jet at the nozzle exit plane; dis-
tribution of Pitot-pressure coefficient, Cp. D

�
de1 � 3 � 5 and

L
�
D � 1 � 25 at Re1 � 70 � 000.

D

C

S8 S9

F7 F6

(b)(a)

A

D

Inlet Plane

Exit P
lane

x

y

z

F7

F6

F2

F1

F5
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ible with the foci in Figures 5 and 6, (b) schematic streamline
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torted circumferential negative bifurcation NB1 also flows into
F1. The vortices which terminate at F1 and F2 are features of the
shear layer in the reattached flow, and so they are drawn through
the exit plane as longitudinal counter-rotating vortex “legs”.

A topologically consistent model of flow between NB1 and the
inlet plane is obtained by placing a positive-bifurcation loop on
the back face of the nozzle.
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Abstract 
In last years vegetated surfaces problems are becoming more 
and more important in hydraulic research, whereas boundary 
layer problems are always a very important topic of fluid 
mechanics. In this paper the influence of submerged rigid 
vegetation on the development of a water equilibrium 
boundary layer in a rectangular channel is experimentally 
investigated. Vegetation is modelled through vertical 
cylinders inserted in the channel bottom: two different 
cylinders heights and two different cylinders densities have 
been considered, so that four different vegetation conditions 
have been investigated and always compared with the same 
boundary layer without vegetation. Local mean velocity 
distributions in four subsequent test sections have been 
measured through an LDA system. The main results obtained 
are the following ones: 1) vegetation presence increases 
boundary layer thickness;  2) with the investigated cylinders 
heights and densities the boundary layer behaves yet as an 
equilibrium one; 3) the equilibrium characteristics depend on 
either cylinders height or cylinders density; 4) it is possible 
to define an index which summarizes the aforementioned 
equilibrium characteristics. 
 
Introduction 
 
Vegetated surfaces problems 
 
It is generally agreed that vegetation increases flow 
resistance, changes backwater profiles and modifies sediment 
transport and deposition. In the past vegetation along rivers 
and on floodplains was traditionally regarded a nuisance and 
for this reason it has been usually eliminated. At the present 
in river restoration and environmental engineering natural 
river characteristics are sought after, implying that the 
physical habitat and flow conditions should be as close as 
possible to a pristine reach. 
Much of the earlier work on the hydraulic properties of 
riverine vegetation was conducted by agricultural engineers 
who concentrated on determining roughness coefficients or 
developing design methods, rather than on obtaining a better 
understanding of the physical processes. Conventional 
approaches typically use reference publications for selecting 
a roughness coefficient, which groups all sources of flow 
resistance, including vegetation, into Manning’s n. 
Significant advances have been made to gain a better 
understanding of flow phenomena in floodplain and wetland 
flows. A considerable amount of research has been carried 
out in developing resistance laws for channels with rigid 
vegetation, flexible vegetation, and various combinations. 

Recently, several studies have focused on velocity profiles 
and turbulent characteristics of vegetated channels. Overall, 
an abundance of studies, however, is based on laboratory 
experiments with simple artificial roughness, whereas in fact 
natural vegetation exhibits a wide variety of forms and 
flexibility. In hydraulic analysis, non-submerged and 
submerged conditions are typically distinguished, and, in 
addition, two types of vegetation are usually defined: rigid 
(woody or arborescent plants) and flexible (herbaceous 
plants) [11, 12, 13, 15, 16]. 
 
Boundary layer problems 
 
On the other side, the hydrodynamic behaviour of a boundary 
layer is one of the most important topics of fluid mechanics. 
The hydrodynamic laws which describe boundary layer 
behaviour are now reasonably well known. In particular, with 
regard to an air boundary layer, the non dimensional value of 
the pressure gradient along the flat plate is the most 
important parameter which controls the local mean velocity 
distributions along the direction orthogonal to the plate. In 
fact, if this parameter is kept constant along the plate, the 
boundary layer is called an “equilibrium boundary layer” and 
the non dimensional velocity distributions, represented as a 
velocity defect law, does not vary along the plate. 
A more sophisticated type of boundary layer flow, much 
investigated in international literature [1, 8, 9, 10, 14], is the 
turbulent boundary layer under free stream turbulence.  
Two of the authors worked in previous years on this research 
field [2, 3, 4, 5, 6], performing their experimental tests in a  
water channel. The investigated boundary layers were always 
equilibrium ones with zero-piezometric head gradient 
(condition that for water is equivalent to the zero- pressure 
gradient in air). 
 
Aim of the paper 
Authors are not acquainted of any presence, in the however 
growing scientific literature on vegetated streams, of the 
problem of vegetation effects on boundary layers. 
In a recent paper [7] authors began to study how bottom 
vegetation can affect the development of a water boundary 
layer. In particular submerged rigid vegetation placed on the 
bottom of the channel was considered, and was modelled 
through groups of vertical cylinders, 4 mm diameter, placed 
in rectangular meshes 5.0*2.5 cm2; each cylinder was 5 mm 
high in a first experimental condition and 10 mm high in a 
second experimental condition. A third experimental 
condition, without cylinders at all, was also obviously 
considered for comparison. 
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This paper is an advance of [7]. In particular either the 
investigated boundary layer flow or the heights of the 
cylinders modelling vegetation are the same ones as in [7], 
but the cylinders density has been increased: in fact they are 
placed in square meshes 2.5*2.5 cm2.   
The main purpose of this paper is to deepen, employing also 
the results of [7], the mixed influence on boundary layer 
development of cylinders heights and densities.   
 
Experimental plant 
The experimental plant represented in figure 1, carefully 
described in [7], has been used. 
 
 

Figure 1. Experimental plant. 
 
Its main device is a variable slope channel 4 m long and 15 
cm wide, with plexiglas walls and bottom, coming out from a 
feeding tank supplied by a circulation pump. This tank feeds 
the channel through an adjustable rectangular sluice gate. 
The inlet towards the sluice gate is modelled through a 
suitable plexiglas device. 
In the channel, until a distance of some decimetres from the 
sluice gate, a boundary layer flow is generated on the bottom. 
Moreover, due to feeding tank characteristics, this current 
showed, in every flow condition, a not at all negligible free 
stream turbulence. 
The instantaneous velocity measurements and the local mean 
velocity values have been carried out through an LDA 
technique.  
 
Vegetation modelling 
As already said, vegetation was modelled through groups of 
vertical cylinders placed in square meshes 2.5*2.5 cm2. In 
particular, they have been arranged in the following way. 
The longitudinal rows of cylinders were 2.5 cm far each 
another and 1.25 cm far from the lateral walls. The first 
cylinder of each row was placed 1,25 cm from  the channel 
inlet (sluice gate section).  
In this way, the whole arrangement was symmetric, the 
centreline of the channel bottom was free from cylinders and 
it was possible to carry out velocity distributions 
measurements on it. In particular the four test sections that 
have been chosen, likewise in [7], are at 20 cm, 30 cm, 40 
cm, 50 cm respectively far from the channel inlet. These test 
sections were all placed exactly between two following rows, 
so that the measurement verticals lied exactly in the centre of 
each square mesh. 
 
 

Experimental surveys carried out and relative results 
In order to compare all experimental conditions some 
fundamental hydraulic parameters have been kept constant 
and equal to the corresponding ones in [7]. 
The height of the sluice gate was always of 7.49 cm, and the 
height of the vena contracta was of 4.61 cm. 
The head of the tank above the vena contracta was always of 
10.34 cm and the velocity in the vena contracta was of 1.424 
m/s. The flow-rate was of 9.85 l/s. 
As in [7], in each condition, in order to have always an 
equilibrium boundary layer with zero-piezometric head 
gradient in the flow direction, the free surface was kept 
horizontal. 
Therefore it has been necessary to change the slope of the 
channel in each experimental condition, because of the 
different bottom friction  head losses without cylinders, with 
5 mm and 10 mm cylinders heights. In particular in the two 
conditions 1.15% and 2.05% slopes were established, which 
can be compared to the 0.25% characteristic of smooth 
bottom condition. In such a manner, the hydraulic head was 
kept constant and equal to 10.34 cm also along the whole 
current in each flow condition; and the velocity in the 
external layer was 1.424 m/s everywhere. 
In each experimental condition, local mean velocity 
distributions have been measured in the four aforementioned 
test sections. Such experimental velocity distributions, 
together with the smooth bottom velocity distribution, have 
been represented in figures 2, 3, 4, 5.  
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Figure 2. Velocity distributions in section 1 (20 cm from the inlet). 

 

0.0

10.0

20.0

30.0

40.0

50.0

60.0

0.6 0.7 0.8 0.9 1.0 1.1 1.2 1.3 1.4 1.5
u (m/s)

y (mm)
Smooth wall

Rough wall (5 mm)

Rough wall (10 mm)

99% u0

97% u0

 
Figure 3. Velocity distributions in section 2 (30 cm from the inlet). 
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Figure 4. Velocity distributions in section 3 (40 cm from the inlet). 
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Figure 5. Velocity distributions in section 4 (50 cm from the inlet). 

 
Some first qualitative results are immediately evident.  
First of all, the vegetation presence affects widely velocity 
distributions in boundary layers. In particular, because of the  
presence of vegetation, the boundary layer thickness grow 
and the velocity inside the boundary layer decreases. 
In particular, the values of the 99% boundary layer thickness 
(δ99) in the four test sections (20 cm, 30 cm, 40 cm, 50 cm) 
are the following ones: 
Smooth bottom: mm 3.8, 7.1, 10.9, 13.5. 
5 mm cylinders height: mm 16.0, 26.3, 35.1, 44.0. 
10 mm cylinders height: mm 22.0, 33.9, 47.7, 52.4. 
These values have been evaluated through a special 
procedure fully described in [7], because it is difficult to read 
directly on the diagrams the δ99. 
A further qualitative result is that it is possible to notice that 
no evidence appears, at first sight, of possible irregularities of 
the velocity distributions at the cylinders height. 
At a deeper insight, it would be possible to observe, in the 
section 20 cm far from the sluice gate, a little irregularity (an 
elbow) in velocity distributions. This phenomenon is clearly 
caused by the greater resistance met by the current in its 
lower part where the cylinders are present, and it is related in 
literature about uniform or steady vegetated currents [17]. 
Either in [7] or in this paper it is not very evident because of 
the fairly low adopted cylinders densities. 
In any case the conditions that produce the irregularity in the 
case of boundary layer must be deepened through further 

experiments, which will be carried out in a next paper. 
 
Non dimensional velocity distributions and equilibrium 
characteristics 
All the twelve velocity distributions reported in figures 2, 3, 
4, 5 can be transformed in non dimensional ones through the 
u0 velocity in the external layer and the already obtained δ99 
values. In figure 6 non dimensional velocity distributions in 
three experimental condition (smooth bottom, 5 mm and 10 
mm cylinders height) are reported.  
A simple look to the figure shows clearly that the 
distributions relative to the same experimental condition but 
to different test sections overlap one another (with the almost 
invisible exception of the irregular points of the 20 cm test 
section) so that only three different diagrams appear, every 
one relative to a different vegetation condition (smooth 
bottom, 5 mm  and 10 mm cylinders height). 
In figure 7, in order to have a fruitful comparison, the 
correspondent diagram that had been presented in [7] is 
represented. It refers always to smooth bottom, 5 mm 
cylinders and  10 mm cylinders height, but to a lower 
vegetation density value (rectangular meshes 5.0*2.5 cm2 
instead of square meshes 2.5*2.5 cm2). Also in this diagram 
the distributions relative to the same experimental condition 
but to different test sections overlap one another. 
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Figure 6. Non dimensional velocity distributions (square meshes). 
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Figure 7. Non  dimensional velocity distributions  (rectangular 
meshes). 

 
This behaviour represents the clear mark of the equilibrium 
state of the boundary layers in each experimental condition, 
not only in the case of smooth bottom, as it was obvious, but 
also in the cases of vegetated surfaces . This conclusion, as it 
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has been verified in [7], can be drawn also if the distributions 
are not represented in the theoretically requested shape of 
velocity defect laws. The circumstance that the boundary 
layers over vegetated surfaces appear to be equilibrium ones, 
at least in the considered conditions, is an intriguing result. 
In conclusion, therefore, except the few considered 
exceptions which regard only the inner part of the boundary 
layer and only the first test section, the considered boundary 
layers appear to be equilibrium ones: namely in each 
experimental condition their velocity distributions in 
different test sections superimpose one another.  
 
Difference of equilibrium conditions in different 
hydrodynamic current conditions 
As already stressed, in both figures 6 and 7 it is clear that the 
three velocity distributions do not overlap. A direct 
comparison between the two figures shows that also 
distributions relative to the same cylinders height but 
different cylinders density do not overlap. 
Therefore, in the considered experimental conditions, our 
pattern of vegetation does not produce the well known elbow 
in the velocity distributions, but, in any case, it influences the 
overall trend of the distributions themselves. This influence 
depends on cylinders either height or density. 
It is even possible to define a simple shape index of the 
distributions, defined as the ratio δ99/δ97 (with an obvious 
meaning of the symbols). This index is not based on 
displacement thickness and momentum thickness, as more 
typical in boundary layer literature, but has the advantage to 
be more immediately intelligible and measurable. The values 
of this shape index in the different experimental conditions 
are given in following table: 
 

 0 mm 5 mm 10 mm 
Zero density 1.65 1.65 1.65 
Rect. mesh 1.65 1.50 1.40 

Square mesh 1.65 1.38 1.25 
Table 1. Table of the shape index 
 
From this table, it is clear that this index varies with height 
and density of the cylinders: in particular it regularly 
decreases with cylinders either height or density. 
 
Conclusions 
In recent years much attention has been paid to the problem 
of the behaviour of free stream currents with vegetated 
surfaces in relation to atmospheric or river flow problems. 
The study of the influence of vegetated bottom on the growth 
of turbulent boundary layer can let us deepen some further 
currents behaviour characteristics. 
From the point of view of basic fluid mechanics, the most 
important conclusion coming from the analysis of the 
experimental results is that, in case of regular submerged 
rigid cylinders-shaped vegetation, the boundary layer flow, if 
the free surface is kept constant and excluding some minor 
exceptions, behaves as an equilibrium boundary layer.  
Moreover the equilibrium conditions are different in the 
boundary layer without cylinders, or with cylinders of 
different heights or densities. These different equilibrium 
conditions can be summarized by a very simple shape index 
which depends on vegetation characteristics. 
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Abstract

We analyse the transport of suspended sediment by a single
swash event on a sloping breakwater and investigate the effects
of overtopping on the motion and the redistribution of particles.
By deploying a Lagrangian frame of reference, we calculate
the net transport by these flows and demonstrate that overtop-
ping promotes the landwards transport of sediment, primarily
because the backwash of the swash is significantly weakened.
Furthemore we quantify the flux of sediment that is transported
over the crest to be deposited behind the breakwater.

Introduction

Wave breaking and collapse on a sloping beach or breakwater
drives a rapid shallow flow under which the shoreline moves
back and forwards across the ‘swash zone’. Such events may
transport significant volumes of sediment by their erosive ac-
tion or by the advection and deposition of pre-mobilised partic-
ulate. They therefore play a significant role in determining the
morphology of a beach or a soft breakwater and in the accumu-
lation of sediment in the region the behind the breakwater. Stud-
ies of sediment movement by these intense, transient events are
in their infancy. Programmes of field measurements face signif-
icant challenges in determining the properties of these shallow
flows, while mathematical models are limited due to incomplete
understanding of the physical mechanisms that control the flows
and of the subtle, yet highly nonlinear interactions that occur
between the fluid and sediment phases.

The mechanics of the swash zone are determined by a number
of physical processes including unsteady, gravitational-driven
fluid motion, the development of turbulent structures within ad-
vancing flow and the percolation of the flow into the unsatu-
rated, porous substrate (see the reviews of Butt & Russell[1]
and Elfrink & Baldock[2]). It is generally thought, however,
that the motion is primarily driven by the upslope, gravitational
collapse of water to form a relatively shallow, transient flow
(figure 1). Thus a leading-order description of the hydrody-
namics may be based upon the use of shallow water equations
in which hydraulic resistance is neglected. Shen & Meyer[8]
derived a solution to these equations to model the flow up a pla-
nar beach following the collapse of a bore in which they showed
that the shoreline undergoes a ballistic motion with a constant
downslope acceleration due to gravity. This approach was re-
cently extended by Peregrine & Williams[3] to model the flow
that overtops a sloping breakwater on the assumption that at the
crest of the breakwater the Froude number of the flow is equal
to, or exceeds, unity.

In this paper we study theoretically the ability of these flows
to transport sedimentary particles both as bed- and suspended
load and we examine the net transport that occurs over a swash
event. Throughout this paper we draw the distinction between
‘total load’ models of sediment transport in which the instan-
taneous flux of particles adjusts immediately to the local con-
ditions and suspended load models for which advection by the
suspending fluid is of considerable importance, so that there is
a lag between changes in the hydrodynamics and the sediment

transport. Naturally for steady flows, these two approaches are
identical. Our analysis couples sediment transport to the hy-
draulic model of Peregrine & Williams[3] and by treating the
equations of motion in a Lagrangian frame of reference, we are
able to make considerable analytical progress that obviates the
need for lengthy numerical calculations and the associated diffi-
culties of tracking the motion of the shoreline. Furthermore this
analytical technique permits the robustness of our results to be
examined by investigating the changes in the patterns of trans-
port for particles with different physical properties, or by vary-
ing the empirical relationship between the flux of suspended
particles and the flow speed. This Lagrangian technique has
been recently applied to reveal the role of ‘settling lag’ for sed-
iment transport by tidal currents and infra-gravity waves over
inter-tidal regions [4],[5].

The paper is structured as follows. First, we formulate the
hydraulic model, identify the relevant dimensionless param-
eters and review the overtopping solution of Peregrine &
Williams[3]. We then calculate the associated patterns of sed-
iment transport predicted by total load models and by the sus-
pended load. Finally we summarise our results and draw some
brief conclusions from this study.

Shallow water model

We assume that the swash-flow is sufficiently shallow so that
vertical fluid accelerations are negligible and the pressure
adopts a hydrostatic distribution. Thence we employ the shal-
low water equations to model the conservation of fluid mass and
momentum and the transport of suspended sediment, which is
assumed to be sufficiently dilute so that it does not significantly
supplement the density of the suspending fluid. Denoting the
depth of the fluid by h, the depth-averaged velocity and mass
concentration by u and c, respectively, and aligning the x-axis
to be parallel to the planar surface of the breakwater which is
inclined at an angle θ to the horizontal (see figure 1), the gov-
erning equations are given by

∂h
∂t

+
∂
∂x

(uh) = 0, (1)

∂u
∂t

+u
∂u
∂x

+gcosθ
∂h
∂x

= −gsinθ, (2)

∂c
∂t

+u
∂c
∂x

=
meqe−wsc

h
, (3)

where g denotes gravitational acceleration, ws is the settling ve-
locity of the particles and meqe is the rate of erosion from the
bed per unit area. In this expression of the erosive flux, me is a
dimensional constant and qe is an empirically-determined func-
tion of the flow. (Pritchard & Hogg[6] provide a more complete
derivation of these equations and discuss the approximations
that underlie them). In this model we have neglected the feed-
back between the sediment movement and the fluid motion be-
cause morphological changes occur on a much slower timescale
than the swash events[7].

Sediment is not eroded until the shear stress exceeds a threshold
value and then the erosive flux is often modelled as a function of
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Figure 1: The flow configuration.

the excess shear stress. Although within the framework devel-
oped below, we could study any dependence of qe upon the ve-
locity and height of the flow, here, for brevity, we assume that qe
is proportional to u2 for the suspended load and we neglect the
existence of a threshold for erosion. This follows Pritchard &
Hogg[7], who demonstrated that the general patterns of erosion
are robust to a wide range of parameterisations of the erosive
flux. Furthermore these swash flows are relatively intense with
peak velocities of approximately 2ms−1, whereas the threshold
velocity for the erosion of fine sand is approximately 0.25ms−1.
Thus apart from regions close to flow reversal, the neglect of the
threshold for erosion does not appreciably affect the pattern of
net sediment transport. However we stress that the calculations
below could have included an erosion threshold, but this does
not introduce any significant qualitative differences to the re-
sults. In the discussion that follows we define the instantaneous
and net sediment fluxes by

q(x, t) = uhc and Q(x) =
∫ tde(x)

tin(x)
q dt, (4)

where tin(x) and tde(x) are the times at which location x is inun-
dated and denudated, respectively.

Following [3] we non-dimensionalise this system of-equations
using the lengthscale A/sinθ and the velocity scale (gA)1/2,
where 2A is the vertical excursion of the swash event. Further-
more we nondimensionalise the height of the flowing layer by
A/cosθ and the concentration field by me/ws. Replacing the
variables by their dimensionless counterparts, we find that the
governing equations are given by

∂h
∂t

+
∂
∂x

(uh) = 0, (5)

∂u
∂t

+u
∂u
∂x

+
∂h
∂x

= −1, (6)

∂c
∂t

+u
∂c
∂x

= E
qe(u)− c

h
. (7)

The residual dimensionless parameter in (5)-(7), E =

ws cotθ(gA)−1/2, measures the rate at which the sediment con-
centration responds to the hydraulic conditions and will hence-
forth be termed the exchange rate. If E � 1 then the concen-
tration rapidly adjusts to the local conditions and c = qe(u) to
leading order. This regime corresponds to ‘total load’ models
of sediment transport. Conversely if E � 1 then the concentra-
tion field lags the local conditions and the sediment is mainly
advected by the flow with little exchange with the bed. Typical
values of E may be estimated as follows: for a steep break-
water, tanθ = 0.1, maximum velocities of a swash event may
range from 0.5 to 4ms−1. Thus, as we show below, the veloc-
ity scale (gA)1/2 ranges from 0.25 to 2ms−1. If the surface of

the breakwater is composed of sand particles then the typical
settling velocity is approximately 10−2 ms−1. Combining these
dimensional parameters, we find that the exchange rate param-
eter E is 0.05−0.4.

A final important parameter is the dimensionless extent of the
breakwater, xc. This is the distance up the slope from where
the bore is initiated to the crest of the breakwater. In terms of
these dimensionless units, the flow overtops the breakwater if
0≤ xc < 2.

We rewrite (7) in a Lagrangian frame of reference. Thus fol-
lowing fluid elements with position xL(t;ξ), where ξ labels the
initial position, we find that

dcL

dt
= E

qe(uL)− cL

hL
, with

dxL

dt
= uL. (8)

In this expression uL = u(xL, t) and hL = h(xL, t). This may be
integrated to give

cL = c0 exp

(

−
∫ t

0

E
hL

dt ′
)

+
∫ t

0

Eqe

hL
exp

(

∫ t

t ′

E
hL

dt ′′
)

dt ′,

(9)
where c0 is the initial concentration. Thus in a Lagrangian
frame of reference the concentration field may be represented
as cL ≡ cpr + cen, where cpr equals the first term of the right-
hand-side of (9) and denotes the concentration that is initially
suspended within the collapsing bore and subsequently redis-
tributed over the breakwater; and cen corresponds to the second
term of the right-hand-side of (9) and denotes the contribution
from material eroded from the bed. In what follows we describe
the evolution of cpr and cen separately.

Overtopping flow

An overtopping solution to the shallow water equations was de-
rived by Peregrine & Williams[3]. It models the advance of the
shoreline up the breakwater, overtopping with Froude number
of unity, or higher, at the crest of the breakwater and subsequent
shoreline retreat. It is given by

u(x, t) =















−t x <−t− 1
2 t2

2(t− t2 + x)
3t −t− 1

2 t2 ≤ x < xch(t)

2− t−2
√

2(xc− x)
3 xch(t)≤ x

,

(10)

where xch(t) =

{

xc t <
√

2xc√
2xct− 1

2 t2 t >
√

2xc
. (11)

The height field is given by h = (2− t−u)2/4 and the position
of the shoreline, xsh(t), which is determined by h(xsh, t) = 0,
may be evaluated

xsh(t) =







2t− 1
2 t2 0≥ t < 2−

√
4−2xc

xc 2−
√

4−2x− c≥ t < 2
xc− 1

2 (t−2)2 2≥ t
. (12)

In figure 2 we plot Lagrangian trajectories (particle paths) un-
der this flow, noting that the curve x = xch(t) corresponds to a
contour of constant height, namely h = 1

9 (2−
√

2xc)
2.

Sediment transport: total load

We first consider sediment transport under a total load model.
Figure 3 shows the net flux Q(x) across the truncated swash
zone for various values of xc and two total load models: equilib-
rium suspended sediment transport with qe = u2 and the Bailard
model in which total load is independent of depth (q = |u|3u).



� ��� �

�

��� �

��� �

��� �

��� �

�

� ��� 	 � �
� 	 � ��� 	 � ��� 	 �


� ���

Figure 2: Selected Lagrangian trajectories, xL(t), under the
overtopping flow (solid lines) when xc = 1.0. Also plotted is
the curve x = xch(t) across which the acceleration is discontin-
uous (dashed line).

Although the magnitudes of the net sediment fluxes are differ-
ent, largely as a result of the choice of dimensionless variables,
the patterns of transport are broadly similar.

First note that when there is no overtopping (xc ≥ 2), then Q(x)
increases monotonically to zero at x = 2. This implies that the
flux is always offshore and that the breakwater/beach will be
eroded all along its surface since dQ/dx > 0. The origin of this
offshore transport is the asymmetry in the underlying hydro-
dynamics. Although the ballistic speed of the shoreline varies
identically during the on- and off-shore phases of the motion,
this is not the case behind the shoreline, where the backwash
is prolonged. Thus this leads to greater sediment movement
on the backwash and net offshore transport. It can be readily
shown that this result is robust provided that the erosive flux is
a monotonic function of the velocity [7].

When there is overtopping the net pattern of the sediment trans-
port is somewhat different and there is now the possibility of on-
shore transport because the backwash is diminished (see figure
3). When the swash zone is severely truncated, the effect of the
backwash on total load is negligible, and most of the sediment
movement is landward, with some deposition towards the crest
of the breakwater. As the degree of truncation is reduced, the
effect of the backwash reasserts itself, and net seaward transport
is restored.

Sediment transport: suspended load

We now consider suspended sediment transport: figure 4 shows
the net fluxes for the representative case qe = u2 and E = 0.1,
for four values of the cut-off point xc.

Several points are evident in these figures. First note that Qen >
0 for locations close to the crest of the breakwater (|xc−x|� 1).
In contrast to the total load models above, this landwards flux
occurs even for a flow without overtopping (xc = 2). The mech-
anism for this landwards flux on the upper part of the break-
water is settling lag [4]: sedimentary material is eroded during
the initial part of the swash event and deposited progressively
as the flow reverses. On the backwash the flow also erodes ma-
terial; however the concentration of suspended sediment does
not adjust immediately to the local velocity and so even though
the backwash lasts longer than the uprush, the landwards flux
exceeds the seawards flux on the upper part of the breakwater.
Pritchard & Hogg[7] show that the existence of a zone within
which there is landwards transport remains robust to variations
in the empirical erosion function (qe).

It is also noteworthy that the presence of the cut-off makes
barely any difference to the landwards transport of internally
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Figure 3: The net flux, Q(x), across a breakwater with crest
at xc = 0.5,1.0,1.5 and 2.0 for (a) q = u3h; and (b) q = |u3|u
(Bailard model).

mobilised sediment (figure 4 a) or externally supplied sediment
(figure 4 b), because unless xc is very close to the origin of
the swash event, most of the flow has reversed before it is af-
fected by the overtopping. The difference which the overtop-
ping does make is to the flow and sediment transport on the
backwash, both of which are substantially reduced (although
the spatial pattern is very similar to that under swash on an un-
truncated beach: compare the results for xc = 0.5,1.0 and 1.5
with xc = 2.0).

As a result, there are substantial net fluxes in the landwards di-
rection (figures 4 a and b). Some material passes over the top
of the breakwater and is lost; for values of xc around 1, how-
ever, a substantial quantity is deposited just seaward of xc and
then not re-entrained on the weak backwash; these intermediate
values of xc may cause a significant quantity of sediment to be
deposited just below the crest of the breakwater, although the
net effect is still generally erosional. The effect of truncation
on the fate of externally supplied sediment (figure 4 b) is fairly
insignificant, since most of this material has settled out before
the backwash in any case.

The fluxes of sediment over the crest of the breakwater for
the entrained material, Qen(xc), and the pre-mobilised material,
Qpr(xc), exhibit rather different behaviours as E is varied. The
material in suspension when the swash is initiated gradually set-
tles out along the breakwater. As E increases, the rate of depo-
sition also increases and so fewer particles remain in suspen-
sion at the crest of the breakwater. Thus as shown in figure 5,
the flux of sediment lost over the breakwater diminishes mono-
tonically with E. However, the amount of material mobilised
within the swash zone which can be carried over the breakwa-
ter, Qen(xc), shows a more complicated variation, because there
are two competing effects. When the exchange rate parameter is
sufficiently small, there is little erosion during the swash event
(Qen = O(E)). Thus Qen(xc) increases with E for E � 1. Con-
versely when E is sufficiently large then the concentration of
suspended sediment is in equilibrium with the local flow con-



(a)

� ��� ���

� ��� ���

� ��� ���

�

��� ���

� �	� 
 � ��� 
 �


��� � � ��

(b)

� ��� ���

�

��� ���

��� ���

��� � �

� ��� � � ��� � ��

�! " # �%$

Figure 4: The net flux, Q(x), across a breakwater with crest at
xc = 0.5,1.0,1.5 and 2.0 for qe = u2 and E = 0.1 as a func-
tion of position: (a) Internally mobilised sediment, Qen; and (b)
Pre-suspended sediment, Qpr . The solid lines represent the net
fluxes over the overtopping event; the dashed lines represent
the contributions from the uprush and backwash components.
(Note that in (b) the curves for xc = 1.0,1.5 and 2.0 are indis-
tinguishable.)

ditions and attains a constant value determined solely by the
velocity and height at the crest (Qen = O(1), when E � 1). De-
creasing the exchange rate parameter in this regime increases
the flux of sediment because material is advected over the crest
that was mobilised lower down the breakwater where the veloc-
ity and rate of erosion are higher. These observations imply that
there is a value of E for which Qen(xc) is maximised (figure 5).
We note that such a maximum may act as a mechanism for seg-
regating by size of the sediment that is carried over the break-
water, because transport is maximised for a particular value of
E (and thus of ws).

The sediment flux at the crest also exhibits a complicated be-
haviour with the length of the breakwater (xc): longer breakwa-
ters provide a longer-lived uprush and thus more time to entrain
sediment, but they also reduce the velocity of the flow at the
time when it reaches the crest. Overall, the latter effect domi-
nates, and there is quite a strong decrease in fluxes at the crest
as xc increases. Increasing the length of the breakwater, xc, also
decreases the value of the exchange parameter, E at which the
sediment flux is maximised.

Conclusions

We have developed an analytical description of the transport of
suspended sediment by a single swash event following the col-
lapse and overtopping of a bore onto a sloping breakwater. Our
analysis couples the hydrodynamic model of overtopping flow
of Peregrine & Williams[3] to a sediment transport model and
treats the equations in a Lagrangian frame of reference to deter-
mine the concentration of suspended sediment within the entire
flow. It was particularly insightful to separate the transported
sediment into contributions entrained during the swash event
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Figure 5: The net flux of sediment at the crest of the breakwa-
ter, Q(xc), as a function of E for qe = u2 and xc = 1.0. The in-
ternally mobilised, Qen(xc) and the presuspended components,
Qpr(xc) are plotted separately.

and pre-suspended within the collapsing bore and to analyse
their evolutions separately. We demonstrated that the effects of
overtopping were to increase significantly the landwards trans-
port of suspended sediment. This occurs because sediment is
carried over the crest of the breakwater and because the back-
wash is weakened and becomes unable to modilise sediment.
Thus overtopping is likely to erode the face of the breakwater
towards the seawards end of the swash zone, but there may be
appreciable deposition close to the crest. Since the long-term
effect of this erosion and deposition is to steepen the break wa-
ter and make it less effective at dissipating wave energy, para-
doxically the landwards movement of sediment may ultimately
contribute to the degradation of the defence structure.
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Abstract

A plate with a large aspect ratio nozzle was mechanically
oscillated in a near sinusoidal fashion with three ratios of
oscillation stroke to nozzle diameter, namely 10, 5 and 2.5. A set
of 210 different flow conditions was investigated in the laminar
Reynolds number regime and visualized utilizing both the
hydrogen bubble and dye trace technique. Three flow regimes
were identified with the transition between them being dependent
on a Strouhal number based on oscillation stroke, which is
equivalent to a relative velocity ration of the plate to the jet,
|V|/U. The first regime identified occurs in the highest velocity
ratio region and has been termed the Wall Vortex regime. Here a
vortex detaches from the jet at the end of each stroke and stays
attached to the plate. A second flow regime, termed the
Mushroom Vortex regime exists at lower velocity ratios. Here a
counter-rotating vortex pair forms within the jet at the end of
each stroke. The third regime is called the Weaving Jet regime.
Here the jet is ejected approximately normal to the plate but
exhibits large-scale oscillations further downstream. All regimes
were recorded and half sequences are presented here.

Introduction
Jets find common usage in chemical and combustion processes,
for example, and have therefore been widely studied. The orderly
structures and flow instabilities within them have received
special attention because they dominate the rate of spread and
decay, etc. However, most research on the subject has been
undertaken on round jets. Throughout the past decades it has
been shown that it is possible to excite jets by acoustical [2],
fluidic [10] and mechanical means [8]. Of these, the fluidic
excitation has the greatest potential for application in harsh
industrial environments, typically of furnaces and kilns, although
each may have its niche. Significantly, relatively little effort has
been spent on the investigation of stimulated planar jets and
likewise, relatively few practicable applications have been
conceived. One such device, which uses fluidic excitation is the
planar flip-flop nozzle of Mi et al. [7]. This has been shown to
yield significantly higher initial entrainment of the ambient fluid
and initial spreading as well as an increase in large-scale mixing.
While fluidically excited nozzles such as this are mechanically
robust and can be employed in high temperature processes, they
are not well suited to rigorous investigations at fundamental
level. For example the oscillation frequency depends directly on
the jet velocity and geometry, so preventing the possibility of
their individual variation. In addition, the velocity profiles at the
nozzle exit are neither uniform nor well defined, even if the inlet
flow is.

In contrast, mechanically oscillated planar jets can be well
defined and have been investigated since the 1970s. Simmons et
al. [9] and Collins et al. [1] developed an apparatus consisting of
a plenum chamber with a smooth contracting nozzle (length to
height ratio, i.e. nozzle aspect ratio of 60) and a large oscillating
vane positioned in the potential core.

This imposed an angular oscillation on the jet, resulting in
higher initial jet spread and bulk fluid entrainment. Although the
apparatus allowed for independent variation of the oscillation
frequency and jet velocity, an angular velocity was introduced by
the flapping of the vane increasing the complexity of the
investigation. To reduce this complexity, a modified apparatus
was employed by Galea [3] and Galea & Simmons [4]. Here one

of the nozzle plates was oscillated instead of a flapping vane , so
modulating the nozzle width. Again an increase in jet spreading
angle and bulk fluid entrainment was shown. The stroke of
oscillation to nozzle diameter ratio was chosen to be ≤ 0.1. These
investigations as well as all other currently know investigations
were undertaken at a St ~ 0.3 trying to achieve the maximum
amplification as described by [2].
To the authors’ current knowledge, no investigations been
performed on a large aspect ratio oscillating nozzle with a stroke
to nozzle diameter ratio greater than unity. To address this issue
the present study performs a flow visualization study using a
mechanical device to identify the flow regimes for a much wider
range of oscillations then has been previously assessed.

Experimental Set-up
Experiments were conducted in a water tunnel facility using dye
traces or a hydrogen bubble wire as flow visualisation
techniques. The oscillating plate (figure 1) consists of a sliding
plate with a smooth radially contracting nozzle of aspect ratio,
w/h = 16.5. It is driven by a crank-conrod mechanism with a near
sinusoidal motion that provides a maximum motion deviation
from pure simple harmonic motion (SHM) of 10%. The stroke
length (S) to nozzle height (h) ratios (R) investigated were 10, 5
and 2.5. By using the nozzle height to calculate the Reynolds
number, the flows investigated were in the range Re = 253 -
1831. The frequencies of oscillation ranged from 0.25 Hz - 1.25
Hz. The flow visualization experiments were recorded with a
0.47-mega-pixel digital video camera resolving a pixel size of
0.7mm × 0.7 mm in the case of the hydrogen bubble wire set-up
and phase locked still images using a 6-mega-pixel digital SLR
camera with a 50 mm standard lens resolving a pixel size of
0.28mm × 0.28 mm. A set of 210 experimental conditions was
investigated for different combinations of oscillation frequency,
stroke to diameter ratios and Re using the hydrogen bubble wire
method (Table 1). All recorded cases were examined to identify
characteristic flow features. A limited set of conditions was
repeated using dye visualization to confirm observations made in
the preliminary experiments and to provide higher quality
images.

Dye flow visualization experiments used a rake of small
probes positioned stationary upstream from the oscillating plate
along the vertical nozzle centreline to achieve evenly distributed
dye flow through the nozzle. For both, the hydrogen bubble wire
and dye, no buoyancy effect of the marker particles were noted.
The oscillation of the plate translates the source of the jet with a
perpendicular velocity, in a manner that closely approximates
SHM and hence can be calculated as

€ 

Vi =
S
2
× 2× π × f( )× cos t× 2× π × f( ) (1)

where
Vi = Instantaneous plate velocity (m.s-1);
S = Oscillation stroke (m);
f = Oscillation frequency (Hz);
t = Time (s);

whereby the oscillation stroke is equal to twice the amplitude.
Although Vi varies with time, for the purpose of a comparative
study it is possible to characterize it based on the maximum
value, |V|, at the centreline position, eliminating the cosine term
from (1).



Figure 1. Mechanically Oscillating Planar Jet mechanism. S = oscillation
stroke; CL = oscillation centreline; TDC = top dead centre; TDC = bottom
dead centre; h = nozzle width; w = nozzle length; U = jet mean velocity.

Variable Unit Values

Oscillation Frequency (f) Hz
0.25 – 1.25

(Increments of 0.25 Hz)
Stroke/ Diameter Ratio

(R)
10, 5, 2.5

Reynolds Number (Reh)
253 – 1831

(Increments of 126)
Table 1. Investigation grid for hydrogen bubble wire flow visualisation
experiments.

Flow Regimes
From recorded footage one of three dominant flow regimes was
found to exist in all of the amplitude-nozzle ratios investigated.
These regimes have been termed, as follows
• the Wall Vortex regime
• the Mushroom Vortex regime
• the Weaving Jet regime

The ratio of the characteristic |V|/U, is equivalent to a Strouhal
number based on the oscillation amplitude. As shown

€ 

StS =
V
U

=
S× f
U

 (2)

appears to be one of the most important scaling parameters. The
characteristic features and conditions under which they occur, are
assessed in turn.

Wall Vortex Regime
A time sequence spanning a half- cycle of oscillation in the wall
vortex regime is shown in figure 6. Note that the images of the
flow have been rotated by 90˚ (to appear vertical) to assist in
formatting the images in the available space. During the phase in
the cycle, when the nozzle passes the oscillation centre line and
the nozzle starts to decelerate, a small vortex forms behind the
nozzle jet. When the nozzle reaches TDC or BDC, the vortex
separates from the jet and remains approximately stationary at
the point of detachment. TDC and BDC are the phase in the
oscillation (approximately SHM), where the maximum
deceleration followed by the maximum acceleration occurs. The
vortex dissipates during the subsequent cycle and cannot be
identified visually as a coherent feature by the phase in the

oscillation cycle when the nozzle reaches the opposite turning
point. During the phase where the vortex can be identified as a
coherent feature by visual inspection, it seems to grow steadily
by entraining ambient fluid throughout the phase the vortex
appears to be attached to the plate surface. Shortly before
transition into the next regime a small counter- rotating vortex
appears between the main vortex and the plate (figure 2), which
is then “squashed” by the larger vortex. The Wall Vortex regime
is situated in the highest range of |V|/U  of the currently
investigated cases.

Figure 2. Wall vortex regime shortly before detachment of vortex
structure and transition to the mushroom regime.

Mushroom Vortex Regime
The mushroom vortex regime exists at a |V|/U range below the
range of the wall vortex regime for each R. In this regime the jet
momentum high enough to prevent the vortex formed at TDC
and BDC from being attached to the oscillating plate and to form
a counter- rotating vortex pair (figure 7). The motion of the plate
causes the apparent angle between the jet and the plate to be
large. However it should be noted that velocity measurements are
required to obtain actual trajectories. The mushroom shape of the
formed vortices bear some resemblance with vortex rings formed
described by such likes as [5] (figure 3).

Figure 3. Mushroom vortex from mechanically oscillated planar jet (left)
and vortex rings from jet as described by [5] (right) (Photo: E. Hassan
[6]).

Figure 4. Jet in the weaving jet regime with inclusion of the flow field
further downstream. Initially nearly straight jet shows high degree of
oscillation in the far field.
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Weaving Jet Regime
The weaving jet regime occurs at a |V|/U range below the
mushroom vortex range (figure 8). This regime is related to the
mushroom vortex regime and in addition to the jet being more
perpendicular to the oscillating plate during its initial ejection
phases, the main difference is that no visible counter-rotating
vortex pairs exist here. The initial near field of the jet is visually
very similar to a steady flow jet, with two important differences.
Firstly, the shear layer vortices are strongly magnified compared
to a steady jet and secondly, they are larger on the trailing edge
of the oscillating jet. Inspections of the flow field downstream
from the initially straight jet (figure 4) shows that it subsequently
develops a large-scale oscillation.
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Figure 5. Flow regimes as identified for different s/h.

Regime Boundaries
A systematic study was performed to identify which regime
occurs in each of a wide combination of Re, R and |V|/U. These
were all performed with a fixed nozzle, so that varying the stroke
causes a variation in R . The technique chosen for this
investigation was the hydrogen bubble. The results can be seen in
figure 5.

It can be seen that as expected the flow regimes follow the
same sequence from Wall Vortex over Mushroom Vortex to
Weaving Jet for all R. For each value of R  regime boundaries
seem to approach a constant value with increasing Re as the
influence of viscous forces is reducing and it is expected that this
trend continues in the transition and turbulent regime. However it
can also be seen that for constant Re the regime boundaries are
changing at different values of |V|/U for different R.

As all tests were carried out over a grid of discrete |V|/U
values, which were determined prior to any knowledge of the
flow to be encountered and solely governed by the achievable
values, entrenched in the mechanical properties of the
experimental apparatus are hence making it impossible to exactly
determine the regime boundaries from the existing data.

As the three regimes do not suddenly change from one into
the other, but rather gradually approach a different regime under
varying flow conditions and hence the determination of the mode
in each case was somewhat subjective. At the current moment it
is unclear if any further flow regimes exist and what their
characteristics are.

Conclusions
From flow visualization of the transverse oscillation of the source
of a planar jet, three flow regimes were identified and
characterized. These flow regimes have not been documented
previously and exhibits considerable differences to the flows
observed by related investigations [3, 4, 9]. It should be noted
that the present investigations were undertaken with a relatively
small nozzle aspect ratio with a facility that was only able to
produce flows in the laminar Re regime. Further investigations
are planned with a new facility that provides better-controlled
initial conditions, such as minimizing three-dimensional end-
effects from the nozzle, and is also capable of operating within
the turbulent Re regime. This work will redefine the regime
boundaries and provide further detailed of each the flow regimes
identified.
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Figure 6. Pseudo sequence of a jet in the wall
vortex flow regime (top to bottom). Vortex
forms at TDC and BDC and stays attached to
plate. Flow symmetrical across oscillation
centreline.

Figure 7. Pseudo sequence of a jet during
the mushroom vortex flow regime (top to
bottom). Jet forms counter-rotating vortex
pair at TDC and BDC, which is detached
from the oscillating plate. Flow
symmetrical across oscillation centreline.

Figure 8. Pseudo sequence of a jet during the
weaving jet flow regime (top to bottom). Jet
does not form visible counter-rotating vortex
pairs at TDC and BDC, shear layer vortex
structures appear magnified on trailing edge
of jet compared to steady jet flow. Flow
symmetrical across oscillation centreline.
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Abstract

As a means of studying the structure of the turbulence, the time
mean invariants, defined according to the theory of Lumley [3]
has proven to be a useful and popular tool. According to the
theory there is a domain, known as the Lumley triangle, within
which all realizable Reynolds’s stress invariants must lie. The
borders of this domain describes different states of the turbulent
stress tensor. It has been found that there is some confusion in
the terminology used when describing these states. The confu-
sion is related to whether the notation is used to describe the
shape of the stress tensor or the eddies of the turbulence. Choi
and Lumley [1] noted the same controversy in terminology, but
since the confusion is still found to exist the current work de-
scribes the fundamental relationships which exist between the
shape of the stress tensor and it’s invariants. Also an analysis is
given to clarify the existing terminology.

Introduction

Any symmetric tensor, like the stress tensorτi j , may be divided
into a traceless deviator,τ′i j and an isotropic part,τ◦i j

τi j = τ
◦
i j + τ

′
i j (1)

where

τ
◦
=

1
3

τkkδi j (2)

and

τ
′
i j = τi j − 1

3
τkkδi j (3)

In the case of true isotropy all the elements inτ′i j would be-
come zero. The non-dimensional form of the anisotropy tensor
is given by

bi j =
τ′i j
τkk

=
τi j

τkk
− 1

3
δi j (4)

By using the Cayley-Hamilton theorem, the characteristic equa-
tion for any second order symmetric tensor may be written as

σ3− I1σ2 + I2σ− I3 = 0 (5)

where theI ’s are the first, second, and third invariants of the
tensor andσ is the principal stress. The invariants are related to
the tensor terms according to the relations

I1 = bkk (6)

I2 = −1
2

bi j b ji (7)

I3 = det(bi j )

where the flow has been assumed to be incompressible.

Assuming incompressible axisymmetric turbulence withy as
the symmetry axis, and using cylindrical coordinates, the in-
variants may be expressed as

I1 = 0 (8)

I2 = −1
2
[b2

rr +b2
yy+b2

θθ +2b2
ry]

I3 = [brr byy−b2
ry]bθθ

In solving the characteristic equation, equation (5), for a given
set of invariants the eigenvalues and the related eigenvectors of
the tensor are revealed. This gives the main stress directions of
the stress tensor and their magnitude. Several solutions are pos-
sible depending on the stress field, but there are also definitive
bounds with respect to the realizability of the flow which have
led to the anisotropy invariant map (initially proposed by Lum-
ley [3]) and therefore often referred to as the Lumley triangle)
given in figure 1.
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Figure 1: The anisotropy invariant map, AIM.

At the origin (I2 = I3) the isotropic state is found. From this
point two limiting lines are found where the flow is assumed
to be axisymmetric (i.e.bry = 0 and two of the diagonal el-
ements are equal e.g.brr = bθθ). This leads to the relation
I3 = ±2(−I2/3)3/2. Each of these lines have a limiting value.
In the first case the two identical diagonal terms are smaller than
the third element and tend to zero. This leads to a 1 component
state of turbulence (1C in figure 1). The other possibility is that
the two identical elements dominate so that the third component
is ignorable. This leads to the two component axisymmetric
state indicated in figure 1. The line joining 1- and 2-component
axisymmetric turbulence represents the all other possible states
where only two diagonal components exist.

As a tool in describing the state of the turbulence Lee and



Reynolds[2] designated different shapes of the stress field to
the value of the invariants in equation (5) such as rod and disk
like turbulence. However, in their description Lee and Reynolds
were focusing on the turbulent eddies rather than the stress field
itself. This has over the years lead to a confusion when describ-
ing the stress field since the characteristic shapes related to the
stresses and the eddies are not generally the same. If not aware
of this the axisymmetric limits of the Lumley triangle will be
described by shapes that do not relate to the stress tensor the
invariants represent.

In the following the relations between the stress field and the
invariants are shown and then related to the shape of the stress
tensor. This will be compared to the shape of the turbulent ed-
dies for the same type of turbulence. It is must be emphasized
that this analysis does not have an influence on turbulence mod-
elling, but have implications in understanding and visualization
of the stress field. It must also to be noted that the aim of the
current paper is to clarify the terminology used.

The characteristic shape related to the stress tensor

In terms of the stress tensor the visualization of the stress field
is determined by the relative sizes of the three main stresses and
the designations of the axisymmetric limits are based upon the
following analysis. The Reynolds stress tensor,τi j , is a second
order symmetric tensor. As stated by the spectral theoremevery
real symmetric matrix can be diagonalized by an orthonormal
matrix. In other words the Reynolds stress matrix,

T = τi j =




τ11 τ12 τ13
τ21 τ22 τ23
τ31 τ32 τ33




may be written as
T = QΣΣΣQ−1 (9)

where

ΣΣΣ =




σ1 0 0
0 σ2 0
0 0 σ3




is the eigenvalue matrix ofT andσi are the eigenvalues.Q is
an orthonormal matrix with the properties

QQ−1 = QQT = I . (10)

Now, recalling that the stress,fτ, in the direction of a vectorn is
represented by the linear operatorT onR3 (T: R3 → R3 where
bothn, fτ ∈ R3):

fτ = T ·n (11)

By the use of relation 9 and left-multiplying withQ−1 this may
be rewritten as

y = Q−1fτ = ΣΣΣQ−1n = ΣΣΣx, (12)

which means that by changing the old coordinate system into a
new coordinate system, coinciding with the principal axis of the
stress tensor,T becomes a diagonal matrixΣΣΣ with the principal
stresses ofT on its diagonal.

If x is considered as the normalized stress vector of an isotropic
field describing the unit sphere we have

x = 〈x1,x2,x3〉
xTx = 1 ⇔ x2

1 +x2
2 +x2

3 = 1. (13)

Equation (12) is now representing a distortion of this stress vec-
tor due to the mappingT. Left-multiplying equation (12) with
ΣΣΣ−1 gives

x = ΣΣΣ−1y (14)

By using the equation (10) and the matrix relation

(AB)T = BTAT (15)

the following is obtained

xTx = yTΣ−2y = 1 (16)

or (
y1

σ1

)2

+
(

y2

σ2

)2

+
(

y3

σ3

)2

= 1 (17)

where relation 13 is used. This describes the shape of a spheroid
in the coordinate system(y1,y2,y3).

In order to establish a relationship between the shape of the
stress tensor and the invariants of the anisotropy tensor we need
to relate the eigenvalues ofb = ( T

Tkk
− 1

3 I) andT. From matrix
theory we know that if for two matricesA andB

AB = BA (18)

then the matricesA andB share the same eigenvectors. Since
the tensor1/3δi j is equal to the identity matrixI/3, relation
18 always holds between the matricesT andI . They therefore
share the same eigenvectorn and the following relationship will
hold.

bn = (
T

Tkk
− 1

3
I)n (19)

The relationship between the eigenvalues ofb andT then be-
comes

λi =
σi

Tkk
− 1

3
. (20)

For the non-dimensional anisotropy tensor,b, related shapes of
the ellipsoid formed by the Reynolds stresses are illustrated in
figure 2 and characteristics of the flow are given in table 1.

Figure 2: Illustration of the ellipsoid shapes formed by the
Reynolds stress tensor in different regions of the flow.



State
of
turbulence

Invariants Eigenvalues ofbi j Shape of stress
tensor
(see eq. 17)

Symbol in
figures 1 and 2

Isotropic I2 = I3 = 0 λi = 0 Sphere a,
isotropic

Axi.sym. (One largeλ) − I2
3 = ( I3

2 )2/3 0 < λ1 < 1
3 ,− 1

6 < λ2 = λ3 < 0 Prolate
spheroid

b,
axisymmetric
(I3 > 0)

Axi.sym. (One smallλ) − I2
3 = (−I3

2 )2/3 − 1
3 < λ2 < 0, 0 < λ1 = λ3 < 1

6 Oblate spheroid c,
axisymmetric
(I3 < 0)

One-comp. I3 = 2
27,

I2 =− 1
3

λ1 = 2
3 , λ2 = λ3 =− 1

3 Line d,
1 Component

Two comp., axisym. I3 =− 1
108,

I2 =− 1
12

λ1 = λ3 = 1
6 , λ2 =− 1

3 Disk e,
2 Component,
(axisymmetric)

Two component −I2 = 3( 1
27 + I3) λ1 +λ3 = 1

3 , λ2 =− 1
3 Ellipsoid f,

2 Component

Table 1: Characteristics of the turbulence stress tensor and anisotropic tensor.

Clarification of Terminology

Now it is time to address the misconception encountered in the
designation of the limits of Lumley’s invariant map. Axisym-
metric turbulence means that two of the principal stressesσi , or
λi , are equal. Writingb in terms of the principal direction we
have

b =




λ1 0 0
0 λ2 0
0 0 λ3


 (21)

and for axisymmetric turbulence we have e.g.λ2 = λ3. To-
gether with relationship 8,λ1 + λ2 + λ3 = 0, this gives for the
invariantsI2 andI3

I2 =−3
4

λ2
1 , I3 =

1
4

λ3
1 (22)

From the previous analysis it is clear that if we have one large
principal valueσ1 and two equal but smaller principal val-
uesσ2 = σ3, the turbulence field will be stretched in thenσ1-
direction creating the prolate spheroid of figure 2 b). On the
other hand, ifσ1 is smaller than the other two, the shape of the
stress tensor would be the oblate spheroid of figure 2 c). This
gives the following relationship between the principal values,
invariants, and shape.

λ1 > 0 ⇒ I3 > 0⇒ Rod-like turbulence (23)

λ1 < 0 ⇒ I3 < 0⇒ Disk-like turbulence (24)

Eliminatingλ1 from the relations in 22 we get

I3 = A

[
2

(
− I2

3

)3/2
]

(25)

The term in the parenthesis will always be greater than zero
sinceI2 ≤ 0 (see equation (7)), so the sign ofI3 will be deter-
mined byA. Comparing this with the statements 23 and 24,A
will have the following values

A =
{

1 , Rod-like turbulence
−1 , Disk-like turbulence

With respect to the invariant map of Lumley and in terms of
the shape of the stress tensor this gives the designation of axes
shown in figure 3.

The error in the designation encountered in articles and text-
books is that the two axisymmetric limits with rod like and
disk like turbulence are switched because some researchers talk
about the shapes of the turbulent eddies rather than those of the
stress tensor. In terms of vorticity the visualization of the tur-
bulence would be opposite to that of the stresses. This may be
exemplified by the flow through an axisymmetric contraction as
shown in figure 4. Figure 4A) illustrates a streamwise vortex
tube before and after a contraction. For an incompressible fluid
the transport equation for vorticity is given by the Helmholtz
equation

Dωωω
Dt

= (ωωω∇)UUU +ν∇2ωωω, (26)

whereU is the fluid velocity and the vorticityωωω is defined by
the curl of the velocity

ωωω = ∇×U. (27)

The first term on the right of (26) is called the vortex stretch-
ing term whereas the second term is a viscous diffusion term.
Through the contraction the streamwise component of the vor-
ticity ω1 = is increased by vortex stretching term since it in-
cludes the termω1∂U1/∂x1. ∂U1/∂x1 is positive due to the de-
crease in flow area and therefore a streamwise vortex tube is
stretched and obtains a rod-like shape after the contraction. At
the same time, due to the continuity requirement∇U = 0, the
vorticity in the directions normal to the streamwise direction,
ω2 andω3, are attenuated.

For the turbulent stress tensor, on the other hand, the produc-
tion of the streamwise turbulence component is suppressed by
the secondary production term−τ11∂U1/∂x1 (see [4]).τ11 is al-
ways positive and since the streamwise gradient is positive the
production term will become negative. The result is that the
stress ellipsoid, according to the analysis in the previous sec-
tion, becomes flattened in the streamwise direction and obtains
a disk-like shape as illustrated in figure 4B).

Summary

The aim of the current paper is to clarify the terminology used
when the axisymmetric limits of the Lumley triangle are related



Figure 3: Anisotropy invariant map with correct designation of the axisymmetric states.

X1

X2

X1

X2

X3 X3

A B

Figure 4: Illustration of streamwise vortex tube stretching(A) and stress ellipsoid deformation(B).

to shapes of the turbulence. As demonstrated by the above dis-
cussion the shape designated to the axisymmetric limits in the
invariant map may be interpreted in two ways. Although this
has no effect on turbulence modelling it does lead to some con-
fusion when visualizing the turbulence. Since the invariant map
itself is based on the turbulent stress tensor, it would be prefer-
able that the designation of its axis is related to this quantity
only.
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Abstract

Recent studies by the present authors have explored, both empiri-
cally and analytically, the nature by which the terms in the mean
momentum equation, as applied to canonical turbulent wall flows,
sum to zero as a function of distance from the wall. To establish
a context for the present work, the previously unrecognized struc-
tural and Reynolds number scaling properties revealed in these pre-
vious studies are succinctly reviewed. These characteristics are then
used as the basis for composing a physical model for the turbulent
boundary layer. The model is constructed such that it appropriately
embraces the dynamical structure of the mean flow, while remaining
consistent with independent empirical observations. Implications of
the proposed model relative to the well-established view of bound-
ary layer structure are briefly discussed.

Introduction

An established tack for describing turbulent wall flow structure
begins with an examination of the distribution of the mean ax-
ial velocity as a function of distance from the wall, U

���
y
���

, in
concert with an examination of the mean viscous stress profile,
∂U
���

∂y
� �

y
� �

, relative to the magnitude of the Reynolds shear
stress profile, T

� �
y
� ���	�

uv
� �

y
� �

. (In these expressions the su-
perscript 
 denotes normalization by the kinematic viscosity, ν, and
the friction velocity, uτ = � τwall

�
ρ, with τwall and ρ being the mean

wall shear stress and mass density respectively.) Such an analysis
naturally leads to the well-accepted interpretations regarding the av-
erage dynamical characteristics of the constituent layers nearly uni-
versally employed to describe to boundary layer structure, e.g., [1].
Empirical data directly relevant to the mean momentum balance,
however, reveal a layer structure that differs considerably from the
sub, buffer, logarithmic and wake layers ascribed to the mean ve-
locity profile [2]. Given this, the objectives of the present effort are
to: i) outline the origin and basic features of this newly revealed
dynamical layer structure, ii) propose a consistent physical model,
and iii) briefly discuss the implications of this model relative to the
more traditional view of boundary layer structure.

Review of Momentum Balance Properties

An important premise underlying the layer structure to be described,
and, in turn, the proposed model, is that the Reynolds Averaged
Navier-Stokes (RANS) equation in its unintegrated form (and in this
case as applied to boundary layer flow over a planar surface located
at y

�
0),

U
� ∂U

�
∂x
� 
 V

� ∂U
�

∂y
� � ∂2U

�
∂y
�

2 
 ∂T
�

∂y
�� (1)

provides the primary description of mean flow dynamics. (Herein, x
is the axial coordinate, y is the wall normal coordinate, U and V are
the velocity components in the x and y directions respectively, up-
per case letters represent mean quantities, lower case letters denote
fluctuating quantities, tilde denotes instantaneous quantities (i.e.,

ũ
�

U 
 u), an overbar denotes time averaging, and vorticity com-
ponents are identified by their subscript.) The left side of Eq. 1
represents mean flow advection, while the right side terms repre-
sent the viscous and Reynolds stress gradients respectively. Since,
for the flat plate flow, there are only these three distinct dynami-
cal effects, the ratio of any two determine the nature by which the
equation is balanced.

Layer Structure

Wei et al. [2] explored the structure of boundary layer, pipe and
channel flows by examining the ratio of the last two terms in Eq. 1.
Interpretation of this ratio is as follows:

1. If � ∂2U �
∂y � 2

� ∂T �
∂y � ��� 1 then the Reynolds stress gradient term is

negligible and Eq. 1 sums to zero essentially through a balance
of the mean advection and viscous stress gradient terms.

2. If � ∂2U �
∂y � 2

� ∂T �
∂y � ��� 1 then the mean viscous stress gradient term

is negligible and Eq. 1 sums to zero essentially through a
balance of the mean advection and Reynolds stress gradient
terms.

3. If � ∂2U �
∂y � 2

� ∂T �
∂y � ��� 1 then the Reynolds stress and viscous stress

gradients balance and are either greater or of the same order
of magnitude as the mean advection term.

Relevant premier quality experimental and DNS data [3, 4, 5] were
differentiated and the indicated ratio was examined as a function of
distance from the wall, y

� �
yuτ

�
ν, for differing Reynolds numbers,

δ
�

, where δ is the boundary layer thickness.

The sketch of Figure 1 depicts the behavior of the stress gradient
ratio at any fixed δ

�
. As indicated, there exists a four layer struc-

ture. Layer I retains the character of the viscous sublayer, and in the
boundary layer is a region where the viscous stress gradient nomi-
nally balances mean advection. In layer II the magnitude of the ratio
is very close to unity, and thus is called the stress gradient balance
layer. Across the mesolayer (layer III), the Reynolds stress gradient
changes sign and the terms in Eq. 1 undergo a process of balance
breaking and exchange [2, 6]. The net result of this process is that
from the outer edge of layer III to y

�
δ (i.e., layer IV) Eq. 1 is

characterized by a balance between mean advection and turbulent
transport via the Reynolds stress gradient.

Reynolds Number Scaling Behaviors

The qualitative features of Fig. 1, depicted for a fixed Reynolds
number, persist for the Reynolds number range currently accessi-
ble to inquiry. Quantitatively, however, this layer structure has been
shown [2] to exhibit distinct Reynolds number dependencies relat-
ing to both the wall-normal extent of the layers and the velocity
increment across each of the layers. Table 1 presents these scaling
behaviors as normalized by inner variables. As is evident, layers I



Figure 1: Sketch of the ratio of the viscous stress gradient to the
Reynolds stress gradient (terms on the right side of Eq. 1) in a tur-
bulent boundary layer at any given Reynolds number. Layer I is
characterized by a balance between mean advection and the viscous
stress gradient; dashed line. (Note that in a pipe this balance is be-
tween the mean pressure gradient and the viscous stress gradient.)
In layer II the balance is between the viscous and Reynolds stress
gradients. Layer III is a mesolayer in which all three terms in Eq. 1
are of the same order of magnitude, except that in a part of it, the
Reynolds stress gradient is negligible. Layer IV is defined by a bal-
ance between mean advection and turbulent inertia.

and IV adhere (at least asymptotically) to the traditional inner and
outer scalings respectively. On the other hand, layers II and III ex-
hibit mixed scaling properties. The inner normalized thickness of
layer II grows like the geometric mean of the Reynolds number de-
fined as the ratio of outer to inner length scales (i.e., �

�
δ
�

), while
its velocity increment remains a fixed fraction of U∞, independent
of Reynolds number. Similarly, ∆IIIy

�
�

�
δ
�

, while its velocity
increment is only about 1 � 0uτ, independent of δ

�
. As discussed

in detail by Wei et al. [2], these scaling behaviors differ consider-
ably from the classical view of boundary layer structure, and are
associated with the existence of a third fundamental length scale,� νδ

�
uτ, that is intermediate to ν

�
uτ and δ.

layer ∆y
�

increment ∆U
�

increment
I O

�
1
� � � 3

�
O
�
1
� � � 3

�
II O

� �
δ
� �

( � 1 � 6
�

δ
�

) O
�
U
�
∞
� � � U

�
∞
�
2
�

III O
� �

δ
� �

( � 1 � 0
�

δ
�

) O
�
1
� � � 1

�
IV O

�
δ
���

( � δ
�

) O
�
U
�
∞
� �

� U
�
∞
�
2
�

Table 1: Inner-normalized scaling behaviors of the layer thick-
nesses and velocity increments. Note that the layer IV properties
are asymptotically attained as δ

�
� ∞.

The mean dynamics and scaling behaviors associated with layers II
and III are central and apparently unique to the model proposed be-
low, and thus are worthy of further discussion. Layer II is called the
stress gradient balance layer since the dominant dynamical mech-
anisms are the viscous and Reynolds stress gradient terms on the
right of Eq. 1; underlying their ratio being

�
1 in Fig. 1. Contrary

to the prevalent notion that boundary layer dynamics are inertially
dominated outside the buffer layer (independent of δ

�
), momen-

tum balance data incontrovertibly reveal that an equal competition
between viscous and inertial effects persists to a wall-normal dis-
tance near the peak in the Reynolds stress, Tmax. Consistent with

the mathematical hierarchical structure revealed by Fife et al. [6],
in the model posed below this competition is associated (in a time
mean sense) with the vortical motions forming and evolving from
the near-wall vorticity field. It is significant to note, however, that
the balance in layer II comes about via two nearly equal but opposite
decreasing functions that lose their dominance over mean advection
as layer II transitions into layer III.

The scalings of Table 1 reveal that the layer II and III thicknesses are
coupled such that their velocity increments adhere to outer and inner
scaling respectively. These properties underlie new interpretations
relating to, for example, the nature of the inner/outer interaction
in boundary layers. In this regard it is relevant to note that major
portions of layers II and IV and all of layer III reside within the
bounds of the region of the mean profile that exhibits a logarithmic-
like variation with y

�
. The lower edge of layer II is fixed near the

edge of the viscous sublayer (independent of δ
�

), while the position
of its outer edge extends to increasing y

�
values like

�
δ
�

such that
∆IIU

�
U∞

�
2. (Note that relative to outer scaling the position of

the outer edge of layer II moves “inward” like 1
� �

δ
�

.) Because
of this positioning behavior for layer II, both end points of layer III
vary with δ

�
. Thus, while the layer III thickness exhibits the same

Reynolds number scaling behavior as layer II, its velocity increment
is only � 1uτ owing to the fact that with increasing δ

�
its position is

located at increasing y
�

locations in a region where U
� � log(y

�
).

Physical Model

Elements of a new physical model for the boundary layer are pre-
sented in the schematic of Figure 2. In contrast to the physical pic-
ture promoted by the traditional (sub, buffer, log and wake layer)
view, this model is consistent with the properties of the mean mo-
mentum balance reviewed above. Associated with this are requi-
site nontrivial reinterpretations and modified insights relating to the
description of flow physics. Conversely, it is recognized that any
defensible model should also embrace the numerous independent
empirical observations relating to, for example, boundary layer co-
herent motions. As evidenced below, the model presented in Figure
2 attempts to simultaneously satisfy these constraints.

A particularly prevalent and growing body of research supports
the hypothesis that hairpin-like vortices constitute a basic build-
ing block of wall turbulence, e.g., [7, 8, 9, 10, 11, 12]. Broadly
speaking, near-wall hairpin vortices are seen to form via redistribu-
tion of the intense sublayer vorticity field (mainly composed of ω̃z),
and during their development extend outward. While earlier flow
visualization-based evidence indicated that these motions might ex-
tend from the sublayer to the edge of the boundary layer [9], an
increasing and predominantly more recent body of results indicates
that at some distance from the wall the boundary layer vortical mo-
tions lose connection with their sublayer/near-wall origin.

This “attached” – “detached” eddy decomposition of the vortic-
ity field finds support from visual studies [13, 14, 15, 16], two-
point vorticity correlations [14, 17, 18] and DNS and PIV stud-
ies [19, 12, 20]. Furthermore, the inclusion of detached eddies
has been found to improve coherent motion-based model perfor-
mance [21]. As depicted in Fig. 2, attached eddies are viewed as
predominantly populating layer II, and to a decreasing degree with
increasing y

�
across layer III and into layer IV. Though a specific

geometric form for the detached eddies is not completely estab-
lished, direct measurements of near-wall ω̃z structure, the increas-
ingly three-dimensional nature of the vorticity field with increas-
ing distance from the surface, and data considerations relative to�
∇ �

�
ω
�

0 [22, 23, 16] support the expectation that at some distance
from wall the characteristic coherent vortical motions become spa-
tially localized and topologically form closed loops. Detached ed-



Figure 2: Schematic representation of some of the dynamical at-
tributes of the proposed model for the turbulent boundary layer.
Layer numbers are the same as those identified in Fig. 1.

dies are hypothesized to predominantly populate layer IV, and to a
decreasing degree with decreasing y

�
across layer III and into layer

II. Of course, the simplest form of such an eddy is a vortex ring-like
motion. Falco’s earlier “typical eddy” observations [13, 15] support
the existence of intermediate scale ring-like eddies in both the inner
and outer regions. More recently, direct numerical simulations by
Bake et al. [24] provide compelling evidence for the formation of
vortex rings from the pinch-off of the legs of hairpin vortices dur-
ing the latest stages of transition. Such a process was previously
proposed by Falco as a mechanism for ring-like motion formation,
and was explored numerically by Moin et al. [25]. Regardless of
the exact geometric form of the detached eddies, however, an im-
portant characteristic feature is hypothesized to be that they contain
positive ω̃z, i.e., having sign opposite Ωz [14, 22, 26, 17, 18].

The new insights derived from the properties of the mean momen-
tum balance [2, 6] allow specific attributes to be associated with
the attached/detached eddy structure proposed. For example, under
the proposed model attached eddies form and evolve across layer
II, and thus their dynamical signature is that they produce instan-
taneous contributions to positive

�
∂uv

�
∂y. Similarly, the charac-

teristic eddies of layer IV are detached. Therefore their dynamical
signature is that they produce negative

�
∂uv

�
∂y.

In the context of these dynamical signatures it is useful to examine
the equation, e.g., [27, 28],

� ∂uv
∂y

�
vωz

�
wωy 
 ∂

∂x

�
v2 
 w2

�
u2
�

� (2)

For turbulent channel flow the last term is identically zero, while
for boundary layers this term is small, especially as δ

�
becomes

large [28]. Thus, to a very good approximation, the gradient of the
Reynolds stress is established by the difference of the indicated ve-
locity vorticity correlations. Given this, the interpretation is that in
layer II the attached eddies interact with the velocity field to gener-
ate a net positive sum, and in layer IV the detached eddies generate
a net negative sum. The dominant terms in Eq. 1 indicate that the
dynamics underlying the evolution of attached eddies are character-
ized by a competition between viscous shear forces and turbulent
advection. Similarly, detached eddy dynamics in layer IV are char-
acterized by a competition between mean flow and turbulent advec-
tion. The flow field interactions underlying Eq. 2 in either layer II or
layer IV have recently been shown to be intermediate in scale [29].
Physically, the reason for this is attributable the fact that as δ

�
� ∞

velocity spectra peak at decreasingly low wavenumber, while vor-
ticity spectra peak at increasingly high wavenumber. According to
Eq. 2, however, the velocity and vorticity fields must interact (i.e.,
correlate) over some wavenumber range in order for there to be a

net momentum transport via turbulent inertia.

Discussion

The proposed model creates a new context for describing bound-
ary layer processes. In this regard, three important issues are now
briefly discussed. These concern i) inner/outer interactions, ii) co-
herent motion dynamics, and iii) scaling turbulence statistics. A
more comprehensive discussion these issues in the context of the
proposed model is forth-coming [30].

Given the proposed physical model, a central element of the in-
ner/outer interaction would seem to have association with how the
attached and detached eddies interact, and, in particular, how these
interactions simultaneously accomplish a net outward transport of
vorticity (associated with boundary layer growth) and a net inward
transport of momentum (associated with the surface drag). The pro-
posed model provides a rather clearly defined framework for iden-
tifying where in the layer the inner/outer interaction occurs (as a
function of Reynolds number) and the competing mean dynamical
effects at play. Overall, the velocity increment scalings suggest that
as δ

�
� ∞ a net outcome of the interaction is that the circulation

(per unit length) associated with the outward transport of vorticity
from layer II is asymptotically balanced by the net inward transport
of momentum from layer IV.

Relevant to coherent motion dynamics, important questions would
appear to relate to how the instantaneous dynamics of attached ed-
dies produce the statistical features of layer II, and similarly how
detached eddies produce the negative Reynolds stress gradient of
layer IV. The respective physical interpretations (in the context of
Eq. 2) are that i) the vortical motions in the region inside of Tmax
interact with the velocity field to act as a source term in Eq. 1, and
ii) the vortical motions for y

�
values greater than the position of

Tmax interact with the velocity field to act as a sink term.

Connected to the above instantaneous-to-mean perspectives is the
somewhat converse issue of scaling turbulence quantities using the
properties of the mean flow. That is, given the Reynolds number
dependencies of the mean momentum field described above, such
connections would permit the prediction of turbulence properties
at arbitrary δ

�
. Relative to this, it is worth noting that the scaling

hierarchy revealed by the analysis of Fife et al. [6] provides new
insights. Furthermore, the layer scaling behaviors reflected in Table
1 constitute a broader set of velocity and length scale combinations
than contained in the traditionally employed theory based on the
assumption of a region of inner and outer overlap.

Conclusions

A new framework for interpreting boundary layer dynamics is de-
scribed herein. Notable features of this model include and incorpo-
rate the following.

� The y
�

extent of the dynamical interaction characterized by
a balance between viscous/inertial effects (Layer II) is both
Reynolds number dependent and, in general, much larger than
previously recognized in the traditional layer strucuture as-
cribed to boundary layers.

� Both the y
�

position and extent of the region over which the
inner/outer interaction occurs is Reynolds number dependent.
The inner/outer interaction primarly occurs over a region in
which the terms in the mean momentum equation undergo the
balance breaking and exchange as described by Fife et al. [6].

� The Reynolds stress gradient has opposite dynamical contri-
butions to the mean momentum equation for y

�
positions on



the inside and outside of Tmax respectively.

� To be fully understood, the dynamical layer structure of the
mean momentum balance requires an extended/revised set of
length and velocity information. These provide a broader con-
text for scaling turbulence quantities.
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Abstract  
New experimental data are presented on the dynamics of a 
transient wave group breaking on a beach. The transient group is 
tracked during shoaling and wave breaking, together with the 
long waves forced during those processes. High spatial sampling 
enables novel resolution of the evolution of the wave envelope 
during breaking and the correlation between the envelope and the 
long waves. The data show a strong dynamic long wave setup in 
front of the group in shallow water. The amplitude of the 
dynamic setup is likely to be a function of beach slope, and larger 
on steeper beaches.    
 
Introduction  
Wind and swell gravity water waves propagate towards the 
coastline in groups of high and low waves which shoal in 
shallowing water and eventually break on beaches. As a result of 
the dispersive nature of gravity waves, the groups are transient 
and evolve in space and time, with wave focusing potentially 
leading to the formation of extreme waves [1]. In addition to the 
formation of extreme waves, the focusing of wave energy and the 
wave height variation within the group forces low frequency long 
waves that propagate with the wave group [9]. In sufficiently 
shallow water the short waves within the group break at different 
depths, leading to further free long wave generation [12,4]. In 
both cases the shoreward propagating long waves may reflect at 
the shoreline and subsequently propagate offshore, which is how 
they were first identified by Munk [10] and Tucker [13]. 
 
The present paper considers this issue and presents a detailed 
analysis of the wave breaking process and the long waves forced 
by a large transient wave at the breakpoint. Carefully controlled 
laboratory experiments allow the direct identification of the 
incident and radiated long waves and this avoids difficulties 
associated with the analysis of non-linear shoaling waves and 
breaking waves. High data resolution enables direct identification 
of the relationship between the spatial variation of the short wave 
envelope and the long wave surface slopes, and this is consistent 
with radiation stress theory [9]. Cross-correlations between the 
long wave motion at different cross-shore locations suggest that 
the radiated long wave is generated in the surf and swash zones. 
A brief review of  previous work follows, with the experimental 
setup and analysis techniques summarised in Section 3. Section 4 
presents and discusses the experimental data, followed by final 
conclusions in section 5. 
 
Background 
Long waves in the coastal zone are frequently termed surf beat as 
a result of their correlation with the breaking process [10,13],  
and are significant since they can modify the incident wave field 
and strongly influence sediment transport patterns.  Much recent 
research has considered long wave forcing by regular wave 
groups and random waves on sloping beaches and clarified the 
forcing mechanisms [5,2,4]. Similarly, recent work has presented 
detailed analyses of the non-linear mechanics of transient wave 
groups in uniform depth [1,8] and such waves may now form the 
basis for design conditions for offshore structures.  
 

However, studies on the propagation of transient wave groups 
over a sloping bed are much more limited, particularly during 
shoaling and wave breaking. Watson et al. [14] presented some 
results from numerical studies and limited comparisons with 
experimental data. Hunt [6] investigated the propagation of 
focused wave groups over a sloping bed and identified long wave 
generation in the surf and swash zones, but did not consider the 
long wave generation process in detail. Unfortunately, limitations 
on the wave generation technique also made it difficult to 
examine critically the long wave behaviour.  
 
The identification of the details of wave breaking and long wave 
forcing for a particular set of experimental wave conditions is not 
trivial and complicated by a number of factors. These include the 
correct generation of non-linear waves and the absorption of 
radiated waves at the wavemaker in laboratory experiments (see 
section 3). Further, the analysis usually requires separation of the 
incident and reflected wave trains, for which no rigorous method 
exists for non-linear waves on a sloping bed.  
 
In the present paper, we take advantage of the transient nature of 
the wave group and long wave to overcome these difficulties. 
The incident and radiated long waves are well separated in time, 
except very close to the shore, and can be identified directly in 
the time domain. In addition, high spatial sampling enables 
resolution of the instantaneous cross-shore structure of the short 
wave envelope and the long wave at sequential time intervals. 
This allows us to track the short wave breaking and the resulting 
long wave in space and time, which could only otherwise be 
achieved with an exact time-domain numerical model for 
shoaling and breaking transient waves.   
 
Experimental Setup 
The experiments were carried out in a wave flume 18m long, 
0.9m wide, with a working water depth, h, of 0.8m (Figure 1). A 
plane beach (gradient β=0.1) starts 5.65m from the wave paddle. 
The origin of the horizontal co-ordinate, x, is taken as the 
intersection of the still water line with the beach face, positive 
onshore. Waves were generated by a hydraulically driven wedge 
type wave paddle using second order generation for long waves 
[3] and a digital feedback system that absorbs up to 60% (in 
amplitude terms) of waves radiated from the far end of the flume 
for frequencies at 0.1Hz, rising to over 90% above 0.4Hz.  
 
Data were collected simultaneously from an array of five surface 
piercing resistance type wave gauges, mounted on a carriage 
above the flume, and a run-up wire within the swash zone. The 
absolute accuracy of these wave gauges is of order ± 1mm, with a 
relative accuracy better than ± 0.2mm. Further details of the wave 
flume, wave generation system and the instrumentation may be 
found in Baldock and Huntley [2]. Time-series data were 
collected from a total of 38 cross-shore locations, with the spatial 
separation between measurement positions varying between 0.2-
0.6m offshore of the outermost breakpoint, reducing to 0.1-0.2m 
in the surf zone.  
 
 
 
 



 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Wave flume and instrumentation. 
 
 
 
 
The present paper examines data from a single transient focused 
wave group generated from a “top-hat” frequency spectrum.  The 
central, upper and lower frequency limits for the 30 primary 
(linear) wave components of the spectrum were 1Hz, 1.2Hz and  
0.8Hz, respectively, with a total group amplitude, A, defined by 
the linear sum of the amplitudes of the primary wave components 
and equal to 50mm. Long wave frequencies are defined as 
f<0.4Hz, with the long wave components obtained by Fourier 
filtering the measured surface elevation data. Linear wave theory 
was used to focus the wave energy to generate a group dominated 
by a single large transient wave, so that a well developed large 
plunging breaker occurred 1.5-2m from the still water shoreline. 
At this location, the crest-trough height measured in the time 
domain just prior to breaking was 125mm. The smoothed short 
wave envelope was calculated from a Hilbert transform of low 
pass filtered (f<1.5Hz) surface elevation data [11].  
 
Results  
Figure 2 shows the evolution of the focused wave group over the 
sloping bathymetry, together with the expected propagation path 
of the group centre, based on the linear group velocity. During 
propagation the energy is focused within a smaller region of 
space and time in comparison to the initial energy density at x=-
11m, t=25s. In shallow water (x>-3m) the group travels faster 
than expected from linear theory, a result of the highly non-linear 
waves generated during focusing and shoaling. This is illustrated 
further on figure 3, which shows the surface elevation of the 
wave envelope (a measure of the local energy density). Prior to 
wave breaking at x≈-2.2m, the transient group is fairly symmetric 
about the main crest, both in the time domain and in space. After 
breaking, the majority of the short wave energy is dissipated or 
transferred to other frequencies within a distance of 
approximately 1m, or about 1 wavelength of the short waves.   
 
During propagation of the wave group, energy is transferred to 
lower frequency bound long waves through radiation stress 
forcing [9]. These travel with the group, shoaling in shallow 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Figure 2. Space-time evolution of a focusing transient wave group. 
Colour bar on right indicates water surface elevation in mm. White line 
indicates expected propagation path based on group velocity. 
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Figure 3. Space-time evolution of short wave envelope. Colour bar on 
right indicates elevation in mm. White line indicates expected 
propagation path based on group velocity. 
 

Figure 1. Wave flume and instrumentation. 



 

25 30 35 40 45
-11

-10

-9

-8

-7

-6

-5

-4

-3

-2

-1

0

Time (s)

D
is

ta
nc

e 
(m

)

-20

-15

-10

-5

0

5

10

 
Figure 4. Space-time evolution of the low frequency (f<0.4Hz) surface 
elevation. Solid white lines indicate the expected shoreward and seaward 
propagation paths determined from the group velocity and the wave 
celerity, respectively. 
 
water, and are frequently reflected from the shore as free waves 
after short wave breaking [4]. This is illustrated on figure 4, 
which shows the space-time evolution of the low frequency 
(f<0.4Hz) component of the surface elevation. A long wave 
trough propagates with the group as expected, and appears to 
reflect from the beach at t≈38s and propagate offshore at the free 
wave celerity. However, the notable feature in figure 4 is the 
dynamic setup or long wave preceding the group. Initially, this 
becomes significant in amplitude outside the breakpoint, at x≈-
3m., and subsequently grows very rapidly just before and after 
short wave breaking. This growth is consistent with high 
radiation stress gradients due to the wave height variation across 
the group. Further time-varying radiation stress gradients are 
induced by breaking [12]. This wave reflects from the beach at 
t≈36s, again propagating offshore with the celerity of a free 
wave. Of particular interest is that the bound long wave (trough) 
decreases significantly in amplitude during the reflection and 
radiation process, while the dynamic setup (crest) is largely 
unchanged in amplitude. This is considered further below. The 
radiated long waves propagate offshore, where they can be 
recorded without interference from the short wave group at a 
later time (figure 5). Note that on this figure the long waves are 
plotted on the right hand scale.  

 
Figure 5. Wave group surface elevation and radiated long wave at x=-
7.95m. − − − −, surface elevation;    , envelope; 
, long wave (rhs).  
 
Cross-correlations between the low frequency motion offshore 
(x=-11.15m) and that further shoreward are shown on figure 6. In 
this instance the long wave signal in the nearshore leads that 
further offshore, whereas Janssen et al. [7] observed the opposite 

on a much more mildly sloping beach under random wave 
conditions. The difference is that Janssen et al. [7] observed a 
reflected bound long wave that originally propagated from 
offshore to onshore, and then back. In contrast, these data show a 
new long wave generated through the shoaling and breaking 
process, reflected from the beach and then propagating offshore. 
Furthermore, the original incident bound long wave trough 
visible in figure 4 shows little correlation with the long waves 
observed further shoreward or at lags greater than zero. This 
implies that the original bound long wave is only a weak 
component of the overall radiated long wave. This analysis is 
complicated by the rundown that follows the large uprush at 
t≈36s (figure 4), which may well generate an offshore 
propagating long wave which is dominated by a wave trough 
[14]. It is therefore not possible to exactly determine if the 
radiated wave trough visible for t>40s on figure 4 is a reflection 
of the incident bound wave present at x=≈-3m, t≈34s. Indeed, 
weak autocorrelation at positive lags in the measured signal at 
x=-3m suggests that the radiated trough is strongly modified by 
the rundown.  
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Figure 6. Cross-correlation between the low frequency motion at x=-
11.15m and that further shoreward.  
 
The high spatial sampling allows resolution of the instantaneous 
cross-shore structure of the short wave envelope and long wave.  
This novel experimental data is illustrated on figures 7a-c at three 
different times during the propagation of the wave group across 
the beach. Figure 7a&b show the group and long wave structure 
in the lead up to short wave breaking, while figure 7c shows the 
structure after breaking. In each case, the short wave envelope is 
plotted on the right hand scale. Prior to breaking, the gradients in 
short wave height lead to spatial variations in radiation stress 
which force the bound long wave (visible at x=-4m) as well as 
some dynamic setup in front of the group (x=-2m). Note that the 
changes in surface slope of the long wave exactly correspond 
with changes in gradient of the short wave envelope and hence 
radiation stress, in agreement with radiation stress theory.  
 
In shallower water, after breaking, a similar correlation is evident 
between the short wave envelope and long wave slope until the 
long waves reflect at the shoreline and the incident waves can no 
longer be identified easily. However, these data show the 
dynamic setup in front of the group is similar in amplitude to the 
incident bound long wave, which has not been observed on 
mildly sloping beaches, but is consistent with long wave forcing 
by random waves on the same beach [2].  
 
This appears to be a combination of two factors. Firstly, on 
mildly sloping beaches wave breaking is more gradual, with 
breaking spread over a broader surf zone, and this leads to 
smaller radiation stress gradients overall. Secondly, to generate 
the large dynamic setup requires large radiation stress gradients 



 

in very shallow water. This is possible on a steep beach, where 
wave breaking occurs closer to the shoreline and where the 
gradients in both wave height and water depth are large. Large 
dynamic setup is therefore likely on steep beaches, resulting in 
very different long wave generation from that on  mildly sloping 
beaches. This is consistent with the previous work of Baldock 
and Huntley [2] and Battjes et al. [4].   

 
a) t=32.88s 

 
b) t=34.76s 

 
c) t=36.24s 
Figure 7. Spatial variation of surface elevation envelope and low 
frequency surface elevation at the times indicated.  
−−□−−, low frequency wave; ∇, envelope (rhs). 
 
Conclusions 
New experimental data have been presented on the dynamics of a 
transient wave group during shoaling and breaking. The transient 
wave group propagates faster than predicted by linear theory, a 
result of non-linear effects in shallow water. During wave 
breaking a dominant plunging breaker dissipates the short wave  

energy over a narrow surf zone, leading to large radiation stress 
gradients. These lead to a large dynamic setup in front of the 
group in addition to the commonly observed setdown beneath the 
group. The dynamic setup forces free long waves which radiate 
offshore. The data show that the radiated wave is generated in the 
final stages of shoaling and in the surf zone, as opposed to being 
a reflection of the incident bound wave originating further 
offshore. Novel data show the spatial structure of the short wave 
envelope and long wave, and these are consistent with radiation 
stress theory and explain the observed dynamic setup. The 
magnitude of the dynamic setup and associated radiated long 
wave is expected to be a function of beach slope, and greater on 
steeper beaches.    
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Due to geometrical symmetry an axisymmetric computational 
model was constructed. The boosters were modelled with the 
programmed burn model and JWL equation of state. The 
acceptors were modelled with the Ignition and Growth Reactive 
Model, and the brass tube was modelled with the plastic-
kinematic material model.  

Abstract 
An explicit finite element hydrocode, LS-DYNA, was used to 
model corner-turning shocks of a highly non-ideal PBXW-115 
explosive. Unlike our previous work where the CPeX combustion 
model was used, this study has focused on the Ignition and 
Growth Reactive Model, which has been calibrated against 
experimental results. It was found that the Ignition and Growth 
Reactive Model performs as well as the CPeX model in 
predicting shock evolution around corners, yet both models were 
unable to accurately model the configuration of the brass 
confined explosive booster. 

 

 
Introduction  
 
PBXW-115 explosive has been tailored and fully qualified as an 
underwater explosive. Known also as PBXN-111 in the US, and 
PBXW-115(Aust), it is composed of 43% ammonium perchlorate 
(AP), 25% aluminium (Al), 20% RDX and 12% HTPB binder. 
Modelling this highly non-ideal explosive is a challenging task.  
Non-ideal explosives refer to explosives that have a C-J 
(detonation) pressure, velocity, or expansion isentrope 
significantly different from those expected from equilibrium, 
steady-state calculations. To this end, calculations of an 
axisymmetric geometry were performed using an explicit finite 
element hydrocode, LS-DYNA.  

Figure 1. Schematic description of model geometry. 

Pentolite 
initiator 
cylindrical 
charge 

Cylindrical 
booster  
charge 
50.8mm 
diameter, 
152.5mm in 
length 

Spherical 
explosive 
charge bowl 
radius=50.8mm 

16.9mm 
thick Brass 
casing 

C
θ 

BA
Earlier studies of PBXW-115 performance [6-9], have used the 
CPeX (Commercial Performance of explosives) reaction model 
to characterise this explosive in a cylindrical geometries.  
Kennedy and Jones [4] have also used the CPeX to model corner 
turning shocks to predict the breakout times through the curved 
surfaces of bowl-shaped acceptor charges. In this paper the 
capability of the Ignition and Growth Reactive Model (IGRM) to 
calculate corner turning shocks, is evaluated against the CPeX 
model and experimental data. 

 
Both unreacted and combustion product equations of state are of 
Jones-Wilkins-Lee (JWL) form 
 
                

V
TCBeAeP vVRVR

eos
ω

++= −− 21                  (1)  

where Peos is pressure, V is relative volume, T is temperature, and 
A, B, R1, R2, ω (the Gruneisen coefficient) and Cv (the average 
heat capacity) are constants.  
 Model Description 
For the programmed burn model used for the boosters, the effect 
of combustion on the pressure in the high explosive regions is 
computed using  

 
The modelled geometry shown in Fig. 1, is based on the 
experiment of Forbes et al. [1,2]. The acceptor charges are 
spherically bowl-shaped PBXN-111 explosive. The curved 
surface of each bowl had a radius of curvature of 50.8 mm. The 
bowls were initiated through their flat rear surfaces by cylindrical 
boosters 50.8mm in diameter and 152.mm in length. Two 
different booster configurations were modelled here. The first 
was bare Comp-B (RDX/TNT explosive) booster and the second 
was PBXN-111 booster confined in a brass tube of 16.9mm wall 
thickness.  In both cases the boosters were initiated by Pentolite 
charges. 

 
 ),max( 21 FFPP eos=                                (2)                   

 
The burn mass fractions (F1 and F2) that control the release of 
chemical energy are computed by 
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Table 2 lists the calibrated parameters in the Ignition and Growth 
Reactive Model for unconfined PBXN-111 [8,9].  
 where t1  is an ignition time that is computed for each 

computational element by dividing the distance from the 
detonation point to the centre of the element by the detonation 
velocity D. Ae,max, and ve are, respectively the maximum surface 
area and the volume of an element.  

Unreacted Equation of State and Constitutive Values 
ρ0(g/cm3) 1.792 R2 3.6 
A(GPa) 4.06x103 R3=ω* Cv 

(GPa/K) 
2.09x10-3 

B(GPa) -133.9 Yield Strength 
(GPa) 

0.2 

R1 7.2 Shear Modulus 
(GPa) 

4.54 

Reacted Product Equation of State and CJ Values 
A (GPa) 372.9 R4=ω*Cv 

(GPa/K) 
4.884x10-4 

B (GPa) 5.412 Eo (KJ/cc) 12.95 
R1 4.453 Dcj (mm/µs) 6.476 
R2 1.102 Pcj (GPa) 20.84 
Reaction Rate Parameters for 3 Term Model 
I (µsec-1) 30 G2 (GPa-zµsec-1) 1.805x10-03 
b 0.6667 e 1.0 
a 0 f 0.1111 
x 4.0 z 2.0 
G1 (GPa-

yµsec-1) 
0.045 Fmixg 0.015 

c 0.6667 FmxGr 0.25 
d 0.1111 FmnGr 0 
y 1.0   

 
The JWL parameters and properties for Pentolite [10] that are 
used in the calculations are given in Table 1. Here ρ0, and E0 are 
the material density and initial internal energy, respectively. 
 

Parameter Pentolite 
ρ0 (g/cm3) 1.65 
A (GPa) 531.77 
B (GPa) 8.933 
R1 4.6 
R2 1.05 
ω 0.33 
Eo (kJ/ cm3) 8.0 
D (mm/µs) 7.36 

 
Table 1: Material and JWL parameters for Pentolite explosives. 

 
Ignition and Growth Reactive Model     
 
The Ignition and Growth Reactive Model is based on Tarver et 
al. [12] hypothesis that shock initiation of heterogeneous solid 
explosives should be modelled as at least a three-step process. 
The first step is the formation of hot spots created by various 
mechanisms (void closure, viscous heating, shear banding, etc.) 
during shock compression and the subsequent ignition (or failure 
to ignite due to heat conduction losses) of these heated regions. 
The second step in the process is assumed to be a relatively slow 
growth of reaction in inward and/or outward “burning” of the 
isolated hot spots. The third step in the shock initiation process is 
a rapid completion of the reaction as the reacting hot spots begin 
to coalesce. This model requires [11]:  

 
Table 2.  Parameters for the Ignition and Growth of Reaction Model [8,9] 

Note: Eo is the internal energy. 
 
These parameters are based on the assumption of the initial 
ignition and consumption of the RDX, the intermediate 
decomposition of the AP plus HTPB binder, and the later 
reaction of the aluminium.  
 
For completeness of the presentation a brief description is also 
given on the CPeX model. Similar to the Ignition and Growth 
Reactive Model, the CPeX model represents the heat release rate 
as a three-term function in the form [4] 

• An unreacted explosive equation of state;  
• A reaction product equation of state; 

 • A reaction rate law that governs the chemical 
conversion of explosive molecules to reaction product 
molecules; and 

                       ( ) 
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• A set of mixture equations to describe the states 
attained as the reactions proceed.  where F is the mass fraction of explosive, P is the pressure as 

computed from the JWL equation of state (Eq. 1).  The three 
characteristics reaction times τh, τi,, and  τf are time constants of 
the hotspot, intermediate and final stages of the reaction, 
respectively. The a factors in Eq. 6, describe the assumed 
geometry of the burn front, controlling the switching on and off 
the hotspot, intermediate and final reaction rate terms. The 
detailed functional description of these factors, the function Px 
and their calibrated values, are given in Ref.[4] and will not be 
repeated here.  

 
The chemical reaction rate equation in the three-term ignition and 
growth model is of the form [13]: 

( ) ( ) ydc
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b PFFGaFI
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ρ  

 

( ) zfe PFFG −+ 12  
(5)  

 Results 
where F is the mass fraction of explosive (F=0 implies no 
reaction, F=1 implies complete reaction), t is time, ρ0 is initial 
density, ρ  is current density, P is pressure, and I, G1, G2, b, x, a, 
b, c, d, y, e, f, and z are constants. Upper threshold limits Fmxig, 
FmxGr and FmnGr are set to  limit the contributions of the three 
terms to respectively;  a maximum reacted fraction Fmixg for the 
first term, a maximum fraction FmxGr for the second term and a 
minimum fraction FmnGr for the last term.  Accordingly, the 
ignition rate is set equal to zero when F ≥ Fmixg,  the growth rate is 
set to zero when F ≥ Fmxgr, and the completion rate is set to zero 
when F ≤  Fmngr. These limits are material dependant. 

 
Time-dependant calculations were performed over a total time of 
45 µsec. The time-step, which is adjusted automatically during 
the iterations, is selected to roughly correspond to the transient 
time of an acoustic wave through an element using the shortest 
characteristics distance in the computational domain. For 
numerical stability reasons, the size of time-step is scaled by a 
factor smaller than unity (0.9-0.67). 
 



  

To compare the model with the experimental data [1,2], breakout 
time and pressure values are extracted from the model. Peak 
pressures at the outer surface of the bowl were presented as a 
function of a polar angle, θ (see Fig.1). The breakout time is 
defined as the time of arrival of a detonation wave at a given 
location on the outer surface of the bowl, relative to the time of 
arrival of the first detonation wave at the flat bottom of the bowl 
at location (A) in Fig. 1.  

 
36 µs 39 µs 

 
Fig. 3: Contours of mass burn fraction inside the bowl for a PBXW/Brass 
booster 36µs (left) and 39µs (right) post the Pentolite initiation. 

 
Figure 2 shows pressure contours of the detonation wave (for the 
PBXW/Brass booster) in the bowl approximately 31µs, 33µs, 
36µs and 39µs after initiating the Pentolite charge. 
  
 Breakout times against angle (θ) are plotted in Fig. 4 for the 

COMP-B bowl charge and in Fig. 5 for the PBXW/Brass bowl 
charge. Results from the CPeX model [4] are also presented on 
the graphs. 

31 µs 33 µs 

 

 
For the COMP-B booster configuration, the results in Fig. 5 show 
that the Ignition and Growth Reactive Model predicts the 
breakout times reasonably accurate both in term of pressure 
magnitude and profile shape, consistent with the experiment. 
Both the IGRM and the CPeX models have comparable accuracy 
that is within the bounds of the experimental error, as shown in 
Fig.4.  
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Figure 2: pressure (GPa) contours inside the bowl (for a PBXW/Brass 
booster configuration) 31µs, 33µs, 36µs and 39µs post initiation (note: 
pressure scales differ in each plot). 
 
The figure shows the detonation front maintains almost a flat 
profile up to a 5µs after it enters the bowl, then it bends and 
begins to take the shape of the bowl. The model shows a slight 
increase in the peak shock pressure in the booster approximately 
1µs after the shock entered the bowl, from ~21.5GPa to 
~22.15GPa. The peak pressure then drops to 20.5GPa, 19.7GPa, 
and 18.2 GPa, respectively 2µs, 4µs, and 9µs after the shock 
enters the bowl. 
 Fig. 4: A comparison between measured and calculated breakout times at 

various angular locations for a COMP-B booster, using the CPeX [4] and 
ignition and growth reactive model (IGRM).   

It is interesting to note in Fig. 2, the time delay in the dynamic 
response of the brass tube. Tube deformation becomes obvious 
only a few microseconds after the detonation wave have entered 
the bowl. This is clearly illustrated in Fig. 2 at 31µs, which 
shows a flat detonation front entering the bowl at the explosive 
rear surface, while the oblique shock in the brass tube lags behind 
it. It is worth indicating the highly deformed computational 
elements of the brass tube were removed during iterations to 
reduce the possibility of numerical instability. 

 
However, for the PBXW/Brass booster configuration (Fig. 5), the 
IGRM performance is unexpectedly poor. The deviation of the 
calculated breakout times from the measured values increases 
with the angle, reaching a relative error of ~40% at an angle of 60 
degrees. It is well known that having a brass casing (especially as 
thick as that used in this configuration) should increase the peak 
value and duration of the pressure delivered by the booster to the 
bowl charge, hence the breakout time through the outer edges of 
the bowl should be shortened. This was not the case here and no 
physical explanation can be found. Similar observations were 
made by Kennedy and Jones [4], who also could not find a 
physical explanation for this discrepancy.  

  
Burn mass fraction contours (F) for the PBXW/Brass booster 
configuration, inside the bowl are shown in Fig. 3. The figure 
shows a maximum of 62% and 65% mass burn fractions at 36µs 
and 39µs, respectively after the Pentolite initiation. This 
incomplete burnout of the explosives is consistent with typical 
burnout percentages of non-ideal explosives. Comparing the 
pressure (Fig. 2) and mass burn fraction (Fig. 3) contours, show a 
spatial lag of the reaction zone behind the detonation front. 



  

Angle (degrees)

B
re

ak
ou

tt
im

e
(m

ic
ro

se
co

nd
s)

0 20 40 60
0

1

2

3

4

5

P BX W /Brass (E xp)
P BX W /Brass (IG R M )
P BX W /Brass (C P eX )

 
Fig. 5: A comparison between measured and calculated breakout times at 
various polar locations for PBXW/Brass booster, using the CPeX [4] and 
ignition and growth reactive model (IGRM).   
 
It is worth mentioning that calculations were also performed 
using the IGRM (instead of the programme burn model) for the 
PBXN-111 booster, but did not yield any improvement in 
accuracy. 
 
Considering the excellent agreement of the COMP-B booster 
configuration, the consistency and similarity of the results 
obtained by the IGRM and the CPeX models [4] for the 
PBXW/Brass booster configuration, implies that the current 
model parameters warrant further analyses for non-ideal 
explosives used in the complex geometries. 
 
Conclusions 
 
The modelling results using the Ignition and Growth Reactive 
Model for the COMP-B booster configuration are within the 
bounds of experimental error. However for the PBXW/Brass 
booster configuration the IGRM results were poor in comparison 
to the experiment. Similar conclusions were also obtained using 
the CPeX model. Considering that the IGRM parameters were 
calibrated using unconfined charges as it is the case in the bowl 
charges of this study and the good agreement for the COMP-B 
booster configuration, the only plausible explanation for the 
discrepancies point out to the suitability of otherwise of the 
programmed burn model, which was used for the boosters. This 
would the subject of our next investigation. 
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Abstract

The effect of nozzle aspect ratio (w
/

H) (major axis to minor
axis ratio) on the velocity field of a turbulent plane jet is inves-
tigated using a hot-wire anemometer. The aspect ratios investi-
gated were in the range 10 ≤ w

/

H ≤ 60. The initial turbulence
intensity profiles exhibit a lower intensity at higher aspect ratios
although this is probably caused by the nozzle whose profiles
change with aspect ratio. The length of the potential core and
the normalized mean and rms velocities are all found to be a
function of w

/

H, in both the near and far field. Lower aspect
ratio leads to faster decay of the mean velocity. Most investiga-
tions on aspect ratio effects have been on rectangular jets, hence
this work is unique in its own right. Overall, the dependence of
the current plane jet on aspect ratio is quite significant.

Introduction

Plane jets are a class of fundamental turbulent shear flow
that have been a subject of research interest mainly due to
their relative simplicity. An ideal plane jet is a statistically
two-dimensional flow, with a dominant mean flow in the axial
(x) direction, jet spread along the lateral (y) direction and zero
entrainment in the transverse (z) direction. Side walls, placed
in the x-y plane are necessary to achieve this. Plane jets have
received much attention, both experimental and modelling
investigations.

Plane jets can exhaust from rectangular nozzles, either
into the ambience or into a controlled co-flow. While many
studies have indicated the importance of initial conditions
(jet exit Reynolds number, nozzle aspect ratio, exit velocity
profiles, nozzle geometry, presence or absence of co-flow and
presence or absence of side walls), very few of these initial
conditions have been systematically assessed. Previous work
has tested to some degree, the effect of nozzle geometry [1],
effect of nozzle exit turbulence on jet spreading [2], effect
of presence/absence of sidewalls [3] and effect of jet exit
Reynolds number [4, 5, 6] . However, the influence of nozzle
aspect ratio for a plane jet has yet to be studied systematically.

Nozzle aspect ratio, w
/

H, is defined from the exit di-
mensions of the rectangular nozzle, where w and H are the
dimensions of the short and long sides of the nozzle respec-
tively. [7] assessed the influence of slot aspect ratio over the
limited range, 3.4 ≤ w

/

H ≤ 12). They used total head tubes
and hot-wire anemometry, and suggested that their smallest
aspect ratio jet exhibits quite different behavior to the larger
aspect ratios. Later, [8] studied the aspect ratio dependence
of unconfined rectangular jets between 2 ≤ w

/

H ≤ 20 using
hot-wire anemometry. He found that the rate of near field
mixing increases with increased three-dimensionality and
hence with increasing aspect ratio up to w

/

H = 20. Their work
also suggested that the shortest potential core, highest shear
layer turbulent kinetic energy, highest Reynolds shear stresses
and largest turbulent transport of Reynolds stresses, were found
with the largest aspect ratio.
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Figure 1: Schematic of the plane jet facility.

Given the distinctions in the velocity field of rectangular
jets with different aspect ratios [8, 7], the velocity field of a
plane jet may also depend on the aspect ratio. To verify our
postulate, a preliminary investigation has been carried out
using hot wire anemometry. We have used four aspect ratios
for the investigation, which are w

/

H = 10, 20, 30 and 60.
It has been also proposed that the nozzle aspect ratio has to
be large - typically 50 to achieve a flow that is statistically
2-dimensional and free from end effects as stated in [9].
However, this hypothesis has not been tested experimentally.
For these reasons, the current nozzle was designed to provide
higher nozzle aspect ratios than previously studied (i.e. > 20)
and also higher than that proposed in [9] (i.e > 50).

Length w (mm) 340 340 340 340
Width H (mm) 34 17 11.33 5.6
Aspect Ratio w

/

H 10 20 30 60
r
/

H 0.353 0.706 1.059 2.143
Range of x

/

H 30 100 100 160

Table 1: Nozzle geometric parameters.

Experimental Details

The plane jet facility, illustrated in Figure 1, is described in



detail elsewhere ([4]). Briefly, the nozzle has a 90o radial
contraction machined into two plates of 12 mm thickness
(r = 12 mm), separated by gap width, H, which is adjusted
to allow the variation of the nozzle aspect ratio. Table 1
lists the nozzle geometric parameters and the nozzle aspect
ratios selected. The nozzle aspect ratios were selected by
studying previous measurements of rectangular jets by [7, 8]
who showed that their three-dimensional flows are still show
significant differences, even at their highest aspect ratios (i.e.
w

/

H = 20).

The plane jet, emerges from the radial contraction shown
in Figure 1, into ambient air. Hot-wire anemometry was
used to measure the axial (x) centerline and lateral (y) in-
stantaneous velocities. Data were sampled at 18.4 k Hz and
400,000 samples, were collected at every axial location. A
three-dimensional traversing system, controlled via a tri-axial
driven control switch, was mounted below the plane nozzle to
enable measurements along all the 3-axes to an accuracy of ±
0.5 mm in all three directions. The extent of measurements
along the axial direction are shown in Table 1 for each aspect
ratio. The Reynolds number Re = UcoH

/

ν, where H is the
nozzle slot opening, Uco the jet exit velocity on the centerline
and ν the kinematic viscosity of air, was about 1.65 × 104.
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Figure 2: The normalized mean velocity profiles (top) and tur-
bulence intensity fields (bottom), at different nozzle aspect ra-
tios, at the nozzle exit plane.

Results

Figure 2(top) presents the normalized initial velocity and
turbulence intensity profiles, measured at x

/

H ≈ 0.5, for the
nozzle aspect ratios, w

/

H = 10, 30 and 60. Here, < U > is the
mean velocity and u′ is the rms velocity. The mean profiles
are top-hat for w

/

H = 30 and 60, and saddle-backed for w
/

H
= 10. The top-hat profiles are typical of that from a smooth-
contraction nozzle (e.g. [5], [1]) while the saddle-backed
profile is a characteristic of a sharp-edged orifice type nozzle
(e.g. [8]). The mean profile is uniform (< U > /Uo ≈ 1) over
the range -0.46 ≤ y

/

H ≤ 0.46 for w
/

H = 30 and over the range
-0.4 ≤ y/H ≤ 0.4 for w

/

H = 60. The figure shows that the
initial velocity profiles also change with aspect ratio because
r
/

H changes with w
/

H. The saddle-backed profiles for w
/

H

= 10 are caused by the relatively small radius of the exit plates
i.e. r

/

H = 0.353, because in this case, the nozzle tends to be of
an orifice type.

The normalized initial turbulence intensity profiles (Fig-
ure 2 (bottom)) also show a significant variation on nozzle
aspect ratio and r

/

H. Again, the central region has a nearly
uniform turbulence intensity, ranging from 1 % to 1.8 %. It is
evident that the initial turbulence intensity is lower (≈ 1 %) for
w

/

H = 60 and higher (≈ 1.8 %) for w
/

H = 10. The shear layers
show peak turbulence intensities, which is the largest for w

/

H
= 10 and smallest for w

/

H = 60. Reduced central region and
shear layer intensities are lower at higher aspect ratios, possibly
due to reduced near field mixing (as shown later) for these case.
Less interactive activity of the jet keeps the turbulence levels
low. The dependence of the initial turbulence intensity on the
nozzle aspect ratio suggests that this parameter is likely to
influence both the near and far field characteristics of the plane
jet flow. Hence the present assessment of the effect of aspect
ratio is somewhat complicated by a secondary influence of the
effect of different initial conditions.
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Figure 3: Evolution of the normalized mean streamwise veloc-
ity decay on the jet centerline, measured at different nozzle as-
pect ratios.

Figure 3 shows the normalized centerline velocity decay at
various aspect ratios. (Note that < Uc > is the mean velocity on
the jet centerline). The plot reveals some interesting features.
A strong dependence of the velocity decay on aspect ratio is
evident. The length of potential core increases with the aspect
ratio, even at w

/

H as high as 60. An opposite dependence was
noted by [8] and [7] for their three-dimensional rectangular jet.
The discrepancy is most likely to be an effect of nozzle type,
rectangular for theirs verses planar for ours. However, their
dependence suggests that current variations are not solely due
to the different r

/

H, since this parameter was constant in their
experiments. Potential core lengths have also been assessed for
plane jets, but only at relatively low Reynolds numbers and for
single aspect ratios. [10] studied plane jet at Re = 4200, w

/

H =
5.8, [1] at Re = 32,550, 61,400 and w

/

H = 44 and [5] at 1,000
≤ Re ≤ 7,000, w

/

H = 44. These investigators presented near
field data of centerline velocity decay which shows the length
of the potential core. Table 2 compares the potential core
lengths obtained in past and present measurements. Overall,
the measurements in the literature compare well with current
findings, although there are some interesting differences,
especially between those of rectangular jet investigations and
plane jets. The trends of the unconfined rectangular jets in
[8] are opposite to those for the present plane jet, with him
measuring a decrease in potential core length with increasing
aspect ratio.

The far field centerline velocity decay exhibits the usual



inverse-square relationship for a plane jet
[

Uco

〈Uc〉

]2
= Ku

[ x
H

]

+
xo

H
(1)

where Ku and xo are constants determined by experiments. The
values of the Ku are used to compare the effect of aspect ratio
on the far field flow (Table 2). It is evident that the decay rate
varies significantly with the nozzle aspect ratio. The highest
decay is found for w

/

H = 10 (with largest value of Ku) and the
lowest for w

/

H = 60 (with smallest Ku). The general trends of
the centerline decay are presented in Figure 4.
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Figure 4: The dependence of some flow parameters on nozzle
aspect ratio.

It is evident that the dependence of Ku on aspect ratio seems
to be asymptotic as expected, with the difference at w

/

H =
30 and w

/

H = 60 being small. However, the present results
are different to the measurements of [8], who did not use side
walls. For example Ku = 0.277 at w

/

H = 20 for the present
jet at while for his results Ku = 0.240 at w

/

H = 20. Similarly,
Ku = 0.325 at w

/

H = 10 for plane jet at while for his results
Ku = 0.220 at w

/

H = 10. This is probably attributable to
the difference between rectangular and plane jets although a
difference in Reynolds number may also play a small role.
The results of [11] for w

/

H = 20 and Re = 7,700 for their
smooth contraction plane nozzle show a lower decay rate at
the same aspect ratio. This difference is probably due to the
combined effect of lower Reynolds number and a different
shaped radial contraction nozzle as stipulated in [4]. A similar
explanation can be offered for the discrepancy in Ku for [5] and
[1]. The results of [12] are consistently higher than those of
current measurements for their plane jet at w

/

H = 120 and Re
= 34,000. This is consistent with a sharp-edged orifice, having
a higher rate of decay than a smooth contraction. Overall, the
constant, Ku in the measured range of w

/

H compares better
with [8] and [12] for their orifice type nozzles rather than the
smooth contraction nozzles of [5], [11] or [1]. This implies that
our initial conditions are similar to that of a orifice type nozzle
rather than a smooth contraction, even though the current
nozzle is radially contoured. The dependence of the virtual
origin xo/H is clearly demonstrated in Figure 4. The figure
also shows that xo/H is not asymptotic even at w

/

H = 60,
suggesting aspect ratio effect still dominates even at aspect ratio
as high as 60. The dependence of centerline velocity decay rate
Ku on the exit turbulence intensities cannot be conclusively
evaluated from the current data, due to the combined influence
of both r/H and w/H. However, the currently observed higher
turbulence intensities correlate well with the corresponding
higher decay rates, at smaller aspect ratios and vice versa for
higher aspect ratios. This agrees totally with [2], who also
observed faster decay and spreading rates when exit intensities
were larger.
1

INVESTIGATION PROPERTIES

author(s) ReH w/H xp Ku u′c/ < Uc >

× 103 ×H max
current 16.5 10 2.0 0.33 0.26

16.5 20 3.0 0.28 0.22
16.5 30 4.0 0.23 0.21
16.5 60 5.0 0.20 0.20

[8] 36.7 5 4.0 0.20 0.15
[8] 36.7 10 3.1 0.22 0.17
[8] 36.7 20 2.6 0.24 0.20
[11] 7.70 20 3.0 0.14 0.23
[5] 7.00 44 2.0 0.18 0.22
[1] 32.5 44 4.0 0.11 0.17
[12] 34.0 132 N/M 0.27 N/M

Table 2: Summary of current and literature work.1
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Figure 5: The axial centerline normalized rms at different noz-
zle aspect ratios.

Figure 5 shows the axial centerline normalized rms velocity.
Clear trends are evident - the lowest aspect ratio jet (w

/

H =
10) shows a dramatic transition in the rms in the immediate
near field when compared with the higher aspect ratios. This
is quite unexpected because the effect of nozzle aspect ratio is
thought to be small in the near field and only to be significant
in the transition and far fields. It is not possible to isolate the
effects of initial conditions (Figure 2) and aspect ratio from
the present data alone, and more data is required to determine
whether this is a genuine effect of the aspect ratio. It is possible
that both are contributing to the near field effect. The value
of r

/

H (stated in Table 1) are quite small and this suggests
that the flow emerging from the smallest aspect ratio nozzle
is more like an orifice type plane nozzle rather than a smooth
contraction nozzle. This makes the lowest aspect ratio jet quite
different in the initial field, hence the rms are different in the
near field. At x

/

H = 10, there are distinct peaks in the rms
for all aspect ratios, with the highest aspect ratio having the
smallest peak value. For verification, the peak values in rms at
x
/

H = 10 are listed Table 2 and also plotted in Figure 4. It is
observable that the peak values in rms also seem to approach an
asymptotic value at higher aspect ratios. It means that the rms
is approaching its self-similar state faster when nozzle aspect
ratio are larger, which is quite expected. The occurrence of a
bigger peak for w

/

H = 10 shows that the large-scale vortices
are more coherent and organized than for w

/

H = 60 for which

1Jet types - [8] rectangular jet sharp-edged orifice exit, [11] plane jet

smooth contraction exit, [5] rectangular jet smooth contraction exit, [1]

rectangular jet smooth contraction exit and [12] plane jet sharp-edged

orifice exit



the near field peak is reduced.

Initial conditions are not expected to have a significant influence
on the far field values of normalized rms. However, according
to Figure 5, differences seem to persist even at x/H > 10. This
means that the nozzle aspect ratio effect is maintained, even in
the far field.

Conclusions

A preliminary study has been carried out, to assess the effect of
aspect ratio on a plane jet. The variation of w

/

H was achieved
by varying the gap between two radially curved plates, which
also cause a change in r

/

H, hence some changes in the initial
conditions. At this point, it is not possible to separate the two
influences, but the effects are significant enough to provide in-
dicative trends of the effect of aspect ratio. Key results are:

1. It has been found that the normalized initial velocity pro-
files and turbulence intensity profiles are different when
varying w

/

H. This, however, could be a direct effect of
varying r

/

H for the nozzles rather than an influence of the
aspect ratio. The normalized turbulence intensities in the
central region (i.e. |y/H| ≈ 0.5) are 1 % for w

/

H = 60
and increased up to 1.8 % when w

/

H = 10.

2. The length of the jet potential core is smaller at lower noz-
zle aspect ratio. This suggests that the rate at which ambi-
ent fluid is drawn into the jet (i.e. the mixing rate) in the
near field, is greater when the nozzle has a smaller aspect
ratio.

3. The rate of centerline velocity decay decreases with in-
creasing aspect ratio. For example, for w

/

H = 10, Ku =
0.325 but for w

/

H = 60, Ku decreases to 0.2. An aspect
ratio dependence of the jet virtual origin, xo/H has also
been noted.

4. The centerline normalized rms are also sensitive to aspect
ratio. In the near field, peak rms is found at x

/

H = 10,
indicating a maximum deviation of the instantaneous cen-
terline velocity from the mean. This means higher insta-
bilities are likely to be caused by smaller nozzle aspect
ratio in the near field. This is consistent with the above
finding that rapid mixing in the near field occurs for low-
est aspect ratio jet, hence faster engulfment of the ambient
fluid into the jet causes biggest fluctuations of the instan-
taneous signal from its mean. It is also possible that a
faster acceleration of large-scale coherent vortices occur
at this location. In the far field, the normalized rms have
not become asymptotic at the current range of measure-
ments, although they approach it. The absolute magnitude
also different.

The present findings are not conclusive because of the combined
influences at different initial conditions (r

/

H) and aspect ratio
(w

/

H). Nevertheless, the influences are of sufficient magnitude
to warrant a more complete investigation where aspect ratio is
varied for fixed initial conditions. Both, independent investi-
gations on, r

/

H and w
/

H are now complete and the prelimi-
nary assessment of results suggest that the influence of r

/

H is
even greater than w

/

H. Full documentation of the independent
investigation on aspect ratio dependence, will be presented in
near future.
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Abstract 
Anomalous refraction comprises at least five refracting shock 
systems. All need sonic or subsonic flow downstream for their 
existence, which is induced by overtaking downstream 
disturbances, thus the limiting sonic condition determines their 
onset. The wave impedances are also an important factor for their 
existence. The theory predicts a new system (ARe) that has not 
yet been observed. Numerical results for all these refractions and 
related systems are presented and some comparison is made with 
experiment. 
 
Introduction  
Consider two gases, differing in composition and, or in state and 
meeting at a plane interface. A plane (i-) shock in the incident gas 
propagates parallel to, and towards (angle of incidence �i = 0°) 
the interface. The speed of sound in the gas is �0i. The i-shock 
crosses the interface and enters the receiving gas (with speed-of 
sound �0t) where it becomes the transmitted (t-) shock. In general 
a reflected wave which may be a shock (r-) or an expansion (e-) 
is sent back into the i-gas. By symmetry all the waves in the 
system are parallel to the interface. This phenomenon is normal 
(1-D) shock refraction. 
 
There is (2-D) oblique shock refraction when �i > 0° with respect 
to the upstream interface. If �i is sufficiently small the refraction 
is regular i.e. the gas between any two adjacent waves has a 
uniform state (v, s) and speed (u), figure 1(a). Here v is specific 
volume and s, is entropy. If  (v,s,u) are non-uniform between any 
wave pair, the refraction is irregular, figure 1(c). A regular (i, t, 
e) wave system (RRE) can be transformed into an irregular 
anomalous refraction (ARE) via a transitional system figure 1(b) 
by sufficiently increasing �i > �i

*. At �i = �i
* the flow Mach 

number is sonic at the foot of the i -shock, Mi1 = 1. For �i > �i
*, 

the shock and the e-waves are steeper and the e-waves partly 
overrun the shock causing attenuation of part (i′) of it, causing it 
to curve backwards. There is a sonic surface on the rear of i′ and 
a distributed band of supersonic expansions emanating 
downstream from it. The refraction law [3] relates the angles �i, 
�t, at the interface, 
 ,sinsin ttii UU αα =   (1) 

where U is shock speed. These angles determine the direction of 
flow of information. If for regular refraction 0 < �i < 90°, and     
�t > 90° the i-shock arrives at the interface and the t-shock leaves 
it [4]. 
 
If �0i > �0t the refraction is fast-slow and vice-versa for slow-fast. 
ARE has appeared in experiments with the fast-slow 
combinations air / CO2 and air / SF6 [1] [2], figure 1(b). The 
results  
 

 

 

 
 
 
Figure 1. Computed Refracting Shock Systems in the Air-CO2 
Combination ξi = 0.85.  a) Regular refraction with reflected expansion 
RRE; b) Transitional ; c) Anomalous refraction ARE. 



 

of a numerical study of ARE and related refractions are reported 
here and in forthcoming papers [5], [6]. A second order Godonov 
code was used to integrate the equations of motion that included 
the Euler equations. Some of the ARE experiments in [1], [2], 
were simulated numerically. 
 
Theory  
In our earlier papers we defined the relative refractive index (η) 
and the incident shock impedance (Zi) for normal shock 
refraction [3], [4], 

 
t

i
U

U≡η  (2) 

 ( ) pioi UPPZ −±≡ 1
 (3) 

Where Upi = u1 – u0 is the shock piston speed in rest frame 
coordinates, P is pressure, u is particle speed, and the subscripts 
0,1 refer to conditions upstream and downstream of the incident 
i-shock. It follows from the shock momentum equation that the 
impedance is also the mass flux Zi = �0u0 (ρ is density) through 
the shock [3]. The reflection and transmission coefficients are, 
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The R, T, expressions are also valid for oblique shock refraction 
provided that the impedance is defined as, 
 ( ) ipii UPPZ βcos01 −±≡ , (6) 

where βi is the angle between the i–shock and the deflected gas 
interface. With similar definitions for the other shocks; an e-wave 
requires the denominator of (6) to be replaced by an integral [3]. 
Regular refraction solutions can be found from the algebraic 
Rankine-Hugoniot equations and the equations of states (EOS’s) 
for the gases. Solutions for irregular refractions require numerical 
integration of the conservation equations. For ARE the i-shock 
Mach number Mi is typically small Mi � 1.7 so it is sufficient to 
use the perfect gas EOS for each gas. In the important special 
case when the i- and t-shocks have equal impedances Zi = Zt, 
corresponding to �i = �p, and R = 0, T = 1, there is no reflected 
wave and this condition is called total transmission. The system 
is reduced to a regular shock pair refraction (RSP) and both i– 
and t-shocks are plane. A more detailed study [6] shows that a 
convenient parameter space for refraction in any particular gas 
combination is (ξi, �i) where ξi � P0/P1 is the inverse shock 
strength. Each system has a unique parameter space in this plane. 
The domain boundaries are defined by the curves for �i = �p, and 
�i = �i

*; for a perfect gas the latter curve can be found as the 
closed form expression, 
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A map of every refraction domain for Air/CO2 is shown in figure 
2. The ARE, ARe, ARc, are anomalous refractions, the upper 
case E signifies supersonic/sonic flow downstream of the 
reflected wave, the lower case e, and c, signifies subsonic 
expansion and compression respectively. RRR, RRE, refer to 
regular refraction with either a reflected shock or expansion, 
while MRR is an irregular Mach reflection refraction [4]. The 
ARE, ARe, and RRE, systems occur only for �i > �p, or Zi > Zt 
the ARc, RRR, and MRR, only for �i < �p, or Zi < Zt. It is shown 
elsewhere [6] that the AR boundary (7) may be used with some 
modification to predict the ARc ⇔ RRR transition. 
 
 
 

Critical Curves for Shock Refraction in AIR-CO2
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Figure 2. Critical Curves for Air-CO2 for Anomalous Refraction and 
Equality of Impedance. 

 
Numerical Results  
Returning to figure 1 it shows a transition sequence  
RRE ⇔ ARE all for ξξξξi = 0.85 and �i > �p The RRE where �p < 
69° < �i

* has a reflected Prandtl-Meyer expansion. The 
transitional system at �i* = 71.116° has sonic flow at the foot of 
the i-shock, followed by the P-M expansion. For ARE where �i = 
85° > �i* some of the P-M waves overrun the i-shock producing 
the attenuated and curved i'-shock. But a remnant of the P-M 
wave still exists, which is contrary to the Jahn model. This 
remnant has been detected in experiment [2]. The ARE ⇔ ARe 
transition occurs when the remnant vanishes, so (7) applies at the 
foot of the i-shock. Figure 3 shows an ARc, an RSP, and an ARe 
all with ξξξξi = 0.1. The disturbed part of the i–shock in the ARc 
leans slightly forward near the interface as it is overtaken by 
subsonic compressions; Zi > Zt, �i* < 67.24° < �i. The RSP 
where �i = �p = 70.2°, and Zi = Zt, is the transition system ARc 
⇔  ARe. The disturbed part of the i–shock in the ARe, where   
�i = 85°,  Zi > Zt, leans backwards as it is overtaken by subsonic 
expansions. The flow is subsonic downstream of an ARe, and 
sonic / supersonic for an ARE. The transition ARe ⇔ ARE is at 
the sonic condition ξξξξi

* figure 2. 
 
Anomalous Refraction at a Slow-Fast Interface  
In this case a regular refraction may disintegrate during 
transition to an irregular system. Specifically the t-shock moves 
ahead of the refraction point (node) and becomes a free precursor 
shock. These refractions have been observed by experiment for 
the Air/CH4, and CO2/He interfaces [1], [7]. The refraction law 
(1) is violated, along the interface,  
 iitt UU αα sinsin >   (8) 
In node fixed coordinates there is a streamline that coincides with 
the interface, and at this point it is deflected through an angle that 
exceeds an angle analogous to the detachment angle for the t-
shock. This implies that a necessary condition for the onset of a t-
precursor is that the flow downstream of it is either subsonic or at 
most sonic [6], which once more allows the application of the AR 
equation (7). Experiment show that for such a wave �t  > 90° so 
the t-wave now arrives at the interface and it transmits a side (s-) 
shock back into the initial gas which interacts with the i-shock. 
Numerical results agree with experiment [4]. But this means that 
the t-shock is undergoing fast-slow refraction; the t-s shock pair 
may be either a regular (RSP) or an irregular pair (ISP) refraction 
[5]. The latter paper has a detailed comparison of numerical 
results with experiments for the CO2/CH4 combination. There are 
no disturbances ahead of the t-s pair so they can only be 
generated by the downstream shattering of the shock tube 
diaphragm. Thus a necessary condition for the existence of a t-
precursor is for its downstream flow to be subsonic or at most 
sonic. At the sonic limit the AR condition (7) can again be 
applied. 



 

 
Evanescent Precursor Waves  
The �t data from experiment shows that it is possible for a 
precursor t-shock to change into a distributed (evanescent) band 
of compressions. This also forces the s-wave to be also  
evanescent. It is assumed that every wavelet moves at the local 
speed of sound. Then for the leading wavelet Ut = a0t and �t = �t, 
where �t is the Mach angle, and so by (8),    
 .sinsin,sinsin ititiitt UaUa αναν ≥�≥   (9) 

Thus an acoustic wave in the receiving gas travels at an equal or 
greater speed along the interface than the i–shock does in the 
incident gas. The equality defines the boundary between a shock 
and an evanescent wave, 
 .sinsin *

ttisc aU να ≡  (10) 

This relation is more general than others given in literature [6]. 
The refraction law and the equality of impedance condition for 
the leading t-s pair gives respectively, at / sin �t = ai / sin �i and  
�t at / cos �t = �i ai / cos �s.  
They are valid for any wavelet pair in the t-s band. Figure 4 
shows a computed evanescent precursor t-s wave system in a 
CO2-CH4 gas combination with ai = 60°, ξi = 0.78.  
 
Conclusions 
Anomalous refraction occurs for both the slow-fast and fast-slow 
gas combinations. It is necessary for AR that �i > �i

*. There are 
three AR systems for the fast-slow combination, ARE, ARc, 
ARe. The parameter spaces for their existence are shown in 
figure 2 for Air/CO2. ARE and ARc and they have been observed 
in the cited experiments, but ARe is a new system predicted by 
the theory that has not yet been observed. Numerical evidence for 
all three systems in the corresponding parameter spaces of figure 
2 are presented in figures 1, 3. The model proposed by Jahn 
becomes correct by the addition of a centered reflected expansion 
wave. There are two AR systems for the slow-fast combination, 
one with a precursor t-shock and the other where the precursor t-
wave is evanescent.  
                             
The onset of all five AR systems is caused by disturbances 
arising downstream and overrunning a pre-existing system. The 
AR criterion (7) corresponds to sonic flow downstream, but if the 
flow becomes subsonic then a pre-existing system can be 
overrun. 
 
The numerical data supports the theory and we found no counter 
examples to the theory either in the numerical or experimental 
results. 
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Figure 3. Computed Refracting Shock Systems in the Air-CO2 
Combination ξi = 0.1.  a) ARc;  b) RSP ; c) Are 
 

 
Figure 4. Free Precursor Irregular Refraction in the CO2-CH4  
Combination ξi = 0.78.  a) Regular refraction with reflected expansion 
RRE; b) Transitional; c) Anomalous refraction ARE. 

 



15th Australasian Fluid Mechanics Conference
The University of Sydney, Sydney, Australia
13-17 December 2004

Autocorrelation Functions and the Determination of Integral Length with Reference to
Experimental and Numerical Data

P. L. O’Neill, D. Nicolaides, D. Honnery and J. Soria

Laboratory for Turbulence Research in Aerospace and Combustion, Department of Mechanical Engineering, Monash
University, Victoria 3800, AUSTRALIA

Abstract

Results from a particle image velocimetry (PIV) investigation of
grid turbulence were recently compared with results from a di-
rect numerical simulation (DNS) of homogeneous isotropic tur-
bulence [5]. The comparison highlighted the difficulty of speci-
fying an adequate spatial domain for numerical and experimen-
tal studies so that an accurate determination of integral length
is obtained. Integral length is determined from the autocorrela-
tion function, but the autocorrelation function is incorrect if the
spatial domain is not sufficiently large. In general, the spatial
domain in an experimental or numerical investigation is limited
by restrictions on the experimental equipment or computational
resources. Using the available spatial domain, an autocorrela-
tion function is obtained from which the integral length is deter-
mined. The accuracy of the integral length is usually evaluated
by comparing it to the spatial domain. If the spatial domain is
sufficiently larger than the integral length, the integral length is
judged to be accurate. However, how many times larger than
the integral length does the spatial domain need to be?

Introduction

Defining a length or time period that is characteristic of the
largest scales in a turbulent flow is of importance both in defin-
ing a suitable area or volume for experimental and numerical
investigations, and also to understanding the process of energy
production and dissipation in the flow. In some cases a suitable
scale can be defined by the physical constraints of the flow do-
main. For example, in pipe flow the diameter of the pipe is of
the order of the largest eddies in the flow, and the ratio of the
pipe diameter to mean velocity along the pipe is a good esti-
mate of the time period required to describe the flow. In other
cases where the largest scale is not obvious from the flow ge-
ometry, an integral scale can be defined that is a measure of the
longest connection or correlation distance between two points
in the flow that are separated either by distance or time [3]. In
this paper, we determine the integral length scale of the velocity
defined by:

Λ � � ∞

0
Rii � r� t � dr (1)

where the double-i subscript in Rii � r� t � indicates the
autocorrelation function (i.e. correlation of a velocity compo-
nent with itself) defined by:

Rii � r � ��� ui � xi � t � ui � xi � r� t �	�� u2
i � (2)

and r is the distance between two points in the flow. The au-
tocorrelation function is longitudinal if r is parallel to ui, and
transverse if r is perpendicular to ui, where ui is the root-mean-
square velocity in the i-direction.

Results

Comparison of Experimental and Numerical Data

The experimental data cited in this paper is from a PIV inves-
tigation of grid turbulence. Details of the experiment can be

found in [5]. The experimental results are compared to numeri-
cal results from DNS of homogeneous isotropic turbulence. De-
tails of the DNS can be found in [6].

In the case of the PIV data, the size of the spatial domain de-
pended on the image acquisition equipment that was available.
There was a balance between obtaining a sufficiently large ex-
perimental domain and accurately resolving the particles in the
acquired images. The spatial domain was of size 3λ where λ is
the Taylor microscale determined from:

λ2 � u2
1� � du1

dx1
� 2 � (3)

where u1 is the root-mean-square of the stream-wise component
of velocity, and du1

dx1
indicates the streamwise gradient of the

streamwise velocity. For the DNS data the Taylor microscale is
calculated from:

λ ��
 15νu2

ε
(4)

The kinetic energy dissipation (ε) is determined spectrally and
ν is the kinematic viscosity. The side-length of the three-
dimensional simulation volume was greater than 7λ, although
the velocity field could be restricted to any spatial domain, in-
cluding 3λ.

Figure 1 compares the atocorrelation function obtained from the
PIV data to that obtained from the DNS data using the entire
available domain, and also restricting the domain to different
values, including 3λ. Both the longitudinal and transverse au-
tocorrelation functions are shown. For the DNS data it would
be expected that, once the spatial domain is large enough, there
would be little change in the autocorrelation function when the
spatial domain is increased. In the longitudinal case there is a
significant difference between the autocorrelation function for a
spatial domain of 4 � 5λ and that for 8λ, so it appears that a spa-
tial domain of 4 � 5λ is not sufficient to accurately determine the
longitudinal integral length in this case. In the transverse case
the autocorrelation functions found for a spatial domain of 4 � 5λ
and 8λ are quite similar, but that for 3λ is significantly differ-
ent, so a spatial domain of 3λ appears to be insufficient for an
accurate determination of transverse integral length in this case.

It was noted in [5] that the autocorrelation functions obtained
from the PIV data were different from previous experimental
and numerical results. It appears from Figure 1 that the limited
spatial domain of the PIV investigation may account for much
of the deviation from past results. Also shown in 1 is the the-
oretical autocorrelation functions obtained by Townsend [8] for
isotropic turbulence with uniform size structures and turbulence
with a wide range of structure sizes.

Velocity Integral Length

The determination of the integral scale from equation (1) is not
straight-forward [1]. The form of the autocorrelation function
is such that it generally decreases rapidly to its first zero cross-
ing, after which it may become negative and proceed to oscillate



Figure 1: Longitudinal and transverse velocity autocorrelation
functions obtained from DNS data by progressively restricting
the spatial domain (Reλ

� 26) compared to experimental data
obtained using a spatial domain of 3λ (Reλ

� 23). Top: longi-
tudinal autocorrelation; bottom: transverse autocorrelation.

about zero. While equation (1) involves the determination of the
integral over an infinite domain, the domain of the autocorrela-
tion function from experimental or numerical data is finite, and
there is some uncertainty on how best to define the integration
domain. For example, Tritton [9] described how, in the case of
transverse autocorrelations, one might observe negative correla-
tions, and further that the shape of the autocorrelation function
following the first zero crossing may contain information about
the structure of the turbulence. On the other hand, Yaglom [10]
found that while the oscillations in the autocorrelation function
may reflect the turbulence structure, they can also be described
as “spurious” if a small number of data points are used to de-
termine the autocorrelation function, and the error exceeds the
quantity being estimated.

The integration domain for the determination of the integral
length as a representative length scale of the turbulence can be
specified in a number of ways. In this study we investigate the
following four methods:

1. integrate over the entire available domain;

2. if the autocorrelation function has a negative region, inte-
grate only up to the value where the autocorrelation func-
tion is a minimum [9];

3. integrate only up to the first zero-crossing [4]; or

4. integrate only up to the value where the autocorrelation
function falls to 1 � e [9].

To investigate the effect of the spatial domain on the integral
length determination, each of the four integration domains listed
were used to determine the integral length from the longitudi-
nal autocorrelation function of velocity. The spatial domain of
the velocity field was progressively restricted. The results are
shown in Figure 2. Note that measurements are with respect to
a DNS grid size of 2π, chosen so that wavenumbers are integer
values.
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Figure 2: Integral length (Λ) determined from DNS data (Reλ
�

26) using four different integration domains and progressively
restricting the spatial domain (A).

It is expected that the effect on integral length of increasing the
spatial domain would be to increase integral length up to a limit
where further increasing the spatial domain has little or no ef-
fect, at which point the integral length is judged to be accurate.
From Figure 2 this appears to be what happens for three of the
four integration domains, but not for the case where the inte-
gration domain includes all the available data (i.e. integrating
from x � 0 to x � xmax). The reason for this can be seen by
considering Figure 3 which shows the autocorrelation function
obtained for the entire available spatial domain. The boundary
conditions for the DNS are periodic, and the effect of this can be
seen in the form of the autocorrelation function, with very high
values (close to 1) being obtained when the distance between
correlated points is close to the side length of the grid. While
this is a true representation of the autocorrelation function from
the DNS data, it is not a fair representation for homogeneous
isotropic turbulence, where the autocorrelation function would
be expected to decay to zero within a sufficiently large spatial
domain. It also leads to an erroneous measure of integral length
if all the data is used in the evaluation, and that error can be seen
in the continued increase in the integral length observed using
this integration domain in Figure 2. The effect of the periodic
boundary condition can also be seen in the fact that the integral
length does not follow a gently increasing trend as the spatial
domain is increased up to approximately 3, but increases signif-
icantly then reduces. For these reasons this integration domain
is not used in the determination of integral length in the remain-
der of this study.
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Of the three remaining integration domains, two of the methods
give similar results (integration from zero to x at y � ymin and
from zero to x at y � 1 � e). The first of these methods (zero to x
at y � ymin) has a disadvantage in that it often cannot be evalu-
ated. If the autocorrelation function does not become negative
and does not have a minimum value, the integration domain
cannot be specified. The second of these two methods (from
zero to x at y � 1 � e) discounts a large portion of the autocor-
relation function and is expected to underestimate the integral
length. For the remainder of the results presented in this study,
the integration domain used in the evaluation of integral length
is from x � 0 to the first zero crossing of the autocorrelation
function.

Having selected an integration domain, the question is: what is
the minimum spatial domain that will ensure an accurate deter-
mination of integral length? In order to help answer this ques-
tion, Figure 4 compares the integral length determined from the
longitudinal autocorrelation function found for a range of Reλ
using a range of spatial domains. For all the Reλ shown in Fig-
ure 4 it appears that increasing the spatial domain A above � 3 � 2
only has a small effect on the evaluation of Λ. However, the
number of integral lengths in the spatial domain for this deter-
mination is different for each of the four Reynolds numbers, the
spatial domain being between � 4 and � 5 � 5 times greater than
the integral length (Λ). It is also noted that in one case an under-
estimate of integral length appears to be obtained, even though
the spatial domain is approximately six times greater than the
integral length. It appears from these results that the number of
integral lengths required in the spatial domain in order to obtain
the correct integral length may depend on the Reynolds number
of the flow under investigation. A spatial domain greater than
six times the integral length appears to be just sufficient for the
worst case represented in Figure 4.

Vorticity Integral Length

The results in the previous section indicate that a spatial domain
equivalent to at least six integral lengths is required for determi-
nation of an accurate integral length from the longitudinal ve-
locity autocorrelation function for the DNS results shown. Fur-
ther investigations were undertaken to determine what spatial
domain is required when determining the integral length scale
for the vorticity.
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Figure 4: Integral length calculated from the longitudinal auto-
correlation function over a range of spatial domains (A). Also
shown is the ratio of the spatial domain to integral length (A � Λ).
Results are shown for a range of Reλ.Hollow symbols indicate
Λ, filled symbols indicate A � Λ.

Using the same method for obtaining integral length, that is in-
tegrating up to the x-position of the first zero-crossing of the au-
tocorrelation function, results are obtained for integral length of
the vorticity from the transverse autocorrelation function. The
results are presented in Figure 5. It appears that the spatial do-
main required for an accurate determination of vorticity integral
length is smaller than needed for velocity integral length, being
approximately 1.5 compared to 3.2. However, for all the Reλ the
number of multiples of vorticity integral length required in the
spatial domain is larger, being between 4.5 and 7 times larger
than the integral length compared to between 4 and 5.5 times
larger for the velocity integral length. It is likely, however, that
a spatial domain chosen to accurately resolve velocity integral
length will also accurately resolve vorticity integral length.

Conclusions

Integral length is important in characterising the structure of
turbulence. It is a measure of the longest correlation distance
between the flow velocity (or vorticity, etc) at two points in the
flow field [3]. It is possible to extract an integral length from a
numerical or experimental investigation of turbulence, it is how-
ever not possible to determine if the integral length so obtained
is accurate.

In some of the archival literature a domain equivalent to at least
two to three times the measured integral length is recommended
for the accurate determination of integral length (eg. [2]). How-
ever a more recent citation states that a reasonable lower limit
on the domain is eight integral length scales [7]. This recom-
mendation is consistent with the results shown here, where it is
found that, in the worst case, the spatial domain must be at least
six times larger than the integral length. In the same reference
[7] it states that the effect of limiting the spatial domain has
not been studied systematically. In this paper a systematic ap-
proach to determining the effect of limiting the spatial domain
is presented. The results have suggested that a spatial domain
at least six times larger than the integral length is required for
the two Reynolds numbers presented, however the results indi-
cate that there may be a Reynolds number effect that should be
considered. Further investigations may show that specifying a
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Figure 5: Integral length calculated from the autocorrelation
function of vorticity over a range of spatial domains (A). Also
shown is the ratio of the spatial domain to integral length (L � Λ).
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simple relationship between integral length and spatial domain
is inappropriate.

In the case of the integral length of the vorticity it appears that
the spatial domain required for determination of an accurate in-
tegral length for velocity will also be sufficient for determina-
tion of an accurate integral length for vorticity.
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Abstract

The current work presents an experimental-numerical investiga-
tion of the flow in a special bend-diffuser configuration. Mea-
sured data of static pressure, time-mean velocity, and estimates
of the skin friction are compared with the results from a numer-
ical model. The main objective of the comparison was to ob-
tain information on how well the numerical simulations using
standard turbulence models, were able to reproduce the experi-
mental data. Although the geometry is simple the combination
of flow curvature and adverse pressure gradient generates com-
plex flow physics.

Introduction

Intercooling between different compressor stages are com-
monly used to reduce compressor work and thereby increase
the total efficiency of gas turbine cycles. Effective intercooling
is partly achieved by reducing the fluid velocity after compres-
sors using diffusers. Since flow in diffusers are subjected to an
adverse pressure gradient there is a potential danger for flow
separation to occur which could lead to loss in performance as
well as damage of downstream equipment. The aim of design is
to keep the adverse pressure gradient as high as possible, but be-
low a critical limit, by controlling the length versus outlet/inlet
area-ratio of the diffuser. The configuration described in the
current paper is tailored for applications were axial compressors
are used and allowable axial length is limited. The new config-
uration turns the axial flow outwards radially through a axial-
to-radial bend. After the bend a small stabilizing section with
constant flow area follows before the diffusion process starts.
Radial diffusers are not uncommon, but their main application
is after a centrifugal compressor which, considering the impor-
tance of inlet boundary conditions on diffuser performance, is a
completely different flow configuration.

Experimental setup

Figure 1 shows a schematic view of the test rig. A centrifugal
fan was used for air supply. The channels and settling chamber
were made of galvanised plates while the models were made
out of transparent plexiglass. Static pressure was measured
with a linear response pressure transducer. The uncertainty of
the static pressure measurements are within one percent. For
the velocity measurements a2.5µmPlatinum-rhodium(90/10%)
single hot-wire wire was used. The hot-wire was calibrated in
a separate unit and moved to the test rig without disconnect-
ing the cable. It was carefully put into the probe-holder and
inclined with the horizontal direction using a level tool. Mea-
surement accuracy for mean velocity, taking into account high
turbulence intensity, probe misalignment and calibration errors,
is estimated to be within 6%. The distance from the wall to the
first measurement point was measured with a telescope mounted
on a micrometer. The channel wall was polished and gave a
reflected image of the probe giving an accuracy roughly esti-
mated to be of order0.1mm. Later, the wall position was op-

Figure 1: The figure shows the cross section when slicing the
rig along they axis.

timized with a wall function fit leading to a correction of the
original value usually less than0.1mm. Figure 2 shows the dif-
ferent sections where velocity was measured and table 1 gives
an overview of geometrical and flow related data.

H

Figure 2: The figure shows an axisymmetric cross section of
the model. The radial cross sections where the velocity was
measured and skin-friction were measured and calculated are
represented by the dashed lines(Number 1- 7).

Numerical model

The numerical calculations were performed with the FLUENT
code version 6.0 [2]. The code has several turbulence models in-
corporated and is easy to use. The numerical domain was iden-
tical to the geometry shown in Figure 2, and was modeled as
being axisymmetric. Uniform mean velocity was set at section



Sec. yc rc H |U | ReDh
# [mm] [mm] [mm] [m/s] -
0 0 108.7 38.0 27.0 8.0×104

1 284.0 184.8 22.3 27.0 8.0×104

2 284.0 207.1 20.0 26.9 7.2×104

3 284.0 283.0 23.3 16.9 5.2×104

4 284.0 313.0 24.6 14.5 4.7×104

5 284.0 378.0 27.5 10.7 3.9×104

6 284.0 418.0 29.3 9.1 3.5×104

7 284.0 454.9 31.0 7.9 3.3×104

Table 1: Details of the geometry.yc andrc denote the position
of the geometrical centerline at each of the dashed lines shown
in figure 2. Dh = 2H is the hydraulic diameter andReDh is the
bulk flow Reynolds number.

0. This is close to the experimental conditions since a strong
contraction upstream of section 0 in the experiment produced a
nearly uniform velocity profile with very thin boundary layers.
In agreement with observations from the experiment, the static
pressure at the outlet was set to be uniform. At the walls the no
slip condition was imposed. The grid was made up of80×660
quadrilateral cells in the wall normal and streamwise direction
respectively, and grid independence was checked with two addi-
tional grids of70×472and50×660resolution. No major dis-
crepancy was found in velocity and skinfriction between these
three grids[7]. Towards the wall both the equilibrium and non-
equilibrium law of the wall approach was found inadequate [7].
The first grid point was therefore placed well within the viscous
sublayer (y+ < 5) and a two layer model was chosen. In the
viscosity affected region,Rey = ρy

√
k/µ < 200, the one equa-

tion model of Wolfstein [10] was used. In the fully turbulent
region several turbulence models with a varying degree of com-
plexity were employed ranging from the one-equation model
of Spalart-Allmaras[8] to the Reynolds stress model given by
Launder [4]. In the mid range complexity the two equation
k−ε-models of Launder and Sharma [5], often referred to as the
standardk− ε model (std), the ”renormalization group” (RNG)
[1], and the realizablek− ε (Realz) model by Shih et al. [6]
were used. In the buffer layer the turbulent viscosity was esti-
mated with a blending function between the values calculated
in the inner and outer regions [3]. Further details concerning
the numerical code and turbulence models may be found in ref-
erence [2].

Static Pressure

Static pressure was measured along radially directed planes, at
the hub and boss surfaces (Figure 3). The static pressure re-
covery coefficientCp(s) = (P(s)−Pin)/qin quantify how much
of the kinetic energy is recovered as static pressure energy,P,
downstream the channel.s is the streamwise length measured
from the first static pressure hole which was located100mm
downstream of section0 in figure 2. qin = 1/2ρ|U |2 is the ki-
netic energy of the mean flow, with velocityU and densityρ,
at s= 0. Figures 4 and 5 show comparisons between the mea-
sured, and calculated pressure recovery coefficient. The dotted
vertical lines are the borders between the different zones of the
configuration. 1) Inlet annular pipe, 2) Axial-Radial bend, 3)
Stabilizer, and 4) Diffuser. As can be seen from the figure there
is a reasonable degree of collapse between the computed, and
the measured pressure distribution. Following the hub side sur-
face the agreement is considered very good. There is a small de-
viation at the lower peak ofCp in the bend of about5%. Along
the boss side the agreement is also good although the relative
deviation in the bend is considerably larger. With respect to the

Figure 3: Distribution of static pressure holes (ry-plane of dif-
fuser). The holes denoted as “Symmetric check” were only used
in documenting the axisymmetry of the static pressure distribu-
tion.

form of the curves the agreement is good along both walls. Lo-
cal peaks and abrupt changes in gradients coincide well with
respect to the flow distances. It is also to be noted that a small
difference between the geometry used in the CFD, and the real
geometry could result in discrepancies, especially in the nar-
rowest regions of the flow. Table 2 gives a comparison ofCp
at the diffuser outlet. As seen from the table all methods are
within 5% of the experimentally obtained value with the RSM
model being the closest.

Method Cp (Cp,c f d−Cp,exp)/Cp,expin%
Exp. 0.678 0
SA 0.6566 -3.2

k− εstd 0.7082 4.4
k− εRNG 0.6986 3.0
k− εrealz 0.7054 4.0

RSM 0.6754 -0.4

Table 2: Comparisons of calculated and experimentally ob-
tained pressure recovery at the diffuser outlet.

Mean velocity

Figures 6 and 7 shows a comparison of calculated versus mea-
sured data of the normalized radial mean velocity component at
the outlet of the bend (r185), and close to the outlet of the dif-
fuser (r455). We clearly see that the choice of turbulence model
results in largely deviating profiles. At r185 thek− εstd results
in completely erroneous profiles indicating the peak of the ve-
locity profile to be at the opposite side of the channel compared
to the experimental results. The SA,k− εRNG and k− εrealz
represent the velocity profiles well while the RSM model per-
forms less well. At the hub side we clearly see a large difference
between the gradient of the RSM model and the experimental
results. The RSM model also has some abnormal behavior at
y/H ≈ 0.7 where it takes a distinct dip when approaching the
wall. At r455 the SA model wrongly indicate a separation zone
at the outlet and generally compare poorly with the measured
profile. Among the two equation models we clearly see that the
k− εRNG and thek− εrealz models are in better agreement with
the experimental data than the other models. Both these models
estimate the velocity peak with reasonable accuracy and also the
velocity descent from the peak towards the wall. Thek− εrealz
model clearly match the data best as seen when approaching
the walls (especially at the hub side). Somewhat surprisingly
the RSM model does not represent the current flow very well.
It is more in error with respect to the experimental data than
thek− εRNG and thek− εrealz models. This is seen especially
at the hub side wall where it overestimates the velocity largely
and completely misses on the velocity gradient in the vicinity
of the wall. The explanation for the rather poor behavior of the
RSM model is for the time being not clear.
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Figure 4: Comparison of experimental, and computedCp val-
ues along the boss surface.
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Figure 5: Comparison of experimental, and computed Cp values
along the hub surface.

Skin-friction

Due to the difficulty in accurately estimating the experimen-
tal skin-friction for the current flow three different methods
were employed. The methods used were velocity fitting us-
ing the Musker-Granville function, dynamic head pressure mea-
surements using a0.9mmdiameter Preston tube, and the Von-
Kárman momentum equation based correlation of White[9].
Figure 8 and Figure 9 show the comparison of the globally nor-
malized skin-friction coefficient,Cf = 2τw/ρU2

r,in, at the hub
and boss sides respectively. At the hub side, in the diffuser, the
three experimental based methods agree very well in the outer
part, but are more scattered in the inner part of the diffuser. The
simulation results however are scattered throughout most of the
domain. The RSM model indicates a significantly higherCf
than the other models while the SA model is the lowest and pre-
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Figure 6: Calculated and measuredUr mean velocity at r185.
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Figure 7: Calculated and measuredUr mean velocity at r455.

dicts separation atr ≈ 275mm. Thek− εRNG and thek− εrealz
models agree well with each other but underpredict the experi-
mentalCf towards the outlet. Thek− εRNG simulation is very
close to separation at the hub side as we see from the included
subfigure in Figure 8. Thek− εstd, fits the experimental data
best through the diffuser. At the boss side the experimentally
based methods are less scattered and the agreement between
simulations and the experiment is considerably better. At this
side both thek− εstd and RSM model overpredicts the skin-
friction slightly. The SA model underpredicts theCf in the be-
ginning of the diffuser but decays less rapidly compared to the
other models and ends up overpredicting theCf at the outlet.
Thek−εRNGand thek−εrealz models agree very well with the
experiments.

The two first measurements in the figures are in the vicinity of
the borders between the bend-stabilizer and stabilizer-diffuser
respectively. At these positionsCf exhibits a discontinuous be-



havior due to the discontinuity in the gradient of the width with
respect to the streamwise distance. In this region a small po-
sitioning error in the streamwise direction leads to large errors
in Cf . Hence it is difficult to compare the experimental and
computed distributions here. However, it appears that the ex-
perimental values lie within the ranges of the CFD values.
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Figure 8: Comparison between calculated and experimentally
obtained estimates of the skin-friction coefficient at the hub side
of the channel.
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Figure 9: Comparison between calculated and experimentally
obtained estimates of the skin-friction coefficient at the boss
side of the channel.

Summary

The current work describes the flow in an axial to radial bend-
diffuser configuration. This configuration is used as a pressure
recovery device behind axial compressors when axial space is
limited. No prior reports on this particular flow configuration
has been found. Radial diffusers are not uncommon, but nor-
mally there is a centrifugal compressor upstream of the diffuser.
Mean velocity and static pressure has been measured and based
on these data the skin-friction,Cf , has been calculated. The
experimental data have been compared with numerical simula-
tions using the Fluent software package. The comparisons show
that with respect to the pressure recovery,Cp, the differences be-
tween the measured and calculated data are within5%. The one
equation turbulence model underestimates while the two equa-
tion models overestimate the measured value. The Reynolds
stress model (RSM) agrees with the measurements to within
1%. The realizablek− ε model, closely followed by the renor-
malized group model (RNG), clearly predicted the mean veloc-
ity best while the other models did not compare very well. Skin
friction was predicted fairly well along the boss side surface
while being less accurate along the hub surface. The one equa-
tion model incorrectly predicts a small separation zone along
the hub side surface. A detailed investigation of the different
turbulence models clarifying what causes the large differences
in especiallyCf andUr has not been carried out yet.
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Abstract  
Numerical studies have been carried out to examine the starting 
transient flow features in high-performance solid rocket motors 
with non-uniform port geometry with the aid of a standard k-
omega turbulence model. The parametric studies have been 
carried out to examine the geometry-dependent driving forces, 
which control the transient flow features of solid rockets with 
non-uniform ports. We concluded that the narrow port and long 
flow development ahead of the steep divergence are shown to 
favor flow separation, which might lead to high peak pressure, 
pressure-rise rate and thrust oscillations during the starting 
transient period of operation of high-velocity transient motors 
with divergent ports.  
 
Introduction many modern high-performance solid rockets 
have grains with sudden expansion/divergence of port combined 
with high volumetric loading density, high throat to port area 
ratio (At/Ap > 0.56) and large length-to-diameter ratio (L/D > 10). 
Qualitatively these motors are referred as high-velocity transient 
(HVT) motors. Flow separation and recirculation caused by 
sudden changes in port geometry plays an important role in the 
design of these motors. The basic idea behind a solid rocket 
motor (SRM) is simple but its design is a complex technological 
problem requiring expertise in diverse sub disciplines to address 
all of the physics involved. The design optimization of high-
performance rockets is more complex when the mission demands 
dual thrust. Dual-thrust motors with single chamber necessarily 
have non-uniform port geometry. Although, a great deal of 
research has been done in the area of solid rockets for more than 
six decades, the accurate prediction of the starting transient/ 
ignition transient of high-performance solid rockets with non-
uniform ports has remained an intangible problem [1-3]. The 
starting transient is usually defined as the time interval between 
the application of the ignition signal and the instant at which the 
rocket motor attains its equilibrium or the designed operating 
conditions. The two primary concerns during the starting 
transient are the overall time of the transient and the extent of the 
peak pressure. The overall time, that is, the delay in the 
development of full thrust must be kept within some limit and 
must be reproducible. This research topic, although interesting in 
its own right, has been motivated by several practical problems.  
 
The motivation for the present study emanates from the desire to 
explain the phenomena or mechanism(s) responsible for the high 
pressure, pressure-rise rate,  instabilities and pressure oscillations  
______________________________ 
1Scientist/Engineer, Propulsion Group, Vikram Sarabhai Space Centre, 
India, Email: rsanal@hotmail.com (Currently at the Andong National 
University). 
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often observed during the static tests and the actual flights of 
certain class of SRMs with non-uniform ports [3-6]. In this study 
attention is focused on idealized grain geometry with divergent 
port; deduced from the US Space shuttle’s redesigned SRM, 
Ariane 5 SRM and Dual-thrust motor configurations. For 
technological reasons, large solid propellant boosters, such as US 
Space Shuttle and Titan SRMs or European Ariane 5 P230 are 
made from segmented propellant grains from three to seven 
segments with non-uniform ports according to the motor 
versions. Earlier works at the USA show that such grain 
segmentation conducted to low amplitude, but sustained pressure 
and thrust oscillations, on the first longitudinal acoustic mode 
frequencies [7-9]. Although such oscillations do not jeopardize 
the mission, they induce some penalties to the overall 
performance. Detailed studies on instabilities and pressure 
oscillations in solid rocket motors have been carried out by Yves 
Fabignon et al [7] at ONERA (2003). But none of these studies 
able to explain the cause(s) of the unexpected pressure peak, 
pressure-rise rate and thrust oscillations often observed in certain 
class of dual-thrust motors (DTMs) during the starting transient 
period of operation. Figure 1 shows a typical DTM configuration 
with narrow cylindrical port at the head-end followed by 
divergence region and star port at the nozzle-end. In such 
configurations, it is very likely that the flow separation would 
take place at transition locations.  

 
Figure 1. Typical dual-thrust motor. 

In all the previous studies the features of turbulent separated 
flows are not examined in any motor with dual-thrust 
configuration [10]. With the advent of computational fluid 
dynamics (CFD) and available computer power, several 
numerical studies have been reported on the overall starting 
transient of SRMs in the recent past. Even though these studies 
have been helpful in interpreting many fundamental processes on 
starting transient, the understanding of pressure peak and 
pressure oscillations often observed in HVT motors has been 
elusive. In an attempt to resolve some of these problems and in 
the light of new findings [10, 11], a substantial revision of the 
existing idea is required. One such problem of urgency is to 
examine the starting transient flow features, without invoking the 
mass addition and combustion, of high-performance solid rockets 
with non-uniform ports. In this paper, using a two dimensional 
turbulence model, a diagnostic investigation is carried out to 
examine the geometry-dependent driving forces on the starting 
transient flow features of dummy (unignited) SRMs with dual 
thrust configuration. Note that it is often the practice in ignition 
studies to use dummy grains to obtain the physical insight into 
the starting transient flow features of SRMs a priori.    
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Numerical Method of Solution 
The numerical simulations have been carried out with the help of 
a standard k-omega model. This turbulence model is an empirical 
model based on model transport equations for the turbulence 
kinetic energy (k) and the specific dissipation rate (ω). This code 
solves standard k-omega turbulence equations with shear flow 
corrections using the coupled second order implicit unsteady 
formulation. The turbulence kinetic energy, k, and the specific 
dissipation rate, ω, are obtained from the following two transport 
equations:  
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In the equations, Gk represents the generation of turbulent kinetic 
energy due to mean velocity gradient. Gω represents the 
generation of ω. Γk and Γω represent the effective diffusivity of k 
and ω,  respectively. Yk and Yω represent the dissipation of k and 
ω due to turbulence. Sk and Sω are user-defined source terms.  
 
This model uses a control-volume based technique to convert the 
governing equations to algebraic equations, which can be solved 
numerically. The viscosity is determined from the Sutherland 
formula. An algebraic grid-generation technique is employed to 
discretize the computational domain. The present code has been 
validated and selected for capturing the fine flow features often 
observed in SRMs with non-uniform port. A typical grid system 
in the computational region is selected after the detailed grid 
refinement exercises. The grids are clustered near the solid walls 
using suitable stretching functions. In all the cases length of the 
first grid from the solid surfaces is taken as 0.1 mm. The motors 
geometric variables and material properties are known a priori. 
Initial wall temperature, inlet total pressure and temperature are 
specified. At the solid walls no-slip boundary condition is 
imposed. At the nozzle exit a pressure profile is imposed. The 
Courant-Friedrichs-Lewy number is initially chosen as 3.0 in all 
of the computations. Ideal gas is selected as the working fluid. 
The transient mass additions due to propellant burning are 
deliberately ignored in this model to examine the turbulent 
separated flow features discretely in solid rockets with non-
uniform ports.  

 
The numerical results corresponding to the experimental 
configuration and propellant properties reproduce many 
qualitative features such as secondary ignition and backward 
flame spread. These results are succinctly reported in the 
previous connected papers [12-16]. In this study consideration is 
given to examine the geometrical influence on turbulent 
separated flows in SRMs without any mass addition. Results of 
interests such as reattachment length, size of the recirculation 
bubble and the axial velocity variations are reported to illustrate 
the influence of transition region on the flow characteristics of 
turbulent mixed convection downstream of a solid rocket motor 
with divergent port. Such detailed results are needed for an 
integrated design and optimization of the high-performance solid 
rockets port geometry and its allied igniters with confidence.  
 
Results and Discussion 
In the present numerical simulation two different physical models 
with different port geometries are examined. In the first phase 
low-velocity transient (LVT) motors (At/Ap < 0.56, L/D < 10) 
and in the second phase HVT motors are considered. The grid 
system (baseline case) in the computational region for LVT 
motor is shown in figure 2.  Baseline values are selected based on 
the geometric  configuration  of  a  typical  LVT  motor (L/D = 4, 

 
Figure 2. Grid system (180 x 30) in the computational region. 

Xs/d = 3, dt/D = 0.375). Initial total pressure and temperature are 
given as the input to the code and a pressure profile is imposed at 
the exit. Except the geometric variable all other parameters are 
kept constant in the parametric studies.  
 
Figure 3 shows the comparison of the axial velocity variation at a 
particular time interval for five different test cases. In the first 
three cases divergent location (Xs) is varied, in the forth case 
inlet diameter is increased by 50% and in the fifth case 
divergence angle, α is increased from 45 o to 64 o. All the results 
reported are anticipated and giving corroborative evidences of the 
previous experimental and theoretical findings [10-16].  
 

 
Figure 3. Demonstrating the influence of port geometry on the velocity 
variation along the axis (configuration is shown in inset).      

It can be seen from figure 3 that, in three different cases (Case 2, 
3 & 5), the axial velocity is relatively high at the divergence 
location. This can be explained with the help of boundary layer 
theory. Note that owing to the viscous friction, boundary layer 
will be formed on the walls (before the transition region) and 
their thickness will increase in the down stream direction to the 
divergence location. Since the volume of flow must be the same 
for every section, the decrease in rate of flow near the walls 
which is due to friction must be compensated by a corresponding 
increase near the axis. Thus the boundary layer growth occurs 
under the influence of an accelerated external flow. As a result, at 
larger distances from the inlet section velocity will be relatively 
high at the divergence location. This will cause flow separation 
far downstream of the divergence region. In the forth case 
reported herein shown relatively low velocity at the axis due to 
high port area compared to the other four cases reported. 
Traditionally many solid rocket motor designers occasionally 
increases the port area of a solid rocket motor for reducing the 
unexpected pressures peak observed during the starting transient 
period. Note that such an increase in port area will negate the 
high performance nature of the rocket motor. Figure 4 depicts the 
velocity vectors at two different time intervals showing the 
formation of recirculation bubble and flow reattachment for a 
typical case. This figure gives a clear description about the flow 
development pattern at the expansion region during the starting 
transient period of operation of a typical solid rocket motor with 
divergent port. The recirculation bubble and the reattachment 
point are visible at the divergent region at time, t=0.006s. When 
time advances this region gradually expands and shifts towards 
the downstream and finally vanishes. Reverse flow can be 
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recognized up to t = 0.001 s. This phenomenon is not observed in 
the forth case due to high inlet port area and low axial velocity. 

      
Figure 4. Sequence of pictures showing the formation of recirculation 
bubble and its expansion at two different intervals of time in an SRM 
with divergent port (Enlarged view).  
In the first case flow recirculation tendency, leading for 
reattachment and secondary ignition, was found very less because 
location of the transition region was near to the head-end at the 
cost of the propellant loading density. When the transition 
location was fixed at far downstream of the SRM, the tendency 
of flow separation was found very high. This will lead to the 
formation of recirculation bubble and flow reattachment. Note 
that the flow reattachment will favour secondary ignition and that 
will cause the flow unsteadiness leading for an unacceptable 
high-pressure rise rate during the staring transient period of 
operation of solid rockets. Hence the prudent selection of the 
transition location within the given envelop, without diluting the 
high-performance nature of solid rocket motor, is critical for a 
designer. This task will be more complex in the case of HVT 
motor, which is discussed in the subsequent session.      
 
In the second phase attention is focused on HVT motors with 
sudden enlargement of port, as has been observed in the case of 
Space Shuttle’s Redesigned SRM. In the parametric study three 
different transition locations (Xs) are considered. Figure 5 shows 
the grid system in the computational region of the baseline case.  

 

 
 
      Figure 5. Grid system in the computational region of an HVT motor. 

 
An algebraic grid-generation technique is employed to discretize 
the computational domain. The total element in each case is fixed 
as 1328. The grids are clustered using suitable stretching 
functions for capturing the fine flow features during the transient 
period. Note that the inappropriate stretching of grids will lead to 
the inaccurate prediction of the reattachment point. An error in 
pinpointing the reattachment point will lead to the significant 
errors in the actual prediction of the location of secondary 
ignition, which will warrant the inaccurate performance 
prediction of HVT motors. The geometrical parameters are 
selected based on typical HVT motors. In all the cases, 
considered in this study, the length-to-diameter ratio and the 
throat-to-port area ratio are retained as constant values similar to 
a conventional HVT motor. The igniter jet flow and the material 
properties are retained as constant for examining the influence of 
location of the transition region on identical conditions. The 
ignition is not invoked in this analysis. At the solid walls no-slip 
boundary condition is imposed. Initial total pressure and 
temperature are prescribed at the inlet and a pressure profile is 
imposed at the nozzle exit. In the first numerical drill, for all the 
cases, the initial igniter total pressure is taken as 2.25 kgf/cm2, 
and temperature as 700 K. The turbulent intensity is assumed as 
10% at the inlet and the exit. At the given inlet hydraulic 
diameter, using the standard k-ω model, the initial inlet turbulent 
kinetic energy is evaluated as 306.93 m2/s2 and the corresponding 
specific dissipation rate is obtained as 62569.78 s-1. The initial 
Courant-Friedrichs-Lewy number is chosen as 5 in all the cases. 

Figure 6 is demonstrating the difference in velocity magnitude 
along the axis of an HVT motor with three different divergent 
locations at two different time intervals but with same initial and 
boundary conditions. In all the cases the velocity magnitude is 
found maximum at the transition location.  

 
Figure 6. Demonstrating the difference in velocity magnitude along the axis of an HVT 
motor with three different divergent locations at two different time intervals but with 
same initial and boundary conditions. 
 
As explained in the previous cases, in general, at larger distances 
from the inlet section (Xs) velocity will be high at the step 
location due to the boundary layer effect. But figure 6 shows that 
the peak value of the axial velocity is relatively lower in the Case 
3 (Xs = 0.20 m) than the Case 2 (Xs = 0.15 m).  This will not 
contradict the argument reported earlier based on boundary layer 
effect because this difference is due to the altered variation of the 
entire flow field due to the nozzle end effect coupled with the 
geometry dependent driving forces and the corresponding 
compressibility effect. Through these diagnostic investigations, 
we observed that there is a limiting case of the location for 
transition for developing maximum axial velocity in any HVT 
motor due to its port geometry. In all the HVT motor cases, as 
anticipated, at the upstream the flow acceleration is found very 
high compared to the LVT motor cases reported earlier. 

 
Figure 7. Velocity distribution showing the formation of the recirculation 
bubble and the reattachment point at the divergent region of the HVT 
motor of Case 2 (Xs = 0.15 s) at time, t = 0.003 s (Enlarged view). 

The separated flow characteristics such as size of the separation 
bubble, flow redevelopment and heat transfer in the recirculation 
region are known to depend on Reynolds number upstream of the 
divergent region and its height. In the HVT motor cases 
considered here the reattachment point is found to lie around    
1.5 - 3 times of the divergent height, as estimated, which is 
relatively higher than the LVT cases considered in this study. 
Figure 7 depicts the velocity vectors at time, t = 0.003 s showing 
the formation of recirculation bubble and flow reattachment for 
the case Xs = 0.15 m. Reverse flow can also be recognized in this 
figure. We can easily infer from this figure that the implication of 
the secondary ignition will be more severe in the case of HVT 
motors because the location of the secondary ignition will be 
closer to the reattachment point, which is observed far 
downstream than LVT motor cases. From these results one can 
assert that the flow instability, pressure-rise rate and the ignition 
pressure peak will be more prominent in HVT motors than LVT 
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motors. We also observed that in all the cases, due to the flow 
instability, the near wall temperature was found non-uniform 
along the curved surface and as a result the heat flux values will 
be discontinuous. This will warrant the discontinuous ignition 
leading for multiple flame fronts in HVT motors with divergent 
port. The velocity, density and temperature fluctuations are not 
independent, being related, also through pressure fluctuations, by 
the mass balance equation, the energy balance equation, and the 
constitutive equation of the fluid. So suppression and control of 
one parameter will be a meaningful objective for rocket motor 
design optimization. We also discerned that under certain 
conditions, the flow gets accelerated to a higher Mach number 
(M>1) near the transition region of an HVT motor with divergent 
port but without any geometrical-throat! A shock wave cannot 
exist unless the Mach number is supersonic; therefore the flow 
must have accelerated through a throat which is sonic. As argued 
above, owing to the viscous friction, boundary layer will be 
formed on the walls (before the transition region) and their 
thickness will increase in the down stream direction to the 
divergent location leading to the formation of a momentarily 
fluid-throat at the transition location. This might lead to the 
formation of shock waves in certain class of HVT motors with 
divergent port. Note that the downstream of the shock the flow 
has an adverse pressure gradient, usually leading to wall 
boundary-layer separation and reattachment.  
 
From these studies one can deduce that the thrust/pressure 
oscillations, pressure-rise rate and unexpected peak pressure 
often observed in solid rockets with non-uniform ports are 
presumably contributed due the joint effects of the geometry 
dependent driving forces and the chamber gas dynamic forces. 
The present study is expected to aid the designer for conceiving 
the physical insight into problems associated with the prediction 
and the reduction of the peak pressure, the pressurization rate and 
thrust oscillations during the starting transient period of operation 
of solid rockets with non-uniform ports.  
 
Concluding Remarks  
It is indeed accepted that no single turbulence model is 
universally accepted as being superior for all class of problems. 
However, the experience gained through our studies prompted to 
choose k-omega model for the diagnostic investigation of the 
oscillatory behavior of thrust transient of solid rockets with non-
uniform ports. Through these diagnostic investigations, we 
observed that there is a limiting case for transition location for 
forming peak velocity in any HVT motor due to the nozzle end 
effect coupled with the port geometry and the chamber gas 
dynamics effects. The shock waves, the boundary layer thickness 
and the turbulence are rather familiar notion: yet it is not easy to 
define in such a way as to cover the detailed flow characteristics 
comprehended in HVT motors. The shock waves in HVT motor 
will alter the turbulence level and this new turbulence level will 
alter the location of reattachment and secondary ignition. The 
shock wave formed presumably due to the fluid-throat effect is 
an area that needs to be contemplated in detail. We concluded 
that the narrow port and long flow development ahead of the 
steep divergence are shown to favour flow separation, which 
might lead to high pressure-rise rate and ignition over pressure 
during the starting transient of SRMs with non-uniform ports. 
The zone of the secondary ignition for many laboratory tests and 
the location of the reattachment point for SRMs with divergent 
port in the present numerical studies are found around 0.8-3.0 
times of the step height. Therefore, one can conclude that the 
secondary ignition occurs inside the initial recirculation bubble. 
The preheating of the propellant in this zone before the arrival of 
the flame at the transition region therefore appears important, 
which however not invoked in this analysis. The present study 
leads to say that a prudent selection of the port geometry is one of 

the challenging tasks for any HVT motor designer for getting 
reliability, repeatability and payload capability of any launch 
vehicle with credence.  
 
Acknowledgment 
The KOSEF under the overseas research program for promoting 
cooperation in the field of science and technology between India 
and South Korea has supported this work and acknowledged the 
same by the first author. 
 
References 
[1] Peretz, A., Kuo, K.K., Caveny, L.H., & Summerfield, M., 

Starting transient of  solid   propellant rocket motors with 
high internal gas velocities,  AIAA. Journal, Vol. 11, No. 12, 
1973, 1719-1729. 

[2] Kumar, M. and Kuo, K. K, 1983, Flame spreading and 
overall ignition transient, Prog. Astronaut. & Aeronaut, 90, 
1983, 305-60. 

[3] Salita, M., Modern ignition transient modelling (Part 1): 
Introduction and Physical Models, AIAA Paper, No. AIAA 
2001-3443. 

[4] Raghunandan, B.N., Diagnostic investigation of ignition 
problems in high-performance rocket motors, Final Technical 
Report, AE Department, IISc, Bangalore, India, Report No. 
ISTC/AE/BNR/043, 1995.  

[5] Sanal Kumar, V. R., and Raghunandan, B. N., A ballistic 
explanation of ignition peak of low velocity transient motors, 
Proceedings of the 2nd  IHEM Conference and  Exhibit, IIT 
Chennai, India, 8-10 Dec., 1998, 371-375. 

[6] Luke, G. D., Eager. M. A., and Dwyer, H. A., Ignition 
transient model for large aspect ratio solid rocket motors, 
AIAA paper, No. AIAA 96-3273. 

[7] Fabignon, Y., Dupays, J., Avalon. G., Vuillot, F., 
Lupoglazoff, N., Casalis, G and Prevost, M, Instabilities and 
pressure oscillations in solid rocket motors, Aerospace 
Science and Technology, 7, 2003, 191-200. 

[8] Brown, R.S., Dunlup, R., Young, S.W., and Waugh, R.C., 
Vortex shedding as a source of acoustic energy in segmented 
solid rockets, Journal of  Spacecraft and Rockets 18(4), 1981, 
312-319. 

[9] Manson, D.R., Folkman, S.K., Behring, M.A, Thrust 
oscillations of the space shuttle solid rocket booster motor 
during static tests, AIAA paper . No. AIAA 79-1138. 

[10]Raghunandan, B.  N., Sanal Kumar, V. R., Unnikrishnan, C 
and Sanjeev, C., 2001,  Flame spread with sudden expansions 
of ports of solid propellant rockets,  Journal of Propulsion 
and Power,  Vol. 17, No. 1, 2001, 73-78. 

[11]Sanal Kumar, V.R., Thermoviscoelastic characterization of a 
composite solid propellant using tubular test, Journal of 
Propulsion and Power, Vol.19, No.3, 2003, 397-404. 

[12]Raghunandan,B.N., Madhavan, N.S., Sanjeev, C and Sanal 
Kumar, V. R., Studies on flame spread with sudden 
expansions of ports under elevated pressure, Defence Science 
Journal, 46 (5), 1996, 417-423. 

[13]Sanal Kumar, V. R., and Unnikrishnan, C., Raghunandan, 
B.N., 2000, Studies on ignition transients of solid rocket 
motors with non-uniform ports, AIAA Paper, No.2000-3701.  

[14]Unnikrishnan, C., Sanal Kumar, V. R., and Raghunandan, 
B.N., Internal flow  simulation of solid rockets using an 
unsteady Navier Stokes solver, AIAA Paper, No.2001-3450. 

[15]Sanal Kumar, V. R., and Unnikrishnan, C., Raghunandan, 
B.N., Effect of flame spread mechanism on starting transients 
of solid rocket motors, AIAA Paper, No. 2001-3854. 

[16]Sanal Kumar, V. R., Unnikrishnan, C., Kim, H.D., 
Raghunandan, B. N., and Setoguchi, T., 2004,  Simulation of 
flame spread and turbulent separated flows in solid rockets, 
AIAA paper, AIAA 2004-3375.  



15th Australasian Fluid Mechanics Conference 
The University of Sydney, Sydney, Australia 
13-17 December 2004 

 
The Effect of Turbulence on Cloud Droplet Collision Rates 

 
C.N. Franklin1, P.A. Vaillancourt2, M.K. Yau1 and P. Bartello1,3 

1Department of Atmospheric and Oceanic Sciences 
McGill University, Montreal, Quebec, H3A 2K6 CANADA 

2Recherche en Prévision Numérique 
Meteorological Service of Canada, Dorval, Quebec, H9P 1J3 CANADA 

3Department of Mathematics and Statistics 
McGill University, Montreal, Quebec, H3A 2K6 CANADA 

 
 

Abstract 
Direct numerical simulations of an evolving flow field have been 
performed to explore how turbulence affects the motion and the 
collisions of cloud droplets. Large numbers of droplets are 
tracked through the flow field and their positions, velocities and 
collision rates have been found to depend on the eddy dissipation 
rate of turbulent kinetic energy. The radial distribution function, 
which is a measure of the preferential concentration of droplets, 
increases with eddy dissipation rate. The clustering is most 
pronounced for 15 and 20 µm droplets, which is the largest radius 
ratio considered, increasing to more than twice the value for a 
homogeneous Poisson distribution. This increase from the value 
for sedimenting droplets in a quiescent flow, together with an 
increase in the mean radial relative velocity of colliding droplets, 
leads to increases in the geometric collision kernel of up to 
almost 4 times the corresponding gravitational kernel. The 
greatest increase in the collision efficiency is observed for the 
smallest radius ratio. Interacting 5+20 µm droplets collide almost 
3 times more frequently when turbulent accelerations are 
included in their equation of motion as compared to the purely 
gravitational case. The lowest dissipation rates had the greatest 
effect on the collision kernel that includes the hydrodynamic 
forcing between interacting droplets for the smallest radius ratio 
considered. The most energetic flow field produced the largest 
increase in this kernel for the droplets of 15 and 20 µm in radius 
and this was the most significant increase observed of more than 
9 times the gravitational kernel. These increases are expected to 
play an important role in the broadening of the drop size 
distribution and the initiation of rain.  
 
Introduction  
The time of transition from cloud droplet growth by condensation 
to that of effective collision and coalescence is an outstanding 
issue in cloud physics. Turbulence has long been postulated to 
reduce the time it takes to produce rain drops by accelerating the 
growth of droplets in the size range of 5 to 30 µm in radius. Due 
to the complexity of the problem, previous studies of turbulence-
droplet interactions made use of statistical techniques and 
numerous assumptions about the flow field and the motion of the 
droplets and hence there is a lot of discrepancy between the 
results. With the increase in computational power we are now in 
a position to be able to use direct numerical simulations (DNS) of 
the flow field to investigate the effect of turbulence on the 
collisions of droplets. DNS have the advantage of explicitly 
resolving the dissipation range dynamics, which has been shown 
to have the most influence on the local particle accumulation and 
settling rate of small particles whose diameter is less than that of 
the small eddies of the flow [9]. 
 
As demonstrated by Sundaram and Collins [6] the collision 
kernel can be expressed by two statistical quantities of the 
particle phase; the radial distribution function g(R) and the 

particles’ relative velocity |w|. When an inertial particle interacts 
with a turbulent structure, because of centrifugal forces the 
particles will tend to cluster or become preferentially 
concentrated in regions of the fluid with low vorticity and 
increased pressure in the boundaries between eddies. Since an 
increased local particle density means that there is an increased 
probability of finding two droplets closely separated in the flow, 
consequently there is an increase in the collision rate or kernel. 
Wang et al. [10] extended this work and demonstrated that the 
spherical geometry is the correct form to use in the problem of 
collision in a turbulent flow field and thus the collision kernel, Γ, 
for droplets of radius r1 and r2 is given by 

)(2 2 RgwR rπ=Γ                      (1) 
where R is the sum of the droplet radii and the radial relative 
velocity wr is defined as w⋅R/|R|, where R is the separation 
vector for the droplets’ positions. For droplets falling only under 
the force of gravity, the collision kernel is expressed by (1) with 
g(R) equal to 1 and <|wr|> equal to half of the difference in the 
terminal velocities of the droplets. The collision kernel can also 
be defined in terms of the direct counting of collisions as 

21NdtNncΩ=Γ                           (2) 
where nc is the average number of collisions per time step, Ω is 
the volume, dt is the time step and N is the number of droplets 
from the respective size group. 
 
Numerical Methods 
The turbulent flow field is generated by solving the Navier-
Stokes equations using a pseudo-spectral model. For a detailed 
description of the model see Vaillancourt et al. [8]. The initial 
kinetic energy is specified and throughout the simulation energy 
is forced into the large scales of the flow to produce a statistically 
stationary field. Four numerical simulations are performed with 
the number of grid points N3 equal to 803, 1203, 1803 and 2403. 
The computational domain is fixed for all experiments at 
10x10x10 cm3, thus we increase in spatial resolution from a grid 
length of 0.125 cm to 0.04166 cm. Periodic boundary conditions 
are imposed in all three directions. The flow field that is 
generated by the model is homogeneous and isotropic and this 
structure is expected to be representative of the small-scale flow 
of adiabatic cloud cores. It is this region of the cloud where one 
would expect to find the large droplets needed to initiate effective 
collision-coalescence growth, as the main body of the cloud 
typically has lower water contents. The average eddy dissipation 
rates, ε, for the simulations are 95, 280, 656 and 1535 cm2 s-3, 
which span the range of observed values in cumulus clouds. Even 
though the Reynolds numbers of the flows (Rλ increases from 33 
to 55) are much smaller than those of atmospheric turbulence, the 
Kolmogorov scales are close to atmospheric values and it is these 
scales that have the most influence on droplet motion. 
 



 

25 000 droplets of each of the two sizes being considered are 
tracked in the simulations. Due to the small volume fraction 
occupied by droplets we neglect any modification that the 
droplets may have on the turbulence and only consider binary 
collisions. The equation of motion for the droplets is  

( ) ( )[ ] ( )( ) gVXUV
+−= ttt

dt
td

p

,1
τ

             (3) 

where V(t) is the droplet velocity at time t, U is the flow field, X 
is the droplet position, g is gravity and τp is the droplet inertial 
response time based on the Stokes drag force, which is a function 
of the droplet mass, size and the dynamic viscosity of air. The 
droplets are randomly distributed in the domain once the 
turbulent flow field has reached a statistically stationary state. To 
ensure there is no influence of the initial conditions on the 
results, the droplet positions and velocities are allowed to evolve 
in time before the calculation of the collision statistics begins. 
For a description of the collision detection scheme see Franklin et 
al. [2]. 
 
Geometric Collision Kernels 
The collision statistics have been calculated for collisions 
between a collector droplet of 20 µm in radius and droplets of 
sizes 5, 10 and 15 µm. These sizes have been chosen as it is 
collisions between droplets in the range of 5 to 30 µm that are 
needed to allow some large droplets to grow to a size that will 
initiate effective coalescence. If turbulence is to significantly 
reduce the time it takes to produce rain drops, the collision kernel 
for small droplets must increase from the gravitational collision 
kernel. Figure 1 shows the sensitivity of the collision kernels to 
the turbulent forcing. The turbulent kernels calculated from (2) 
for the 3 droplet size combinations all show a fairly linear 
response to increasing dissipation rates. For the lowest 
dissipation rate the turbulent kernels are only marginally larger 
than the corresponding gravitational kernel. However, as the 
dissipation rate increases the turbulent kernels increase, with the 
largest radius ratio (15+20 µm) giving the greatest increase of 
almost 4 times the gravitational case. These increases are 
significant and are expected to influence the evolution of the drop 
size distribution. The physical mechanisms responsible for these 
increases are discussed in the following section. 

 
Figure 1. The turbulent collision kernel normalised by the corresponding 
gravitational kernel as a function of average eddy dissipation rate (cm2    
s-3). The dotted line is the normalised collision kernel for the 15 and 20 
µm droplets, the solid line is for the 10 and 20 µm droplets and the 
dashed line is for the 5 and 20 µm droplets.  
 
Radial Relative Velocity and Preferential Concentration 
As shown in (1) the collision kernel is partly a function of the 
relative velocity between droplets. Just as the differential inertia 
effect due to gravitational acceleration defines the relative 
velocity in a quiescent flow, this effect also contributes to the 
relative velocities amongst droplets in a turbulent flow. The 

turbulent flow field can change the droplets’ velocities by two 
physical processes. The first is the inertial bias which causes 
droplets to accumulate in the peripheries of local vortical 
structures. The second process is caused by the droplets tending 
to move on the downflow sides of these vortices due to particle 
inertia, the local velocity field and the way the droplets generally 
approach these structures from above [9]. The quantity that is 
input into the collision kernel calculation is the mean radial 
relative velocity of the droplet pairs that are separated by a 
slightly larger distance than that required for a collision. The 
reason being that the non-uniform flow field results in a local 
non-uniform relative velocity distribution [11]. The other 
kinematic quantity that can change the collision kernel is the 
preferential concentration of the droplets. In a bidisperse system 
the clustering is determined by the correlation between particle 
concentrations of the two size groups. Zhou et al. [12] 
demonstrated that particles of different sizes will tend to cluster 
in different regions of the flow field due to the different inertial 
responses to the flow accelerations.  
 
Table 1 and figure 2 show that for small radius ratios, that is the 
5+20 µm case, the increase in the turbulent collision kernel that is 
illustrated in figure 1 results mostly from increases in the radial 
relative velocities between droplets. The spatial distribution of 
these droplets in the two lowest dissipation rate flows show no 
spatial correlations, as g(R) is close to 1 which is the value for a 
homogeneous Poisson distribution. For the two highest 
dissipation rates, the droplets become preferentially concentrated 
with a maximum value of g(R)=1.1296, which demonstrates that 
in this case the chances of seeing two droplets, one from each 
size category, closely separated in the flow is approximately 13% 
greater than the purely gravitational case. 
 

 ε 95 280 656 1535 
5+20 <|wr|>n 1.0120 1.0684 1.1624 1.3500 
 g(R) 0.9905 1.0023 1.0517 1.1296 
10+20 <|wr|>n 1.0119 1.0630 1.2214 1.5099 
 g(R) 1.0274 1.1949 1.2311 1.3672 
15+20 <|wr|>n 1.0181 1.1169 1.3283 1.7801 
 g(R) 1.1158 1.3966 1.6912 2.1679 

 
Table 1. Preferential concentration g(R) and the normalised mean radial 
relative velocity <|wr|>n between droplets that are closely separated in the 
domain, for the three size combinations of droplets in the four different 
flow fields with increasing dissipation rates ε (cm2 s-3). The velocities 
have been normalised by the corresponding gravitational values. 
 
For collisions between the droplets of 10 and 20 µm in radius, the 
increase in the collision kernel is comparable between the two 
kinematic quantities across the four simulations. For the largest 
radius ratio, the 15 and 20 µm case, the large increases shown in 
figure 1 can be attributed to increases predominately in the 
clustering of the droplets. However, wr also shows the largest 
increase from the corresponding gravitational value for this size 
combination of droplets. The reason why turbulence has the 
greatest impact for this case is primarily because of the droplet 
Stokes number. The Stokes number is the ratio of the particle 
inertial response time τp, to the Kolmogorov time scale of the 
flow. The effect of turbulence has been demonstrated to have the 
most effect on g(R) for both non-sedimenting and sedimenting 
monodisperse droplets when this number is of order 1 [6,9]. The 
Stokes numbers of cloud droplets are small [7] and the largest 
Stokes number in our simulations is 0.48, which is the value for 
the 20 µm droplet in the most energetic flow. The trend for the 
effect of turbulence on the droplet clustering to increase with 
increasing Stokes number is demonstrated by the results in table 
1 and shows support for the hypothesis of Kolmogorov scaling 
for the radial distribution function. It is important to note 
however, that the Stokes number does not take into consideration 



 

the effect of the terminal velocity of the droplets. The 
gravitational forcing means that the time of interaction between 
an eddy and a particle will be reduced and thus the Stokes 
number does not describe all aspects of the interaction between 
droplets and the turbulent flow field. This is clear from the lack 
of Stokes number scaling for the normalised radial relative 
velocities. Results for other size combinations of droplets are 
necessary before an appropriate nondimensional parameter to 
describe the interaction can be determined.  
 
Collision Efficiencies 
When two droplets approach one another, the fluid they push 
aside as they move through a medium interacts with the other 
droplet and tends to prevent the droplets from colliding. As the 
Reynolds numbers of the droplets in this study are quite small, 
with the largest value being 0.1, we can use the Stokes flow as a 
good approximation to represent the hydrodynamic flow field 
and as a consequence neglect any wake effects. To determine the 
relative motion between two interacting droplets we use the 
superposition method whereby the flow field of one drop is 
superimposed onto the flow field of the other drop. In this 
method each droplet is assumed to be influenced by the fluid 
motion around the other droplet in isolation. Details on the 
implementation of the Stokes disturbance flow solution to a 
three-dimensional framework are given in Franklin et al. [2].  
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Figure 2. The contribution of the three effects (the radial distribution 
function g(R), the radial relative velocity <|wr|> and the collision 
efficiency E), to the increase in the turbulent collision kernel. The 
quantities have been normalised by the corresponding gravitational 
values. The results are presented as a function of average eddy dissipation 
rate (cm2 s-3) for the three size combinations.  
 
To test the algorithm developed to calculate the hydrodynamic 
forces between interacting droplets, we first applied it to the case 
of droplets only falling under the force of gravity. The collision 
efficiency is defined to be  

icshydrodynamnowithcollisionsofno
icshydrodynamwithcollisionsofnoE

.
.

=              (4) 

The turbulent collision efficiencies have been calculated by 
taking the background flow field to be fixed over the time of 
interaction. This methodology was adopted by Pinsky et al. [4], 
who showed that the turbulent flow evolves over much longer 
time and length scales compared to those of the hydrodynamic 
interaction. The initial separation distance is prescribed to be 20 
times the radius of the largest droplet, 0.04 cm, as this is the 
typical value used in previous theoretical studies. The results 
were calculated by taking the positions and velocities of all of the 
collision pairs in the previous geometric collision kernel 
experiments with no hydrodynamic forces. The colliding droplets 
were interpolated backwards in time until the drops were 
separated by the prescribed distance and then the drops were 
allowed to move towards one another with their velocities being 
modified by the forces of gravity, the constant background 
velocity of the turbulent flow field and the hydrodynamic effect 
from the flow field around the interacting droplet. The values of 

E obtained for the gravitational cases are 0.09 for the 15+20 µm 
droplets, 0.08 for the droplets of 10+20 µm and 0.05 for the 5+20 
µm droplets. These values are well within the fairly broad range 
of other theoretical studies. Such a large range exists due to the 
necessary use of approximations and the lack of definitive 
experimental work for comparison. 
 
Figure 2 shows how the collision efficiencies change with respect 
to the dissipation rates of the four numerical simulations. The 
efficiencies have been normalised by the corresponding 
gravitational values and all results show that the inclusion of 
turbulent accelerations in droplet motion acts to increase the 
efficiencies for all sizes and all flows considered. The largest 
increase in E is for collisions between the droplets of radius 5 and 
20 µm. For this size combination the turbulent collision 
efficiency is almost three times the gravitational value. For the 
10+20 µm case the collision efficiency increases from 1.7 times 
the gravitational case at the dissipation rate of about 100 cm2 s-3 
to 2.4 times greater for the most energetic flow field. The 
turbulent collision efficiency has the least change from the 
gravitational efficiency for the largest radius ratio, increasing 
from 1.15 to 2.4 times for the 15+20 µm droplets. Figure 1 shows 
that turbulence has the greatest effect on the geometric collision 
kernel for this size combination, however for the collision 
efficiency, figure 2 shows that turbulence has the least effect on 
these sizes. The reason for this is the small gravitational collision 
efficiency for the 5+20 µm droplets. E is determined by the 
relative velocities between interacting droplets and as table 1 
shows <|wr|>n for the 5+20 and the 15+20 µm cases are 
comparable. The difference in the gravitational collision 
efficiencies for these radius ratios is much larger. Therefore when 
one compares the increase in the collision efficiency when the 
effects of turbulence are included, the small radius ratio has a 
greater sensitivity.  
 
Turbulent Collision Kernels with Hydrodynamic Forces 
Turbulent coalescence is governed by three processes: collision 
due to particle-turbulence interactions; collision efficiency due to 
particle-particle hydrodynamic interactions, and; coalescence 
efficiency as determined by surface sticking characteristics. 
Laboratory studies of colliding cloud droplets have shown that 
the coalescence efficiency is near unity [1]. Since detailed 
observations of the coalescence efficiency for small size droplets 
is inherently difficult to obtain in real clouds, previous theoretical 
studies have assumed that the collection efficiency is equal to the 
collision efficiency. Thus the problem of droplet growth through 
collection in a turbulent flow reduces to determining the collision 
rates that include hydrodynamic forcing.   
 
Figure 3 shows the turbulent collision kernels that include the 
hydrodynamic forcing normalised by the corresponding 
gravitational kernel, that is  

( ) ( )gravturb EE Γ×Γ×                          (5) 

In this figure each of the three normalised contributions in figure 
2 have been multiplied together to give the total effect of the 
turbulence. For low dissipation rates turbulence has the most 
impact on the small radius ratios. For the 5+20 µm droplets at the 
dissipation rate of about 100 cm2 s-3, the increase in E × Γ is 
substantial at 3 times the gravitational value. This increases with 
increasing eddy dissipation rate to a value of more than 4 times 
the corresponding gravitational value. For the intermediate 
droplet pair of 10+20 µm, the increases range from almost 2 to 5 
times the gravitational case across the four flow fields. The 
increase for the 15+20 µm droplets is quite modest for the least 
energetic flow, however it is for this droplet pair that we see the 
greatest effect of turbulence. The increase is greater than 9 times 



 

The overall turbulent coagulation process is governed by the 
product of the geometric collision kernel and the collision and 
coalescence efficiencies. Taking the coalescence efficiency to be 
1, the increases that we have seen in both the geometric collision 
kernel and the collision efficiency translate into significant 
increases in the product of these two quantities. The lowest 
dissipation rates explored in this study have the greatest effect on 
the small radius ratio of more than 3 times the corresponding 
gravitational value. This is an encouraging result as it is at the 
beginning of the cloud lifetime when the dissipation rates are 
modest that collisions between small droplets will have the most 
effect on expediting the production of rain drops. The collision 
kernels that include the hydrodynamic forcing for the 5+20 and 
the 10+20 µm droplets increase linearly with dissipation rate 
from 3.0 and 1.8 times the gravitational values up to 4.5 and 5.0 
times respectively. Low energy turbulence has the smallest 
influence on the collision kernel with hydrodynamic forces for 
the largest radius ratio. For this case the 15+20 µm droplets show 
increases of 1.3 and 1.8 times the gravitational case for the two 
lowest dissipation rates. However, the effect of turbulence is the 
most dramatic for this size combination, which for the most 
energetic flow has an increase of more than 9 times the 
gravitational value. These increases are significant and are 
expected to influence the evolution of the drop size distribution 
and accelerate the growth of rain drops.   

the gravitational case for the largest radius ratio in the most 
energetic flow.  
 

 
Figure 3. The turbulent collision kernel that includes the hydrodynamic 
forcing normalised by the corresponding gravitational kernel as a 
function of average eddy dissipation rate (cm2 s-3). The dotted line is the 
normalised collision kernel for the 15 and 20 µm droplets, the solid line is 
for the 10 and 20 µm droplets and the dashed line is for the 5 and 20 µm 
droplets.  
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Climate and Atmospheric Sciences. The effect of turbulence on the collision rates of small cloud 
droplets has been explored by the use of a direct numerical 
simulation of the flow field. By implementing an efficient 
scheme to detect collisions, large numbers of droplets have been 
explicitly tracked as they move throughout the turbulent flow. 
The collision rates and characteristics of the droplets at the time 
of collision have been investigated. Four numerical simulations 
with increasing rates of eddy dissipation have been performed. 
As the intensity of the turbulence increases the deviation from 
gravitational statistics becomes greater. The turbulent geometric 
collision kernel that does not include the hydrodynamic forces 
between interacting droplets is greater than the corresponding 
gravitational kernel for each of the droplet size combinations 
considered. The turbulent collision kernel increases fairly linearly 
with increasing dissipation rate for each of the three size 
combinations. Turbulence has the most effect on the largest 
radius ratio, the 15+20 µm droplets. In this case the turbulent 
kernel is greater than the gravitational one by 1.1 times for the 
least energetic flow and 3.8 times for the most energetic flow. 
Analysis of the two kinematic quantities responsible for changes 
in the kernel shows that the increases in the geometric collision 
kernel for the small radius ratio droplets were predominately 
caused by increases in the relative radial velocities. For the 
10+20 µm droplets, the increases in the kernel were caused by 
both increases in the relative radial velocities and the clustering 
of the droplets. The large increase for the 15+20 µm droplets was 
mostly due to the preferential concentration of the droplets, 
however, this size combination also had the largest increase in 
the relative radial velocities. This is because these droplets have 
the largest Stokes numbers and it has been shown that for the 
radial distribution function, the interaction between particles and 
turbulence is maximised when the Stokes number is of order 1.  
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Abstract

We examine two models for stirring devices that operate at low
Reynolds number. In each, elliptical paddles are used to stir
a vat of fluid. In the first model, a single paddle stirs an infi-
nite expanse of inviscid fluid; in the second, three paddles stir
a highly viscous fluid. Such models are clearly a caricature of
any real mixing device, but they do allow accurate simulation in
a genuinely time-dependent geometry, appropriate for impeller-
driven mixers. The first model is simple enough to yield an ex-
act expression for the velocity field and so allow numerical par-
ticle tracking to be carried out to high precision. The choice of
a suitable mode of operation of the device is essentially a matter
of optimising the system parameters. In our second model, we
show how, by the use of more than one stirring element, a high
quality of stirring can bebuilt in, giving a design that performs
well, regardless of the exact system parameters, such as paddle
design or fluid rheology.

Introduction

Many modern applications of fluid mixing pose a particular
challenge because the associated flows are laminar, with low
Reynolds number. (The Reynolds number Re= UL/ν, where
U , L and ν are, respectively, a typical velocity scale, a typi-
cal length scale and the kinematic viscosity of the fluid.) An
example is the mixing in microfluidic devices such as used in
the biotechnology industry. Fortunately for such applications, it
is now well established [2] that good mixing can be achieved
in slow laminar flows, provided that fluid particles undergo
chaotic motions. The challenge is thus to design devices and
corresponding modes of operation that achieve this end, of the
chaotic advection of fluid particles [1].

The stirring effectiveness of chaotic advection was first shown
in rather artificial ‘devices’ [1, 2], chosen because an exact
mathematical expression is available for the velocity field, and
hence numerical simulation of extreme accuracy is possible;
these simple models were entirely adequate for the pedagogi-
cal purpose at hand. Over the past twenty years or so, a wide
variety of increasingly sophisticated mathematical models have
been developed for simple mixing devices [2]. Most rely on a
tuning of the system parameters to optimise the mixing quality
that is achieved.

A recent significant theoretical advance in the design of laminar
mixers is the work of Boyland, Aref and Stremler [3], which
concerns stirring achieved by topologically nontrivial motions
of three or more stirring elements (e.g., rods used to stir a fluid
in a vat). Given only the topology of the motions of the stirring
elements, it is possible to compute a rate of stretch of material
lines. The fluid rheology, e.g., whether Newtonian or otherwise,
is unimportant. Of course, given such moderate input informa-
tion, the theory does not specify the size of the chaotic region
generated by the boundary motions, nor does it specify exactly
which material lines enjoy (at least) the predicted rate of stretch.
However, in both experiments [3] and numerical simulations[6]
the associated designs seem to work remarkably well.

This paper begins by introducing a model for a simple stirring
‘device’, comprising a single elliptical paddle in an infinite vat

of fluid. This model is clearly unrealistic in assuming an in-
finite expanse of fluid, but it possesses an important feature
of all batch mixers, that the geometry of the device changes
with time as the stirring element sweeps through the fluid. By
contrast, many of the first experimental and numerical studies
of chaotic advection were carried out in theeccentric annular
mixer (see [2] for an account of the history), whose geometry
is fixed. As with all other simple models, the elliptic paddle
requires careful tuning of its mode of operation to stir the fluid
effectively.

We then discuss how this design can be made somewhat more
realistic, by adopting a finite geometry and employing more
than one stirring element (and a viscous fluid model). In this
second model, while different degrees of effectiveness arestill
possible by varying the system parameters, we shall see thata
certain quality of mixing is built in once a topologically non-
trivial motion of the stirring elements is specified.

Stirring with a single paddle

One of the simplest stirring devices is a paddle. Consider the
flow in two dimensions generated by the motion of an elliptical
paddle. For simplicity, we take the fluid to be inviscid, and
occupying the entire infinite region exterior to the paddle.This
is clearly not intended as a practical model for reality, butit has
enough complication to generate chaotic advection yet enough
simplicity to permit an exact (classical) mathematical solution
for the velocity field.

We consider irrotational flow, in which case the streamfunction
ψ(x,y,t) satisfies Laplace’s equation

∇2ψ = 0.

In order to stir the fluid, the paddle must execute some mo-
tion: the ‘stirring protocol’. It is necessary to select an appro-
priate protocol that stirs the fluid effectively. Our goal will be
to generate a significant region in which fluid particles undergo
chaotic motion, characterised by exponential-in-time separation
of neighbouring particles. By contrast, stirring is less effec-
tive in regular regions, with algebraic-in-time separation of fluid
particles. In two dimensions, time dependence of the stream-
function is necessary for chaos. Some immediate candidatesfor
stirring protocols are readily seen to generate exclusively regu-
lar particle motions, since they correspond to steady streamlines
in an appropriate frame of reference. Examples are: (i) a paddle
whose axis is fixed, and which rotates about this axis (i.e., an
‘impeller’), because the streamfunction is steady in a frame co-
rotating with the paddle; and (ii) a paddle that sweeps around in
a large circle, one ‘nose’ always pointing towards the centre of
the circle, for a similar reason.

The streamfunctionψ is most readily constructed in elliptical
coordinates(ξ,η), given by

x = ccoshξcosη, y = csinhξsinη,

for an ellipse centred at the origin, with major axis of length
2a along thex-axis, and minor axis of length 2b along they-
axis. The constantc =

√
a2 +b2. If the ellipse is translating



Figure 1: A semi-circular stirring protocol for an elliptical pad-
dle. The ellipse starts at right, moves counterclockwise around
the semicircular path, then straight along thex-axis. One loop
around the circuit defines a single period of the stirring protocol.

with velocity (U,V ) and is rotating about its axis with angular
velocity ω, then the appropriate solution to Laplace’s equation
that satisfies the no-penetration condition on the perimeter of
the ellipse is [7, 9]

ψ = Ae−ξ(Ubsinη−Vacosη)+ 1
4ω(a+b)2e−2ξ cos2η,

whereA = [(a + b)/(a− b)]1/2. Corresponding formulae hold
for an ellipse centred elsewhere or in a different orientation, but
they are easily obtained by appropriate rotation or translation of
the axes, and are not given here.

Given the streamfunction, we track fluid particles by solving
for each particle the Lagrangian equations of motion, i.e.,the
coupled ODEs

ẋ = u(x,y,t), ẏ = v(x,y,t), (1)

whereu = ψy and v = −ψx, subject to an appropriate initial
condition for each particle.

A simple stirring protocol that cannot essentially be reduced to
steady flow through a change of frame of reference is illustrated
in Figure 1. Here the ellipse moves along a semicircular path.
On the curved part of the path, the ellipse rotates about its axis
so as to point one nose towards the centre of the arc; on the
straight part of the path, the ellipse does not rotate about its axis
(ω = 0). In this example, the circle has diameter 3, whilea = 2
andb = 1. This is clearly only one possible stirring protocol;
its key feature from the point of view of successfully generating
chaotic fluid particle trajectories is that the paddle cannot be
brought to rest by moving to a new frame of reference, unless
the change of frame is itself time dependent.

One simple, mostly qualitative, diagnostic of the stirringquality
is the Poincaré map. Here the positions of a few fluid particles
are followed by integrating (1) in time. The positions of the
particles are then plotted stroboscopically, after 1,2, . . . periods
of the stirring protocol: where the eye sees closed curves inthe
Poincaré map, there isregular motion of fluid particles; where
the eye sees a random collection of dots, there ischaotic motion.

Figure 2 shows the Poincaré map associated with the protocol in
Figure 1. There are two large regular regions visible, and a sig-
nificantchaotic sea; indeed the bulk of the fluid, sufficiently far
from the ellipse, undergoes regular particle motion. One may
attempt to devise a better stirring protocol, in the sense ofone
that increases the size of the chaotic region, or one that increases
the stretch rate experienced by fluid elements (this latter,quan-
titative diagnostic of the stirring clearly requires a more sophis-
ticated measure than the ‘by-eye’ examination of the Poincaré
map). One might choose a less symmetrical path for the pad-
dle, or a different paddle aspect ratio; one might adopt a more
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Figure 2: Poincare map for the stirring protocol in Figure 1,
with parameter values as indicated in the text.

sophisticated model for the fluid than the simple inviscid, irro-
tational one used here; one might confine the fluid in a finite
vat. But with a single paddle, the only option is to tune the stir-
ring protocol and the other parameters of the system to obtain
the desired end of improved stirring performance. It is in the
nature of chaotic flows that the resulting, tuned stirring protocol
has an unfortunate susceptibility to further parametric pertur-
bations; this is an undesirable feature of any real mixer, since
one would like the design to be largely insensitive to the precise
details of the underlying design.

The next section indicates how this parametric fussiness can be
avoided, and high quality stirring can be ‘built in’ by the simple
device of using multiple stirring elements.

Stirring with a multiple paddles

There does not appear to be a simple analytical expression avail-
able for the flow driven byn elliptical paddles, whenn > 1. In
computing such a flow, we must therefore resort to a numeri-
cal evaluation of the velocity field. Since numerical errorsgrow
geometrically in the simulation of chaotic particle motions, it
is highly desirable to have a means of computing the veloc-
ity field with a truncation error smaller than that introduced
by the time integration routine for the fluid particles. Sucha
method has been described elsewhere [6, 10] when the stirring
elements have circular cross-section; the method allows simu-
lation in finite or infinite domains, and of either inviscid, irro-
tational flow or highly viscous (Stokes) flow. The method uses
a complex-variable formulation of the problem: the complex
potentialw(z,z∗,t) is subject to either Laplace’s equation

∂2w
∂z∂z∗

= 0 (2)

or the biharmonic equation

∂4w
∂2z∂2z∗

= 0 (3)

in a time-dependent multiply connected geometry (herez∗ is the
complex conjugate ofz).

The corresponding streamfunction takes the form

ψ = f (z)+ f ∗(z∗)

or
ψ = z∗ f (z)+ z f ∗(z∗)+g(z)+g∗(z∗),

respectively, in the models (2) or (3), for some analytic func-
tions f andg. The solution forf (or for f andg, as appropriate)



Figure 3: Instantaneous streamlines at three instants during an
exchange of the rightmost pair of stirring elements.

is sought in the form of a finite system of singularities (located
inside the stirring elements, and hence not in the physical fluid
domain) together with Laurent series centred in each stirring el-
ement. The coefficients of the singularities and the terms inthe
Laurent series are determined numerically by minimising the
squared error in the boundary conditions; the series coefficients
decay geometrically and so only a few terms (around 10 to 20)
need be kept in order to generate a highly accurate velocity field.

If the same expansions are used for elliptical paddles, theydo
not converge so rapidly and they struggle to provide an accept-
able level of accuracy when the paddles depart from circular
symmetry. However, if the component of the solution associ-
ated with each paddle is modified, by making a suitable con-
formal mapping of the ellipse, parametrised byz = z(θ), say,
to a circle, parametrised byZ = exp iθ, say, and the complex
potential is written in terms ofZ rather thanz, then the series
become spectrally convergent once more, and the velocity field
can readily be computed, almost down to machine precision.
The extraordinary accuracy is maintained even down to ellip-

Figure 4: The stretching of a line element, initially of unitlength
and located between the points(2/7,±1/2) under the stirring
protocol described in the text. The vat is a unit circle, centred at
the origin.

tical paddles of extreme aspect ratio (we have computed flows
down tob/a = O(10−7)). In fact, by an appropriate conformal
mapping, exactly flat paddles, of zero mathematical width, can
be simulated by this method, with no numerical difficulties.

The numerical method allows an arbitrary number of stirring
elements, of different sizes and aspect ratios, translating and ro-
tating in arbitrary fashion. We illustrate in Figure 3 Stokes flow
with n = 3 stirring rods, in a circular vat. Each elliptical paddle
has aspect ratiob/a = 10−3 and length 2a = 2/7; the radius of
the vat is scaled to unity. The three paddles initially lie equis-
paced along the real (horizontal) axis. The figure illustrates the
instantaneous flow pattern as the positions of the rightmostpair
are exchanged; the exchange is accomplished by rotating the
centresc1 andc2 of the two paddles about the pointc3 mid-way
betweenc1 andc2. As the paddles are moved, they are rotated
about their axes so as always to ‘point towards’c3. Note that
the flow at any instant is smooth and laminar.

Topologically nontrivial motions involving three stirring ele-



ments are readily constructed by considering motions that cor-
respond to nontrivialplaiting or braiding motions [3]. One such
motion is achieved by moving the stirring rods according to the
following protocol: first the right-hand pair are interchanged, in
a counterclockwise motion, then the new left-hand pair are in-
terchanged, but clockwise. This pair of interchanges constitutes
a single period of operation of the device (i.e., one application
of the stirring protocol); it is akin to the natural plaitingof three
strands of hair.

The batch stirring device described above, with multiple stirring
elements, serves as a simplified model for commercial planetary
mixers. Although it now becoming apparent that topologically
nontrivial motions such as described above build in a high mix-
ing quality, standard batch mixers do not at present employ any
such stirring protocol (but see [8]). It might superficiallyappear
that a complicated system of gearing is necessary to generate
the motions described in the previous paragraph, and that this
might be the reason for the commercial vacuum; however, with
some ingenuity, topologically equivalent motions are readily ac-
complished with only simple gearing, such as already used on
commercial devices, together with fixed baffles [6].

The evolution of a line element of unit initial length is shown
in Figure 4, after one, two and three applications of the stirring
protocol. (In this case we have increased the aspect ratio ofthe
paddles so thata = 1/7 andb = 1/50, so the finite thickness
of the paddles can be seen.) The number of points in the line
has been dynamically increased where necessary to maintain
adequate resolution. The requirement of good resolution effec-
tively constrains accurate calculations of the length of the line
element to two or three further periods of the stirring protocol
beyond those illustrated in Figure 4. We find that the length
of the line after one, two and three periods of the protocol is,
respectively, 4.3, 14 and 42. The dramatic rate of line stretch
is relatively insensitive to the exact motions of the stirring ele-
ments or their exact dimensions. This is the hallmark of a topo-
logically chaotic mixer design.

Conclusions

We have illustrated in this paper a simple model for a stirring
‘device’ that uses a single elliptical paddle in an infinite expanse
of inviscid fluid undergoing irrotational motion. While this is
not intended as a true model for any realistic device, it is a good
pedagogical tool for illustrating the concept of chaotic advec-
tion, using no more than a basic undergraduate knowledge of
classical hydrodynamics and the numerical solution of ordinary
differential equations. In this respect, it is in the same spirit as
Aref’s ‘blinking vortex flow’ [1], although (marginally) more
realistic, in possessing no flow singularities (these play havoc
with numerical computations of the evolution of material lines).
The model allows one to experiment (numerically) to find good
stirring protocols by varying the system parameters, including
the path taken by the stirring element and its shape and size.

Better than this parametric optimisation is to use topological
ideas to build in some degree of mixing quality [3, 6, 8]. Then
the stirring device that is so designed operates ‘robustly’in the
sense that it remains insensitive to the nature of the fluid being
mixed and to its exact specifications, provided the topologyof
the motion of the stirring elements is unaltered.

So far we have, as illustrated here, simulated flows in the two
mathematically ‘easy’ limits (for a Newtonian fluid at zero and
infinite Reynolds numbers) and it would be highly desirable
to investigate the effectiveness of the topologically designed
stirring devices for a Newtonian fluid at finite Reynolds num-
ber [5], or for other fluids. Results from the two cases already
studied [6] show a promising indication of the robustness ofthe

topological designs, but clearly further research is warranted.

Finally, we note that one important question that needs to be
considered with any mathematical model is its degree of ap-
plicability. To address this question in the present context, we
have performed laboratory experiments on a batch mixer with
a single stirring element (of circular cross-section) [4].Our
results indicate that the two-dimensional Stokes flow approx-
imation performs well for genuinely small Reynolds numbers
(e.g., Re= O(10−3)). However, when the Reynolds number is
merely moderate (Re= O(1)), there are significant changes to
the streamlines of the flow. Furthermore, the flow is no longer
quasi-steady (i.e., it depends on more than just theinstanta-
neous motions of the boundaries). However, fortopologically
chaotic flows generated using three or more stirring elements,
we expect a much greater degree of robustness of the results
to changes in the Reynolds number. Of course, the requisite
experiments to demonstrate this have not yet been performed
(but see [3]); we hope in the future to carry out such experi-
ments, which may provide strong validation of the topologically
chaotic theory.
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Abstract

In the splash of a liquid drop on a deep pool of water, bubble en-
trapment occurs over a limited range of Froude number. Using
high speed video photography at framing rates between 10000-
100000 fps, the bubble entrapment regime was studied for water
drops impacting on a deep pool of water. It is known that a high
speed jet accompanies the entrapment of a bubble. In this study
it was found that preceding the appearance of the high speed jet,
a series of high speed droplets, having diameters up to a mag-
nitude smaller than droplet previously observed, appears. The
speed of these droplets were 50% higher than those formed from
the high speed jets. We believe that these smaller high speed
droplets were the result of a focusing of the ejecta sheet into a
thin high speed jet. This thin high speed jet breaks up rapidly on
formation and cannot be observed above the bath free surface.
In conjunction with the upward high speed jet, an entrapped
bubble was found to be expelled downwards from the cavity
with a high speed downward jet of liquid penetrating into the
bubble. If the high speed downward jet penetrated far enough
into the bubble, such that its length exceeded Rayleighs wave-
length for instability, it broke up to form a single drop within
the bubble. The entrapped drop would then bounce around in-
side the bubble before the drop coalesced with the bulk liquid
through a coalescence cascade with a geometric similarity given
by We= 8.

Introduction

The impact of a water drop on a deep pool of water has been
studied for almost a hundred years, beginning with the spark
photography of Worthington [13]. Applications of liquid-liquid
impacts include gas injection metallurgy, fire suppression sys-
tems [5] and behaviour of the worlds oceans. When the wa-
ter drop impacts, a range of phenomena subsequent to the im-
pact have been observed. The occurrence of these phenom-
ena have been detailed by Rein [9] and Liow [2], and shown
to be primarily dependent on the Froude number (defined as
Fr = u2/(gd)) and to a lesser extent, the Weber number (de-
fined asWe= ρu2d/σ). At low Froude numbers, the water drop
coalesces with the pool and forms a vortex ring that is propa-
gated into the pool water. At higher Froude numbers, a cavity
is formed after impact. With still increasing Froude numbers,
the cavity formed collapses to entrap an air bubble with the
formation of a high speed water jet; this connection was first
observed by Rein [9]. Subsequently, based on physical argu-
ments, Oguz and Prosperetti [7] derived scalings for the lower
and upper limits for the occurrence of the high speed jet based
on asWe≈ Fr1/5 andWe≈ Fr1/4 respectively. Fitting to ex-
perimental measurements [7], the lower and upper limits are
We= 41.3Fr0.179 andWe= 40Fr0.247. Liow [2] results sug-
gest that the range for the formation of a high speed jet is larger
than the range for the bubble entrapment, more so for the lower
limit. For Froude numbers larger than those in the region where
the high speed jet is found, the cavity does not entrap a bubble
and a thick slow jet is formed after the cavity collapses.

The formation of the entrapped bubble occurs very rapidly, in
the order of less than 1 millisecond. High speed cinematic re-

Figure 1: Schematic of the experimental apparatus.

sults at 5000 fps for two specific cases [1] show that the bubble
entrapment process is not fully captured at those speeds. Their
results show that the cavity base stagnates prior to bubble en-
trapment.

Although the events leading up to bubble entrapment is well
known and published, the process of bubble entrapment is still
not fully understood as the duration is extremely short. More-
over, the process of the formation of the high speed jet and the
subsequent motion of the entrapped bubble has not been stud-
ied in any detail. In this paper, a high speed video study of the
bubble entrapment process was conducted to capture events that
have a lifetime of less than 1 ms.

Experimental

The experimental setup is shown schematically in Figure 1.
Apart from the high speed video and lighting, the experimental
setup uses the same equipment as that of Liow [2] where water
drops of approximately 2 mm diameters are formed at regular
intervals. A pair of high speed video cameras, Redlake HG-
100K, are used here, to provide synchronised details above and
below the water bath. The resolution of the high speed video is
dependent on the framing rate, 1504×1128 pixels at 1000 fps,
512×512 at 5000 fps and 352×352 at 10000 fps with a mini-
mum exposure of 5µs. A Nikon Micro 105 mm lens on f11 was
used and positioned so that each pixel in the image represented
a 12µm square. The drops were released from different heights
to vary the impact velocity. The diameter of the drop was used
as the characteristic length scale and the ratio of the drop diam-
eter to impact velocity provided the characteristic time scale. A
5kW Arri fresnel lamp was used to provide the back illumina-
tion.

Results and Discussion

The results presented here deals with specific phenomena that
have not been reported or have been reported with insufficient
details in the published literature.

Thin High Speed Jet

The high speed jet phenomena has generated considerable in-
terest since Rein [9] linked the high speed jet to bubble entrap-
ment. Zeffet al.[14] suggested that the high speed jet resulted



from a singularity. An early explanation by Og̃uz and Pros-
peretti [7] suggested that this was due to the cavity base hav-
ing a high momentum and was still travelling downwards while
the cavity sides collapsed inwards. Liow [2] showed experi-
mentally that the cavity base motion stagnates prior to bubble
entrapment and suggested that a nonlinear capillary wave trav-
elling down the cavity wall balances the upward momentum of
the cavity base enabling the cavity sides to close in, trapping
the bubble. This experimental observation was confirmed by
Elmoreet al. [1].

Figure 2 shows a sequence of drops generated from the impact
of a water drop (Fr = 110,We= 100) in the region of thin high
speed jet formation. On close observation, it was found that
prior to the emergence of the high speed jet, a series of even
smaller droplets was found to be ejected at high velocities. The
small droplets did not necessarily follow the same upward tra-
jectory as the high speed jet suggesting the presence of an initial
thin high speed jet preceding the high speed jet. This thin high
speed jet would be fairly short in length prior to breakup. The
smallest droplets observed from this thin high speed jet occu-
pied 1 to 2 pixels corresponding to 18µm in diameter. The
previous smallest drops resulting from the high speed jet were
in the order of 70µm [2]. The size of droplets from the thin high
speed jet is below the resolution of [2] and [9] and the current
measurements suggest that it could be up to an order of mag-
nitude smaller in size. The highest speed of a thin high speed
jet droplet was calculated at over 15 m/s. In comparison, previ-
ous measurement of the speed of the high speed jet have been
less than 10 m/s. The thin high speed jet disappears from view
within 2 ms. Mortonet al. [6] numerical simulations of the high
speed jet does not show the presence of the thin high speed jet
and this could be due to the grid resolution≈25 µm. Although
a low pressure region was identified at the cavity base where
positive vorticity was generated, Mortonet al. did not provide
a pressure map for the time when the cavity wall met to entrap
the bubble. The presence of high speed jets suggest that a high
pressure region must form at the impact site of the walls.

Figure 2 shows that the thin high speed droplet sizes that emerge
into view are not necessarily a succession of the smallest to the
largest. Droplets 1 and 4 are the smallest but droplet 4 has a
slower velocity than droplets 2 and 3 that preceded it. The drops
move at different speeds and coalescence can take place. The
drop pair 9-10 coalesces to form drop A (Figure 2:v-vi) and
12-13 coalesces to form drop C (Figure 2:ix-x). Drop pair A-11
further coalesce to form B (Figure 2:viii-ix). Thirteen individual
drops were identified prior to the appearance of the larger drop
(labelled 14) in the high speed jet.

The exact mechanism that gives rise to this thin high speed jet is
not known as attempts to video into the cavity was not success-
ful as there was insufficient lighting. A probable mechanism of
this thin high speed jet is the formation of a thin ejecta spray
[12]. Weiss and Yarin[12] showed that during the first millisec-
ond of contact between the drop and the impact surface, a thin
axisymmetric ejecta sheet arises travelling horizontally to the
impact surface and subsequently evolving into a range of shapes
[11]. Thoroddsen has shown experimentally that such an ejecta
sheet can have an initial speed more than 10 times the drop im-
pact velocity. During the contact of the cavity walls to form the
entrapped bubble, the impact is similar to that of a drop impact
on a surface where the ejecta sheet is formed. In this case, the
collapsing cavity is focussing towards a central point and the
ejecta sheet formed reduces to an axisymmetric jet. This is ob-
served as the thin high speed jet and precedes the high speed jet,
which is formed by the large bulk of the fluid behind the impact
point being re-directed up and downwards after impact.

Figure 2: A sequence of twelve images of the thin high speed
jet at 100µs interval (10000 fps). Weber =100, Froude = 110.
The individual drops are given numeric identities, while the
coalesced drops are given alphanumerical identities. The first
frame start at 13.7 ms after drop impact.



Figure 3: Droplet speed versus diameter from five different drop
impacts. Each drop impact gives rise to 10-15 droplets.

Figure 3 shows a plot of the droplet diameter versus speed ob-
tained from a number of observations. The speed was taken
between the earliest two frames that the droplet was seen to
emerge above the free surface,i.e. prior to coalescing if the
droplets coalesced. The speed decreases logarithmically with
the droplet diameter for droplet diameters larger than 100µm.
For smaller droplet diameters, there is a large spread in the
speeds measured and the results suggest that the droplet speed
is independent of the droplet diameter. There is a gap between
the 150 and 200µm where no droplets having those diameters
were found. A larger drop impact sample would be required to
ascertain if this anomaly actually exists or just due to the small
sample size. In the analysis of the droplet diameters and speed,
it was found that the small fast moving droplets tend to be clus-
tered together at the beginning and are skewed in shape while in
flight. Moreover, the string of droplets does not rise vertically
from the cavity, but rather the first few droplets are ejected at
an angle from the axis of symmetry. After a short time,≈ 600
µs, the following droplets start to rise vertically from the cavity.
This was found in all the experimental videos obtained so far.

Bubble Entrapment

The impact of the walls to entrap a bubble results in a high speed
jet. It is expected that an equal but opposite jet should result,
travelling downwards with the entrapped bubble. Although [1]
alluded to the presence of a downward jet, they provided no
evidence of it. Figure 4 shows the presence of the downward
jet. The downward jet reaches the opposite surface of the en-
trapped bubble but does not penetrate it. The tip of the down-
ward jet detaches to form a water droplet within the bubble.
The downward jet does not always follow a vertical downward
path and can be angled up to 45◦ in any direction from the ver-
tical. Previous observations of this phenomena has only been
observed using glycerol mixtures to slow down the bubble col-
lapse phase (Lohse [3]) suggesting that the time scale for the
process is strongly viscosity dependent. This phenomena has
a number of similarities with the detachment of an air bubble
formed at an orifice. Under certain conditions, a water jet pen-
etrates into the bubble that is detached from a nozzle [4]. The
acoustic signal emanated from the entrapped bubble has been
used by Pumphrey and Elmore [8] to locate the region where
bubble entrapment occurs, and [4] has used the detaching bub-
ble acoustic to determine the size of the bubble formed from
nozzles in industrial processes. However, for the bubble detach-
ing from a nozzle, there has not been any reports of whether a

Figure 4: Three frames from a sequence showing the detach-
ment of the entrapped bubble captured at 10000 fps. (Left)
Cavity shape prior to snap off. (Middle) A jet penetrates the
entrapped bubble 500µs after snap off. (Right) Jet breaks up
with a drop (diameter of 140µm) detached from the tip, 600µs
after snap off.

high speed jet is formed that travels back into the nozzle.

In some cases where the jet did not extend to the lower extremity
of the air bubble, the jet would rapidly retract without leaving
any fluid entrapped in the bubble. When the jet did break up
in the entrapped drop, the length of the jet exceeded Rayleigh’s
wavelength of instability,λ = 4.508D, whereD is the diameter
of the downward jet. From the middle image in Figure 4 the
diameter of the jet was estimated to be 108µm resulting inλ =
487µm. The length of the jet in this case is 528µm thereby
satisfying the conditions for instability and resulting in the jet
breaking up. The size of the entrapped droplet that detached
from the downward jet is shown in the right image in Figure 4
and is approximately 144µm in diameter.

Figure 5 shows the subsequent motion of the drop within the
entrapped bubble. The drop bounces inside the bubble before
coalescing with the bulk fluid. The coalescing gives rise to a
capillary wave that propagates over the bubble surface as well
as a smaller secondary drop. The formation of progressively
smaller drops during the coalescence process has been docu-
mented by Thoroddsen [10] for a drop on a flat liquid surface.
The disturbance is quickly damped out and the air bubble re-
turns to its spherical shape. The secondary drop remains visible
for a moment before coalescing with the bulk fluid. This coa-
lescing process again propagates a capillary wave over the bub-
ble surface but of reduced amplitude and without any further
drop formation. Elmoreet al.[1], using dyed impacting drops,
claimed that the downward jet consisted of the impacting fluid.
This would suggest that the drop formed within the bubble con-
sists of the impacting drop fluid. In the current experiments,
some of the impacting drops were dyed but the backlighting
used did not allow a conclusive determination of the source of
the fluid of the drop formed in the bubble.

Thoroddsen[10] suggested that the process of one droplet co-
alescing and spawning a secondary drop is controlled by a di-
mensional similarity given by a constantWe= d3/L3, whered
is the diameter of the first drop formed andL is the diameter of
the second drop formed. In this study, for every case where the
secondary drop was produced and could be measured, the sec-
ondary drop was always found to be close to half the diameter
of the first drop giving a constantWe= 8.

The bubble entrapment process is extremely rapid. The camera
was set to 30000 fps (128×136 pixels) in an attempt to capture



Figure 5: (Left) Formation of a liquid drop within the gas bub-
ble. Entrapped drop≈ 96µm (Middle) Exact moment of coales-
cence 3.9 ms after the first appearance of the primary entrapped
drop (Right) Secondary entrapped drop dia. 48µm. Bubble size
is≈ 660µm

Figure 6: Cavity wall velocity versus time taken at 30000 fps
tracking the velocity of the walls prior to bubble entrapment.
Pixel outline of cavity walls prior to snap off shown in inset.

the evolution of the cavity walls prior to bubble entrapment.
Figure 6 shows the velocity of the collapsing cavity walls mo-
ments before bubble entrapment. Approximately 150µs before
bubble break off, the left side of the cavity rapidly increases in
velocity while the right side retains at a constant velocity. These
actions result in an asymmetric acceleration of the cavity walls
prior to bubble entrapment. To examine in more detail how the
bubble snap off, the camera was set to 100000 fps (32×24 pix-
els). However, using such a low resolution meant that the evo-
lution of the cavity profile in the moments before snap off could
not be tracked. The smallest wall to wall distance prior to bub-
ble entrapment captured was 72µm. This is almost half the
distance of 156µm from the 30000 fps sequence. The snap off
of the bubble occurs in less than 10µs, in agreement with the
fact the timescale for the snap off process is of the order of 0.2
ns. However, the local asymmetry of the cavity is a departure
from most events involving liquid drop breakup problems. For
example the break up of a liquid jet or snap off of a drop are ax-
isymmetric. This implies that the cavity undergoes significantly
more deformation before snap off than is described in the 30000
fps sequence. Therefore, to further understand how bubble en-
trapment actually occurs framing rates in excess of 100000 fps
with greatly improved resolution would be required.

Conclusions

This study has sought to gain a deeper understanding of the fluid
mechanics occurring during bubble entrapment using high-
speed video photography with framing rates of 10000-100000
fps. Analysis of the high speed jet showed that a string of
smaller high speed droplets preceded the high speed jet with
speeds 50% greater than those for the high speed jet breakup.
These droplets were an order of magnitude smaller than what
had been observed before. It was concluded that these smaller

high speed droplets were the result of a focussing of the ejecta
sheet into a thin high speed jet. This thin high speed jet then
broke up rapidly on formation and cannot be observed above
the bath free surface.

During the entrapment of the air bubble, the cavity walls were
found to accelerate inwards in an asymmetric fashion where the
left wall accelerated faster, relative to the centre line, than the
right wall in the last 150µs before bubble snap off. A high speed
downward jet was observed in many cases of the entrapped bub-
ble. If the high speed downward jet travelled far enough into the
bubble, it broke up to form a single drop within the bubble. The
bubble then bounced around the bubble until it coalesced with
the bulk liquid through a coalescence cascade with a geometric
similarity given byWe= 8.
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Abstract

The unsteady natural convection cooling of fluid with Pr < 1 in
a vertical cylinder with an imposed lower temperature on verti-
cal sidewalls is dominated by three distinct stages of develop-
ment, i.e. the boundary-layer development stage adjacent to the
sidewall, the stratification stage, and the cooling-down stage,
respectively. Various scaling laws to describe the unsteady flow
behavior at these respective stages are developed with scaling
analysis and are verified and quantified by direct numerical sim-
ulation with selected values of the aspect ratio of the cylinder
A, the Rayleigh number Ra, and the Prandtl number Pr in the
ranges of 1/3 ≤ A≤ 3, 106 ≤ Ra≤ 1010, and 0.01 ≤ Pr ≤ 0.5.

Introduction

Cooling/heating a body of fluid in an enclosure via natural con-
vection with an imposed temperature difference or heat flux on
the enclosure boundary is widely encountered in nature and in
engineering settings, and the understanding of its transient flow
behavior is of fundamental interest and practical importance. In
the past decades, extensive experimental, numerical, and analyt-
ical studies have been conducted on this issue, although mainly
on the more specific case of a rectangular cavity with differen-
tially heated sidewalls (see, e.g. [1, 2]).

Patterson and Imberger [3] used a scaling analysis in their pio-
neering investigation of the transient behavior that occurs when
the opposing two vertical sidewalls of a two-dimensional rect-
angular cavity are impulsively heated and cooled by an equal
amount. They devised a classification of the flow development
through several transient flow regimes to one of three steady-
state types of flow based on the relative values of Ra, Pr, and A.
This Patterson-Imberger flow model has since occupied the cen-
ter stage of research into understanding natural convection flow
in cavities, and numerous investigations subsequently focused
on diverse aspects of the model (see, e.g. [4, 5, 6, 7]).

The majority of the past studies have focused on fluids with
Pr ≥ 1 owing to their relevance in theoretical and practical
applications. Natural convection flows with Pr < 1 are very
important as well, in such applications as the Earth’s liquid
core convection, crystal growth in semiconductors, melting pro-
cesses, etc., not to mention those using air and other gases as
the working medium. However, studies on unsteady natural
convection flows of fluids with Pr � 1 resulting from heat-
ing/cooling vertical boundaries, together with studies on the ef-
fect of Pr variation, are scarce. This scarcity, together with the
apparently incomplete understanding of Pr≤ 1 flows, motivates
the current study.

Scaling Analysis

Under consideration is the flow behavior of cooling a quiescent
isothermal Newtonian fluid with Pr < 1 in a vertical cylinder
by unsteady natural convection due to an imposed fixed lower
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Figure 1: A sketch of the physical system considered and the
computational domain used for numerical simulations.

temperature on the vertical sidewalls. The cylinder has a height
of H and a radius of R0, as sketched in Fig. 1. It is assumed that
the fluid cooling is the result of the imposed fixed temperature
Tw on the vertical sidewalls while all the remaining boundaries
are adiabatic and all boundaries are non-slip, and the fluid in
the cylinder is initially at rest and at a uniform temperature T0
(T0 > Tw). It is also assumed that the flows are laminar.

The governing equations of motion are the Navier-Stokes equa-
tions with the Boussinesq approximation for buoyancy, which
together with the temperature transport equation can be written
in the following two-dimensional form,

1
R
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where U and V are the radial (R-direction) and vertical (Z-
direction) velocity components, t is the time, P is the pressure,
T is the temperature, g is the acceleration due to gravity, β, ν
and κ are the thermal expansion coefficient, kinematic viscosity
and thermal diffusivity of the fluid, respectively. The gravity
acts in the negative Z-direction.

The flow considered here is dominated by three distinct stages
of development, i.e. the boundary-layer development stage, the
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Figure 2: Numerically simulated temperature contours at the
stages of the boundary-layer development (top row), the strati-
fication (middle row), and the cooling-down (bottom row), re-
spectively, for Ra = 108, A = 1, and Pr = 0.1.

stratification stage, and the cooling-down stage, respectively, as
illustrated in Fig. 2, where numerically simulated temperature
contours are shown for the three stages for the specific case of
Ra = 108, Pr = 0.1 and A = 1, where Ra, Pr and A are defined
as

Ra =
gβ(T0−Tw)H3

νκ
, Pr =

ν
κ

, A =
H
R0

.

In this case the boundary-layer development is seen in the tem-
perature contours adjacent to the righthand, cooled, wall, with
the boundary-layer development completed by around τ = 10,
where τ is the dimensionless time, made dimensionless by
H2/(κRa1/2). The cooled fluid ejected by the boundary layer
acts to fill and stratify the domain, seen in the stratification
stage, from τ = 20 to 80. Finally the stratification is gradually
reduced in the cooling-down stage of the flow, for τ > 170. In
this section, scaling relations will be developed for the relevant
parameters characterizing the flow behavior at these respective
stages of flow development.

The vertical boundary layer adjacent to the cooled sidewall ex-
periences a start-up stage, followed by a short transitional stage
before reaching a steady-state stage. The parameters character-
izing the flow behavior at this development stage are the ther-
mal boundary-layer thickness ∆T , the maximum vertical veloc-
ity Vm, the time ts for the boundary-layer development to reach
the steady state, and the Nusselt number Nu across the sidewall.

Heat is initially transferred out through the vertical wall from
the fluid by conduction after the initiation of the flow, resulting
in a vertical thermal boundary layer of thickness O(∆T ) adja-
cent to the wall, where at height Z, from Eq. (4), the balance be-
tween the inertial term O([T0−Tw]/t) and the conductive term
O(κ[T0−Tw]/∆2

T ) dominates the flow, which gives,

∆T ∼ κ1/2t1/2, (5)

or, in dimensionless form,

δT =
∆T

H
∼ Ra−1/4τ1/2, (6)

in which “∼” means “scales with” and τ = t/(H/V0) is the di-
mensionless time, where V0 = κRa1/2/H is the characteristic
velocity scale. During this start-up stage, the dominant balance
in Eq. (3) for Pr < 1 is that between the inertia force O(Vm/t)
and the buoyant force O(gβ[T0−Tw]), which gives

Vm ∼ gβ(T0−Tw)t ∼
Raνκ
H3 t, (7)

or, in dimensionless form,

vm =
Vm

V0
∼ Pr τ, (8)

After the start-up stage, the dominant balance at height Z in
Eq. (4) gradually shifts from that between the inertial term
O([T0 − Tw]/t) and the conductive term O(κ[T0 − Tw]/∆2

T )
to that between the inertial term and the convective term
O(Vm[T0−Tw]/[H−Z]), until the latter balance becomes fully
dominant and the thermal boundary-layer development then
reaches its steady-state stage. The inertia-convective balance
in Eq. (4) gives

T0−Tw

t
∼

Vm[T0−Tw]

H−Z
. (9)

Using Eqs. (5) and (7), this leads to
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[
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]1/2
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H2

κRa1/2Pr1/2

(

1−
Z
H

)1/2

, (10)

or, in dimensionless form,

τb =
tb

(H/V0)
∼

(

1− z
Pr

)1/2

, (11)

which represents the local time scale for the thermal boundary
layer at height Z to reach the steady state, where z = Z/H is the
dimensionless vertical coordinate.

At time tb, the thermal boundary layer at height Z reaches its
steady-state thickness scale ∆T,b, which, from Eq. (5), is as fol-
lows,

∆T,b ∼ κ1/2
[

H−Z
gβ(T0−Tw)

]1/4

∼
H3/4(H−Z)1/4

Ra1/4Pr1/4
, (12)

or, in dimensionless form,

δT,b =
∆T,b

H
∼

(

1− z
PrRa

)1/4

, (13)

and the steady-state vertical velocity scale Vm,b at height Z
within this thermal boundary layer is, from Eq. (7), as follows,

Vm,b ∼
κRa1/2Pr1/2

H

(

1−
Z
H

)1/2

, (14)

or, in dimensionless form,

vm,b =
Vm,b

V0
∼ [(1− z)Pr]1/2. (15)

The heat transfer across the vertical sidewall is represented by
the following local Nusselt number Nu at height Z,

Nu∼

[

R0

(T0−Tw)

∂T
∂R

]

R=R0

. (16)



Therefore, during the start-up stage,

Nu∼
R0

∆T
∼

R0

κ1/2t1/2
∼

1
A

Ra1/4τ−1/2, (17)

and at the steady-state stage,

Nub ∼
R0

∆T,b
∼

(PrRa)1/4

A(1−Z/H)1/4
∼

1
A

(

PrRa
1− z

)1/4

, (18)

Equations (6), (8), and (17) clearly show that during the start-up
stage, the boundary-layer development on the vertical sidewalls
is independent of z, however, as shown by (13), (15), and (18),
the boundary-layer development and the heat transfer across the
vertical sidewall become z dependent at the steady-state stage of
the boundary-layer development.

Once the boundary layer is fully developed, the fluid in the
cylinder is gradually stratified by the cooled fluid ejected from
the boundary layer, starting from the bottom of the cylinder.
The time ts for the full stratification of the whole fluid in the
cylinder will be at the moment when the volume of the cooled
fluid ejected from the boundary layer is equal to the volume of
the cylinder. The rate of flow of fluid through the boundary
layer is characterized by ∆T,bVm,b, and therefore the time to full
stratification is characterized by

ts ∼
HR0

κRa1/2

(

Ra
Pr

)1/4

, (19)

which is in dimensionless form as follows,

τs =
ts

(H/V0)
∼

1
A

(

Ra
Pr

)1/4

. (20)

After the full stratification, the fluid in the cylinder is contin-
ually cooled down until the whole body of fluid has the same
temperature as that imposed on the sidewalls. The appropri-
ate parameters to characterize this cooling-down process are the
time t f for the fluid to be fully cooled down, the average fluid
temperature Ta(t) over the whole volume of the cylinder at time
t, and the average Nusselt number on the cooling wall.

As the fluid cooling-down is achieved by maintaining a fixed
temperature Tw on the vertical sidewalls while keeping the top
and bottom boundaries adiabatic, all the heat used to fully cool
down the fluid in the cylinder must pass through the sidewalls,
and then energy conservation in the cylinder requires that,

ρcpVc(T0−Tw)∼ t f Ask
(T0−Tw)

∆T,b
, (21)

where Vc = πR2
0H is the volume of the fluid in the cylinder,

As = 2πR0H is the surface area of the sidewall, k is the thermal
conductivity of fluid, and ∆T,b is the average thermal boundary-
layer thickness which is calculated as follows,

∆T,b =
1
H

Z H

0
∆T,bdZ. (22)

Therefore, t f has the following scaling relation,

t f ∼
R0∆T,b

κ
∼

R0H

κ(PrRa)1/4
, (23)

where κ = k/(ρcp), which is in dimensionless form as follows,

τ f =
t f

(H/V0)
∼

1
A

(
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)1/4

. (24)
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Figure 3: Numerical results for (a) δT /δT,b plotted against
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The decay of the average fluid temperature Ta(t) is expected to
obey an exponential relation[8], that is,

Ta(t)−T0

T0−Tw
= e− f (Ra,Pr,A)t

−1, (25)

where f (Ra,Pr,A) is some function of Ra, Pr, and A, which is
in dimensionless form as follows

θa(τ) = e−C f A( Pr
Ra )

1/4τ
−1, (26)

where C f is a constant of proportionality which will be deter-
mined below by numerical results.

Numerical results

In this section, the scaling relations obtained above will be val-
idated and quantified by a series of direct numerical simula-
tions with selected values of A, Ra, and Pr in the ranges of
1/3 ≤ A ≤ 3, 106 ≤ Ra ≤ 1010, and 0.01 ≤ Pr ≤ 0.5. A to-
tal of 12 simulation runs have been carried out for this pur-
pose. Specifically, results have been obtained with Ra = 106,
107, 108, 109, and 1010, while keeping A = 1 and Pr = 0.1 un-
changed, to show the dependence of the scaling relations on Ra
(Runs 1-5); the runs with A = 1/3, 1/2, 1, 2, and 3, while keep-
ing Ra = 108 and Pr = 0.1 unchanged, have been carried out to
show the dependence on A (Runs 6-7, 3, and 8-9); and the runs
with Pr = 0.01, 0.05, 0.1, and 0.5, while keeping Ra = 108 and
A = 1 unchanged, have been carried out to show the dependence
on Pr (Runs 10-11, 3, and 12), respectively.

Detailed information about the numerical algorithm, mesh con-
struction, initial and boundary conditions, and numerical accu-
racy tests can be found in [5, 6].
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The numerical results for δT , vm, and Nu at the boundary-layer
development stage are plotted as a ratio with respect to their
steady-state values against the scaled times τ/τb in Fig. 3. The
results for τ/τb < 1 fall onto a straight line, confirming the scal-
ing laws at the start-up stage, while the results for τ/τb ≥ 1
fall onto a horizontal line, confirming the scaling laws at the
steady-state stage. The numerically quantified scaling laws are
therefore as follows,

τb = 2.395

(

1− z
Pr

)1/2

, (27)

δT,b = 4.845

(

1− z
PrRa

)1/4

, (28)

vm,b = 0.872[(1− z)Pr]1/2, (29)

Nub =
0.519

A

(

PrRa
1− z

)1/4

, (30)

Nub =
0.658

A
(PrRa)1/4 . (31)

δT = 3.131Ra−1/4τ1/2, (32)

vm = 0.364Pr τ, (33)

Nu =
0.803

A
Ra1/4τ−1/2, (34)

Nu =
1.018

A
Ra1/4τ−1/2. (35)

The numerical results show that τs can be well approximated by
the following expression

τs =
0.313

A

(

Ra
Pr

)1/4

. (36)

which clearly demonstrate that the scaling law (20) is correct
for the stratification stage.

The numerical results also show that τ f can be well approxi-

mated by the following expression

τ f =
4.031

A

(

Ra
Pr

)1/4

, (37)

where τ f was determined as the time at which θa(τ f ) =−0.99,
which clearly demonstrate that the scaling law (24) is correct
for the cooling-down stage. Therefore, the full expression for
the time decay of θa, Eq. (26), is obtained as

θa(τ) = e−1.142A( Pr
Ra )

1/4τ
−1. (38)

The numerical results presented in Fig. 4 show that all sets of
data fall onto a single curve, indicating that the scaling relation
(26) is correct.

Conclusions

The cooling down behavior of a fluid contained in a vertical
cylinder subjected to isothermal boundary condition on the ver-
tical walls is examined via scaling analysis and direct numerical
simulation. Scaling laws have been obtained for the develop-
ment time and properties of the initial vertical thermal bound-
ary layer, of the stratification time and of the full cooling down
time. The scalings have been obtained for Pr < 1, yielding dif-
ferent relations from those obtained for Pr > 1. For instance
the scaling relations for the time development of the bound-
ary layer, stratification and full cooling down stages are τb ∼

(1− z)1/2Pr−1/2, τs ∼ Ra1/4Pr−1/4/A, τ f ∼ Ra1/4Pr−1/4/A

respectively for Pr < 1, and τb ∼ (1− z)1/2, τs ∼ Ra1/4/A,
τ f ∼ Ra1/4/A respectively for Pr > 1 [6]. It is seen that for
Pr > 1 the scaled quantities are independent of Pr, while for
Pr < 1 they show a Pr dependency.
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Abstract 
The experimental investigation undertaken explores the response 
of low Reynolds number (300<Re<1000) unconfined swirling 
jets undergoing vortex breakdown to axial pulsing. In particular 
particle visualisation in conjunction with 2-D PIV has allowed a 
detailed examination of the effect of axial pulsing on shear-layer 
flow structures and vortex breakdown, as the pulsing frequency 
and amplitude is varied. A range of Reynolds numbers and swirl 
numbers is considered. Extremely promising results have been 
obtained revealing that pulsing at the natural shedding frequency 
results in substantial downstream shift of the mean breakdown 
position. Furthermore, application of low-level forcing at the 
natural frequency intensifies the shear-layer vortices 
considerably. 

 
Introduction  
Experimental research into vortex breakdown and vortex 
breakdown control techniques has been undertaken for the past 
50 and 40 years respectively [2,8]. The importance of 
understanding this phenomenon, and how to control it, is of 
immense importance for applications such as heat exchangers 
and combustion control, but none more pronounced than in the 
aeronautical industry. 

 
Studies have shown that the swirl number, defined as the ratio of 
azimuthal to axial velocity, is a useful parameter to determine 
whether vortex breakdown will occur [1]. Either slowing the 
azimuthal velocity or increasing the axial velocity can lower the 
swirl number. This can have a stabilizing effect by delaying 
vortex breakdown, or even lead to the recreation of the vortical 
core after breakdown has occurred [8]. Vortex breakdown can 
therefore be considered as a reversible phenomenon with respect 
to its ability to pass between the pre-breakdown and post-
breakdown states. However, it should be kept in mind that the 
transition to the breakdown state is hysteretic and to re-establish 
the pre-breakdown state may require the swirl number to drop 
well below the critical value for the onset of breakdown. 

 
Controlling this phenomenon by introducing well-defined 
perturbations into the flow field by implementing unsteady 
blowing techniques has been conducted previously on delta 
wings with great success. As pointed out in a review paper by 
[9], Werle (1954) was the first investigator to implement blowing 
as a means of controlling breakdown. Werle found that blowing 
downstream along the core delayed or eliminated breakdown, 
while blowing upstream caused breakdown to spontaneously 
occur or to move further upstream. Further studies of vortex 
breakdown control techniques applied to the flow over delta 
wings by [3,11,13] have revealed the most effective positions to 
implement control mechanisms are those close to the point of 
vortex conception and downstream of breakdown. The unsteady 
nature of breakdown, especially at higher Reynolds number, 
introduces difficulties in positioning a downstream control 
device; hence, in practice, the optimum control location is 

upstream of breakdown or at the point of conception of the vortex 
core.  
 
Although both continuous and pulsed blowing or suction cause a 
delay in the formation of the breakdown structure, there are 
certain advantages displayed by the pulsed approach. [10] 
concluded from their investigation of continuous blowing along 
the core that the downside of that technique is the large amount 
of energy required for its effective implementation. [12,13] 
experimented with both steady and pulsed trailing-edge blowing 
and found that intermittent blowing during the upward pitching 
of a delta wing was the most effective means of shifting the 
vortex breakdown location downstream. [4] conducted several 
experimental investigations into control methods including 
tangential suction and blowing, steady suction, and alternate 
tangential suction and blowing, all applied along the leading 
edge. Although all the above-mentioned control techniques 
delayed breakdown, the most effective was found to be 
alternating blowing and suction. [5] studied the effects of 
oscillatory jets exiting through spanwise slots along a NACA 
0015 airfoil. Their results demonstrated �the effectiveness of 
pulsed blowing as a tool to increase lift and reduce drag (by 
enhancing the wake profile), especially when compared to the 
relative ineffectiveness of steady blowing under similar 
conditions.� [6] showed that pulsed blowing parallel to the 
leading edge was almost twice as effective in delaying vortex 
breakdown as continuous blowing, with the best results achieved 
at the natural shedding frequency of the shear layer. Further 
advantages of unsteady pulsing or blowing lies in the reduced 
energy use and the ability to maintain an unchanged mean jet 
momentum or mass flow as required/desired.  
 
In this study employing unsteady pulsing to control breakdown of 
an effectively unconfined vortex core, an initial study of the shear 
layer and corresponding shedding frequency was undertaken. 
Subsequently, an examination of the resulting breakdown 
structure and its movement, both locally and globally, was 
carried out. The primary aim of this investigation was to uncover 
which frequencies and amplitudes of pulsing create the greatest 
movement of the vortex-breakdown (upstream) stagnation point. 
 
Experimental Setup 
The swirling flows generated in this experiment were created by 
a similar method to that of [1,15], and consisted of a pressure-
driven swirling water jet which discharges into a large tank. The 
swirl is imparted by means of an electric servomotor, which 
rotates a honeycomb within a settling chamber. A schematic of 
the apparatus is shown in Figure 1.  



 

 

 
Figure 1: Experimental setup. Note: Laser sheet is rotated for both 
horizontal and vertical plane cross-sections. 
 
A smooth axial velocity is generated by a laminar pulse-less disc 
pump, creating a closed circuit with accurate control of axial flow 
rates. It also enables a more realistic simulation of a pulsing 
mechanism, which could be used in combustion chambers or in 
flight. Pulsing is achieved via an inline computer-controlled 
proportional-lift solenoid valve. Previous studies (see [9]) have 
examined steady and unsteady suction and blowing of separate 
flows, which join the vortical structure somewhere along its path 
to control vortex breakdown. This experiment is novel in that it 
pulses the actual vortical structure in the axial direction at the 
point of generation. The flow rate, which in turn determines the 
axial Reynolds number, is controlled to within ± 1% by a 
frequency inverter connected to the disc pump and an electronic 
flow meter. 
 
The azimuthal velocity component is imparted to the flow via the 
vortex generator. The vortex generator consists of a motor and 
two concentric cylinders, similar to that used by [1]. The 
underlying principle is to set the axially flowing fluid into a solid 
body rotation before passing through a contraction. The fluid in 
the outer cylinder passes through the upper part of inner cylinder 
through an arrangement of holes. In order to set the flow into 
laminar solid-body rotation, (i.e. a Rankine vortex), the flow is 
then passed through a honeycomb located in the lower part of the 
rotating inner cylinder. The swirling jet then passes through a 
smooth converging nozzle, which is attached to the outer cylinder 
and is fixed, i.e. non-rotating. In order to avoid flow separation, 
the contraction zone is designed according to Mikhail (1979)�s 
optimum contraction design method. The exit diameter of the 
contraction zone is D = 2R = 39.5mm. A frequency inverter and 
servomotor control the frequency of rotation to within ± 0.5 %. 
 
The vortex generator is partly submerged in a square cross-
section (650mm x 650mm x 1500mm) transparent Perspex tank 
into which the swirling jet is discharged. Such a configuration 
allows the simulation of an almost unconfined vortex due to the 
large ratio of tank to jet area (~345). Recirculation currents were 
found to be almost non-existent in all cases.  
 

An intercooler setup was also incorporated to ensure minimal 
temperature gradients within the tank to avoid thermal 
convection currents. The intercooler involved passing the cooler 
outflow over the warmer inflow via an intercooler core. In order 
to ensure slow-moving outlet flow, and to minimise pressure 
gradients caused by the outlet pipes, a perforated plate, acting as 
a honeycomb, is placed at the bottom of the test tank. This also 
had the advantage of retarding any whirlpool effect from 
occurring. Water consistency and temperature uniformity was 
vigilantly monitored with highly sensitive thermometers at 
specified locations around the whole circuit. The maximum 
temperature difference between the swirling jet and fluid within 
the test tank was found to be 0.5°C.  
 
In order to characterise this experiment the following non-
dimensional variables were used based on a cylindrical (r,θ, z) 
coordinate system. The swirl number S provides a measure for 
the ratio of azimuthal velocity Uθ and axial velocity Uz. 
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At the critical swirl number, Sc ∼ 1.3, vortex breakdown is found 
to occur independent of the Reynolds number and nozzle 
diameter [1]. The Reynolds number characterises the axial flow 
component, and is based on the jet diameter D = 2R and average 
axial velocity zU  which is extracted from the mean mass flow 
rate m .  
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Furthermore, the Strouhal number non-dimensionalises the 
frequency of pulsing, f , 
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The sinusoidal variation in mass flow during pulsing is 
characterised by the Peak Mass Flow Variation (PMFV). 
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Here, mmin and mmax are the minimum and maximum mass flow 
rates, respectively. 
 
Data Acquisition 
For both visualisation and PIV measurements, the water was 
seeded with spherical polyethylene (25µm) particles with an SG 
of 0.9. In order to create minimal disturbance to the flow the 
particles were continuously feed into the flow as far upstream as 
possible. The injection rate was controlled via a piston-controlled 
injection chamber and a gravity-feed device. Particles were 
illuminated via a combination of stage lights and lasers. For PIV, 
the particles were illuminated using a laser sheet generated by a 
frequency doubled Nd:YAG laser at 532nm and 400mJ in 5ns 
bursts. 
 
Flow visualisations were conducted using a 5 mega-pixel Minolta 
digital camera and a Kodak ES4 CCD 4 mega-pixel camera, 
which was also used to acquire the raw PIV images. The ES4 
CCD camera was used at both 30hz (1024 x 1024 pixels) and 



 

double shutter mode at 5ms and an 8Hz sequence between image 
pairs. PIV was used for quantitative measurements of axial and 
swirl profiles in order to obtain the swirl number. 
 
PIV was performed using a cross-correlation type analysis, with 
the dynamic range enhanced using an iterative approach to select 
the Sample Window Size (SWS) by starting at 128 x 128 to a 
final window size of 16 x 16  with a an overlap of 50%. By 
performing the analysis in this fashion the largest displacement 
vectors are determined by using a large SWS. The accuracy and 
spatial resolution is increased by then reducing the SWS and 
offsetting successive pairs of sample windows by the 
displacement calculated from the previous iteration. Erroneous 
vectors are rejected by comparing them to a local fit of the data 
(in an absolute sense) and any vector which deviates from that fit 
(by more then 2 pixels in this case) are rejected and replaced by 
the local fit. Vorticity is calculated using a second-order least-
squares fit in X and Y (6 terms) and then analytically 
differentiating this equation to obtain the derivatives i.e. the 
vorticity. 
 
Results & Discussion 
An examination of the (helical) vortex structures forming at the 
edge of the unforced swirling jet was conducted by using long 
exposure (0.5sec) images spanning a period of 120 seconds. A 
sample frame is shown in Figure 2. 
 

Figure 2: Shear layer shedding of a swirling Jet at Re=900, S=0.3. 
 
A spectral analysis of the data revealed that the shear-layer 
Strouhal number is independent of the swirl number, in 
agreement with [7]. Furthermore, over the Reynolds number 
range tested, the Strouhal number is independent of Reynolds 
number to within two standard deviations of the mean and is 
fixed at St  = Stn = 0.78 ± 0.01, as shown in Figure 3.  The shear 
layer first sheds at approximately one to two nozzle diameter 
downstream in all cases and appeared to periodically shed in 
small bursts with durations and delays of the same order as the 
natural shedding frequency of the structure.  
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Figure 3: Shear-layer Strouhal number as a function of Reynolds number. 
Stn is shown by a dashed line. 
 

By sinusoidally pulsing the swirling jet mass flow rate m, in the 
form )2sin()( max tfmmmm π−+= , it is possible to 

alter the vorticity within the shear layer (see Figure 4), hence 
altering the vortex-shedding frequency at the point of its 
conception.  
 

 
Figure 4: Vorticity χ plot of a swirling jet undergoing breakdown with no 
pulsing (mυ=0) at Re=600 S=1.36. 
 
The vortex shedding frequency was easily controlled when 
pulsing was conducted at St<2Stn. The shedding frequency of the 
swirling jet was found to lock onto low frequencies up to 
approximately twice the un-pulsed or natural frequency of 
shedding. Above this critical value, the flow below the stagnation 
point where the shedding becomes apparent is unresponsive to 
the imposed perturbation and the jet sheds at its natural frequency 
independent of the amplitude of the perturbation. As is the case 
with most stability problems, the shear layer is unreceptive when 
pulsing is conducted far from that of the natural frequency. 
  
The effect of pulsing at various Strouhal numbers on breakdown 
was determined by flow visualisation. The breakdown stagnation 
point Zb was found to move further downstream as the pulsing 
Strouhal number approached the natural Strouhal shedding 
frequency (see Figure 5) in agreement with the experiments 
conducted by [6] using delta wings. To obtain significant 
downstream movement of the breakdown position, pulsing must 
be conducted at St = Stn  ± 10%.  
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Figure 5: Pulsed breakdown position Zbp as a percentage of the un-pulsed 
breakdown position Zb (where: ∆Zbp= (Zbp-Zb)/Zb) for various Swirl and 
PMFV values at Re=600.  Similar results occur for the other Reynolds 
numbers tested. 
 
Some key findings are that axial pulsing within the hysteretic 
range at which breakdown exists has the ability to revert the core 
to the non-breakdown state, with PMFV values as low as mυ=6-
12%. An established breakdown moves downstream as PMFV 
values increase, however, the shift begins to plateau at mυ>30-
40%. For higher amplitudes, large fluctuations in the stagnation 



 

point position are observed. It is not uncommon to experience 
relative shifts of up to ∆Zbp = 50% at S = Sc and St= 0.78, with 
higher swirl stabilizing the structure, in agreement with [7], and 
lowering ∆Zbp. Flow visualisations at St = 0.78 (Figure 6) shows 
that axially pulsing the breakdown at this frequency increases the 
concentrations of vorticity within the shear layer and excites the 
shear-layer resonance. 
 
 

 

 
 
Figure 6: (a) Unpulsed breakdown mυ=0 at Re=600, S=1.41; (b) pulsed 
breakdown mυ=6%, St=0.78 at Re=600, S=1.41 clearly showing increased 
vorticity concentrations in the shear layer resulting in increased ∆Zbp. 
 
The modifications to the shear layer structure and the highly 
periodic shedding at St = 0.78 ± 10% has the effect of forcing the 
stagnation point further downstream. From observations it was 
also interesting to see that the stagnation point without pulsing 
was consistently further upstream than the axial position at which 
the shear layer begins to shed. Whereas when axial pulsing was 
applied at St  = 0.78 ± 10%, the axial location at which shedding 
begins moved further upstream closer to the jet outlet 
consistently higher then the stagnation point which moved 
downstream. The reason for the stagnation point movement 
downstream could be that the shear layer vorticity concentrations 
effectively modify the mean axial and azimuthal velocity profiles 
so that breakdown is delayed. This hypothesis is still under 
investigation. 
 
Conclusions 
The application of axially pulsing to swirling jets undergoing 
vortex breakdown can have some profound effects on the 
resulting structure. The following can be concluded from this 
preliminary experimental investigation: 
1. For an unforced swirling jet, the Strouhal number of shedding 
is independent of Reynolds number and swirl number, and is 
fixed at St =Stn (=  0.78). 
2. For the forced case, the shedding frequency of the swirling jet 
was found to lock onto low frequencies up to approximately 2Stn. 
Above this critical value, the flow below the stagnation point is 
not receptive to the higher frequency pulsing and the jet sheds at 
its natural frequency, independent of the amplitude of the forcing. 

3. To obtain significant downstream movement of the breakdown 
position, pulsing must be conducted close to the natural 
frequency, i.e., at St = Stn ± 10%.  
4. Axial pulsing within the hysteretic range over which 
breakdown exists has the ability to destroy the breakdown 
structure all together with PMFV values as low as mυ=6-12%. It 
is possible to shift the breakdown structure by up to 50% at S = Sc 
and St = 0.78. 
5. The increased vorticity concentrations within the shear layer 
and the highly periodic shedding at St =0.78 ± 10% has the effect 
of forcing the stagnation point further downstream, delaying 
breakdown as shedding now occurs closer to the nozzle exit. 
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Abstract 
The aerodynamic properties of typical tennis balls as a function 
of Reynolds numbers have been reported in the open literature. 
However, the results are somewhat different as each study 
indicated differences in drag coefficients. The primary objective 
of this paper is to study the aerodynamic drag of tennis balls used 
in major tournaments around the world. Results presented in this 
paper are at steady conditions (no spin involved).  
 

Introduction  
Tennis is one of the most popular games in the world. The 
International Tennis Federation (ITF) is actively considering how 
to slow down the speed of tennis balls in order to make the game 
more attractive to spectators by increasing the diameter of the 
ball or some other way. The aerodynamic properties of a tennis 
ball will play a vital role in this process. However, not many 
studies have been conducted on aerodynamics of tennis balls. 
Several studies on the aerodynamic drag and lift of a typical 
tennis ball as a function of Reynolds numbers have been reported 
in the open literature (Mehta and Pallis [1], Chadwick and Haake 
[2], Cooke [3], Stepanek [4]). There is a significant variation of 
aerodynamic drag coefficients and it is not clear if this variation 
is due to experimental techniques or to other effects such as the 
relative position of the seam. It is well known that aerodynamic 
properties are significantly affected by the spin of a ball thus the 
motion and flight path of the ball. Although several studies on 
aerodynamic drag, lift and surface (fuzz) effects have been 
conducted there are still gaps in understanding. Therefore, a 
project is being undertaken in the School of Aerospace, 
Mechanical and Manufacturing Engineering of RMIT University 
to study the effects of spin on aerodynamic properties of a series 
of tennis balls. As a part of this large project, a separate study on 
steady state (without spin) aerodynamic forces and moments has 
been conducted on a series of new tennis balls used in the 
Australian Open Tennis Championship. The aerodynamic drag 
coefficients are compared with the published work in order to 
understand the variation.  
 

Experimental Procedure and Equipment  
 
The aerodynamic forces and their moments were measured for a 
range of Reynolds numbers based on ball diameters and tunnel 
air speeds (40 km/h to 140 km/h with an increment of 20 km/h air 
speeds) as a function of seam orientation. Six tennis balls have 
been selected for this work as they are officially used in the 
Australian Open Championship. These balls are: Dunlop 3 Ti, 
Dunlop 2 Grand Prix, Kennex Pro, Tretorn Micro X, Tretorn Plus 
and Penn Tennis Master Series. Their average diameters are: 65.5 
mm, 65.5 mm, 64.0 mm, 65.0 mm, 64.5 mm and 63.5 mm 
respectively. The diameter of the ball was determined using an 
electronic calliper. The width was adjusted so that the ball can 
slide through the opening with minimum effort. Diameters were 
measured across several axes and averaged. All balls were brand 
new. Fuzz structures of these balls are slightly different from 
each other. A special mounting support device was designed to 
hold each ball and spin up to 3500 rotations per minute (RPM), 

see Figures 2 and 3. The motorised device was mounted on a 6 
component force balance (type JR-3).  
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Figure 1: A Plan View of RMIT Industrial Wind Tunnel 

 

 
Figure 2: Experimental Set Up in Tunnel’s Test Section  

 

 
 

Figure 3: Motorised Ball Supporting Device mounted on a 6-
Component Force Balance 

 
Figure 2 shows the experimental set up in the wind tunnel test 
section. The distance between the bottom edge of the ball and the 
tunnel floor was 350 mm, which is well above the tunnel’s 
boundary layer and considered to be out of ground effect. Each 
ball was tested at 4 seam positions (at 0, 90, 180 and 270 
degrees). The seam positions for all 6 balls are shown in Figures 
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4 to 9. Experiments were performed in RMIT University 
Industrial Wind Tunnel. A plan view of RMIT Industrial Wind 
Tunnel is shown in Figure 1. This is a closed test section, closed 
return circuit wind-tunnel with a maximum speed of 145 km/h. 
The rectangular test section dimension is 3 m (wide) x 2 m (high) 
x 9 m (long) with a turntable to yaw suitably sized objects. The 
tunnel was calibrated before conducting the experiments and 
tunnel air speeds were measured via a modified NPL (National 
Physical Laboratory) ellipsoidal head Pitot-static tube (located at 
the entry of the test section) connected to a MKS Baratron 
Pressure sensor. Purpose made computer software was used to 
compute all 6 forces and moments (drag, lift, roll, yaw moment, 
pitch moment and roll moment) and their non-dimensional 
coefficients. Since the blockage ratio was extremely low no 
corrections were made. 
 
Results and Discussion  
 
In order to obtain aerodynamic forces and moment for each ball, 
the motorised supporting device was tested first and then 
subtracted from the forces and moments of ball and support 
assembly. The forces and moments were converted to non-
dimensional parameters such as drag, lift and side forces 
coefficients and their respective moment coefficients.  Only drag 
coefficients are presented in this work and they are plotted 
against the speeds. Figures 10 to 13 show the drag coefficient 
variation with velocities for seam position 1, seam position 2, 
seam position 3 and seam position 4 for all 6 balls.  
 
The Tretorn Plus ball had the highest average drag coefficient 
and Dunlop 3 Ti and Penn Master Series had the lowest average 
drag coefficient at all Reynolds numbers tested (see Figures 5 
and 6). All balls have relatively high drag coefficients at 40 km/h. 
However, Tretorn Micro X had the lowest drag at 40 km/h for 
seam position 2. At higher speeds, the fuzz becomes more 
streamlined and reduces the turbulent boundary layer and local 
flow separation. Drag coefficients reduce with an increase of 
Reynolds numbers and remain almost constant at higher 
Reynolds numbers. It is well known that flow separation that 
exists at lower Reynolds numbers will reduce at higher Reynolds 
numbers. Seam orientation had no significant effect on drag 
coefficients at high Reynolds numbers as expected. However, 
seam orientation has noticeable effects on drag coefficients at 
lower Reynolds numbers for all balls. The highest effects on drag 
coefficients by seam orientation have been noted for the Tretorn 
Plus (seam position 1). The averaged drag coefficients for all four 
seam positions and Reynolds numbers are shown in Figure 14 
and Table 1. Overall drag coefficients (averaged) for all 
Reynolds numbers and seam positions for Tretorn Plus, Tretorn 
Micro X, Kennex Pro, Dunlop 2 Grand Prix, Dunlop 3 Ti and 
Penn Master Series 0.69, 0.62, 0.62, 0.61, 0.59 and 0.59 
respectively. However, the averaged drag coefficients for all 
seam positions and Reynolds numbers (except 40 km/h) are 
lower and they are: 0.64 (Tretorn Plus), 0.62 (Tretorn Micro X), 
0.60 (Kennex Pro), 0.59 (Dunlop 2 Grand Prix), 0.57 (Dunlop 3 
Ti) and 0.58 (Penn Master Series).   
 
It may be noted that a separate study conducted by Alam et al. [3, 
4] showed the overall drag coefficients for some other balls such 
as Bartlett, Wilson DC 2, Wilson US Open 3, Wilson Rally 2, 
Slazenger 1 and Slazenger 4 are 0.71, 0.68, 0.66, 0.60, 0.60 and 
0.57 respectively under the same test conditions used in this work 
(eg., 40 to 140 km/h with an increment of 20 km/h).  
 

  
a)  Position 1 (0º)    b) Position 2 (90º)  
 

  
c) Position 3 (180º)  d) Position 4 (270º) 

 
Figure 4: Orientation of Seam Towards Wind Direction (Tretorn 

Plus) 
 

 
 

a) Position 1(0º)     b) Position 2 (90º) 
 

  
c) Position 3 (180º)   d) Position 4 (270º) 

 
Figure 5: Orientation of Seam Towards Wind Direction (Penn 

Master Series) 
 

  
a)  Position 1 (0º)    b) Position 2 (90º)  

  
c) Position 3 (180º)  d) Position 4 (270º) 

 
Figure 6: Orientation of Seam Towards Wind Direction (Dunlop 

3 Ti) 
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a)  Position 1 (0º)    b) Position 2 (90º)  
 

  
c) Position 3 (180º)  d) Position 4 (270º) 
 
Figure 7: Orientation of Seam Towards Wind Direction (Dunlop 

2 Grand Prix) 
 
 

a)  Position 1 (0º)    b) Position 2 (90º)  
 

c) Position 3 (180º)  d) Position 4 (270º) 
 

Figure 8: Orientation of Seam Towards Wind Direction (Tretorn 
Micro X) 

 

  
a)  Position 1 (0º)    b) Position 2 (90º)  
 

 
 

c) Position 3 (180º)  d) Position 4 (270º) 
 

Figure 9: Orientation of Seam towards Wind Direction (Kennex Pro) 

 

Variarion of Drag Coefficient with Velocity for 
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0.00

0.20

0.40

0.60

0.80

1.00

1.20

1.40

40 60 80 100 120 140

Velocity, km/h

D
ra

g 
C

oe
ffi

ci
en

t (
C

d)

Dunlop 3 TI
Dunlop 2 Grand Prix

Kennex Pro
Tretorn Micro X
Tretorn Plus

Penn Tennis Master Series

 
 
Figure 10: Drag Coefficient Variation with Velocity, SEAM 

Position 1 
 

Variation of Drag Coefficient with Velocity for 
SEAM Position 2
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Figure 11: Drag Coefficient Variation with Velocity, SEAM 

Position 2 
 

Variation of Drag Coefficient with Velocity for 
SEAM Position 3
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Figure 12: Drag Coefficient Variation with Velocity, SEAM 
Position 3 
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Variation of Drag Coefficients with Velocity 
for SEAM Position 4
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Figure 13: Drag Coefficient Variation with Velocity, SEAM 
Position 4 

 

Drag Coefficient as a Function of Speed (for 
all seam positions averaged)
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Figure 14: Averaged Drag Coefficient Variation with Velocity 
for all 4 SEAM Positions) 

 
Table 1: Averaged Drag Coefficients for all 6 Balls 

 
 

Speed Averaged Cd Averaged Cd Averaged Cd Averaged Cd 
km/h All seam pos. All seam pos. & speeds All seam pos. All seam pos. & speeds

40 0.69 0.67
60 0.49 0.53
80 0.58 0.59 0.61 0.61

100 0.61 0.63
120 0.59 0.59
140 0.59 0.60

Dunlop 3 Ti Dunlop 2 Grand Prix

 
 

Speed Averaged Cd Averaged Cd Averaged Cd Averaged Cd 
km/h All seam pos. All seam pos. & speeds All seam pos. All seam pos. & speeds

40 0.75 0.66
60 0.53 0.52
80 0.61 0.62 0.60 0.59

100 0.63 0.61
120 0.61 0.57
140 0.61 0.59

Kennex Pro Penn Master Series

 
 

Speed Averaged Cd Averaged Cd Averaged Cd Averaged Cd 
km/h All seam pos. All seam pos. & speeds All seam pos. All seam pos. & speeds

40 0.68 0.93
60 0.59 0.63
80 0.64 0.62 0.67 0.69

100 0.65 0.67
120 0.60 0.61
140 0.60 0.64

Tretorn Micro X Tretorn Plus

 

Conclusions  
 
The following conclusions have been made from the work 
presented here: 
 
• Seam orientation has effects on drag coefficients at a very 

low Reynolds numbers. The magnitude of drag coefficient 
variations largely depends on seam and fuzz geometry. 

• The “Tretorn Plus” possesses the highest drag coefficient 
and the “Dunlop 3 Ti and Penn Master Series” has the 
lowest aerodynamic drag coefficient. 

• The averaged drag coefficients of all six new tennis balls 
(studied in this work) are between 0.59 to 0.69. 

 
Acknowledgments  
 
The authors would like to express their sincere thanks to Mr Ian 
Overend, Mr Jeremy Luci and Mr Gilbert Atkins, School of 
Aerospace,  Mechanical and Manufacturing Engineering, RMIT 
University for providing technical assistance. 
 
References  
 
[1] Alam, F., Watkins, S. and Subic, A., “Effects of Spin on 

Aerodynamic Properties of Tennis Balls”, Accepted for The 
5th International Conference on Sports Engineering, 13-16 
September, University of California, Davis, USA, 2004. 

 
[2]   Alam, F., Watkins, S. and Subic, A., “The Aerodynamic 

Drag of a Rugby Ball and Australian Rules Foot Ball”, 
Proceedings of the 5th Bluff Body Aerodynamics and 
Applications (BBAA V), 11-15 July, pp 211-214, Ottawa, 
Canada, 2004.  

 
[3]   Alam F., Watkins S. and Subic A., “The Effects of Surface 

Structures on Aerodynamic Properties of Tennis Balls”, 
Proceedings of the 2nd  BSME-ASME International 
Conference on Thermal Engineering, Vol. 1, pp 357-362, 
ISBN: 984-32-1003-4, 2-4 January, Dhaka, Bangladesh, 
2004. 

 
[4] Alam F., Subic A. and Watkins S., “An Experimental Study 

on the Aerodynamic Drag of a Series of Tennis Balls”, 
Sports Dynamics: Discovery and Application (edited by 
Subic A., Trivailo P. and Alam F.), pp 295-300, ISBN 
0864592728, RMIT University, Melbourne, Australia, 2003. 

 
[5] Chadwick, S. G. and Haake, S. J., “The drag coefficient of 

tennis balls”, The Engineering of Sport: Research, 
Development and Innovation, pp 169-176, Balckwell 
Science, 2000. 

 
[6] Cooke, A. J., “An overview of tennis ball aerodynamics”, 

Sports Engineering, 3 (2), pp 123-129, 2000. 
 
[7] Mehta, R. D. and J. M. Pallis, “The aerodynamics of a tennis 

ball”, Journal of Sports Engineering, No 4, Vol 4, 2001. 
 
[8] Mehta, R. D., “Aerodynamics of Sports Balls”, Annual 

Review of Fluid Mechanics, 17, pp 151-189, 1985. 
 
 
 
 
 
 
 



15th Australasian Fluid Mechanics Conference
The University of Sydney, Sydney, Australia
13-17 December 2004

Topographically trapped finite-amplitude kink solitons

S.R. Clarke

School of Mathematical Sciences,
Monash University, Vic. 3800, AUSTRALIA

Abstract

The evolution of internal wave fronts in an approximately lin-
early stratified fluid is considered where the fluid is contained
in a channel with localized variations in width. It is assumed
that there is an oncoming flow such that the long-wave speed
of an internal wave mode is near zero. A variable coefficient
finite-amplitude equation is presented which governs the wave
evolution for uniform flows and rectangular channels, and it
is shown that in these circumstances forced waves can be ne-
glected. The interaction of kink soliton solutions of this finite-
amplitude equation are considered.

Introduction

In [2] the dynamics of weakly nonlinear internal wave fronts,
or columnar disturbances, contained in a rectangular channel
of variable width were considered in the transcritical limit (i.e.
long-wave speed approximately zero), with uniform oncoming
flow and weak contractions. There it was shown that the evolu-
tion was governed by a variable coefficient Korteweg–de Vries
(KdV) equation, as the effective velocity experienced by the
fronts accelerates within the contraction. The solutions of this
equation for a step initial condition were considered in detail.
For negative steps or rarefaction fronts it was demonstrated that
steady solutions could evolve in the vicinity of the contraction
which exhibited two types of hydraulic control: normal controls
where the long-wave speed was zero at the maximum topo-
graphic perturbation and virtual controls where the long-wave
speed was zero away from this point. For positive steps or com-
pression fronts the interaction with the contraction was shown
to be intrinsically unsteady, with solitary waves being gener-
ated on the downstream side of the contraction and propagating
upstream.

The weakly nonlinear KdV model breaks down for two im-
portant circumstances; nearly linearly stratified fluids and two-
layer fluids where the layer depth is approximately half the total
depth. In the former case finite-amplitude effects must be in-
cluded ([3]), and in the latter cubic nonlinearity resulting in an
extended Korteweg–de Vries (eKdV) equation ([4]).

As solutions of the constant coefficient KdV equation with step
initial conditions are unsteady, the interaction of fronts with a
contraction in the weakly nonlinear KdV model must be un-
steady and is dependent to some degree on the time that the
front has evolved over before it reaches the contraction. To ob-
tain steadily propagating front solutions in the long-wave limit
requires at a minimum cubic nonlinearity, as opposed to the
quadratic nonlinearity in the KdV equation. The eKdV equation
has such steadily propagating step solutions, known as kinks or
kink solitons or topological solitons. These kink solitons are
also valid solutions for an approximately linearly stratified fluid.
The investigation of kink solitons interacting with contractions
is thus of significance for three reasons. Firstly, unlike finite-
amplitude undular bores or rarefactions, the interaction of kink
solitons has no weakly nonlinear analogue. Second, observa-
tions suggest that kink solitons, like non-topological solitons,
appear to be robust nonlinear structures, and so their interac-

tion with topography is of physical importance, especially in
exchange type flows. Finally, kink solitons are steadily propa-
gating structures and consequently their interaction can be con-
sidered independent of their starting position relative to the con-
traction.

In the next section the equations which govern the near-critical
propagation of waves in a contraction are discussed. Forced
waves are also generated for approximately linear stratification;
it is shown that for rectangular channels and uniform oncom-
ing flows these waves are of smaller amplitude and evolve on
a longer timescale and hence can be ignored. In the final sec-
tion solutions for kink solitons interacting with contractions are
presented.

Near-critical waves in a contraction

Consider the inviscid, nondiffusive flow of a stratified fluid in a
channel. A Cartesian coordinate systemh(x,y,z) is introduced,
whereh is the undisturbed height of the free-surface above the
origin, x is the horizontal coordinate along the channel,y is the
transverse coordinate andz is the vertical coordinate, being pos-
itive upwards. The density isρ0ρ(z− ζ) whereζ is the non-
dimensional vertical particle displacement. The Boussinesq pa-
rameter, which characterizes the strength of the density pertur-
bation, is then defined asβ = ρ(0)−ρ(1). The reduced gravity
is theng′ = βg, whereg is the acceleration due to gravity, and
the normalized buoyancy frequencyN(z) is

N2 =− ρ′

βρ
(= M). (1)

The time is (h/g′)
1
2 t, while the fluid velocities are

(g′h)
1
2 N0h(u,v,w), the free surface displacement isehη, where

the binary parametere is 0 for a rigid lid boundary condition
and 1 for a free surface condition, and finally the pressure is
ρ0gh(P(z)+ βp), whereP′ =−ρ.

The waves in the channel are assumed to have amplitudeO(α)
and wavelengthO(µ−1). It is assumed that this is also the
lengthscale of the perturbation of the contraction, which has
amplitudeO(ε). For bothµ andε it is assumedε,µ� 1. There-
fore, introduce

(x,y, t) = µ−1(x′,y′, t ′), (2)

and define the side boundaries

b′± =±b′0(1+ ε f±). (3)

The mean perturbation is

f =
1
2

( f+ + f−). (4)

A mean flowū exists in the channel, which can be assumed to
be independent ofx andy. At this point no other restrictions are
placed onf± andū. Hence,

(u,v,w) = (ū+αu′,εv′,µαw′), p= αp′, ζ = αζ′, η = αβη′,
(5)



and primes are ignored hereafter.

Forced waves

As shown in [1] near criticality four cases of forced evolution
equations apply in these circumstances:

(F1) If ū and f vary with height the appropriate choice forα
andµ is

α = µ2 = ε
1
2 , (6)

and no restriction is placed onβ. The flow is assumed to
be close to criticality, hence ¯u can be written as

ū = U(z)−c+ ε
1
2 ∆ +O(ε), (7)

wherec is the long-wave speed of the resonant mode and
∆ is a detuning constant. A long timescale is introduced:

τ = ε
1
2 t, (8)

and a perturbation solution forζ is sought inε1/2 of the
form

ζ = A(x,τ)φ(z)+ ε
1
2 ζ(1) +O(ε), (9)

whereφ is the long-wave mode with speedc for the shear
U(z). Then it can be shown thatA satisfies

Aτ + ∆Ax + rAAx +sAxxx =−Fx, (10)

where the forcing functionF is proportional to an inte-
gral of f over the height of the fluid andr ands are con-
stants. The Boussinesq limit corresponds here toβ→ 0.
In general, this will only marginally affect the coefficients
of (10). In this case, in terms of the original variables,
the characteristic amplitude and timescale for the forced
waves isO(ε

1
2 ) andO(ε−

3
4 ) respectively.

(F2) When ū is constant with height and the stratification is
uniform, i.e.

M = 1+O(β), (11)

the nonlinear term in (10) isO(β), where typicallyβ� 1,
and the derivation of (F1) does not apply in this limit. This
was alluded to in [1]; the appropriate choice of parameters
in this case is

α = 1, µ2 = ε, β = σε. (12)

The expressions (7), (8) and (9) are again used withε1/2

replaced everywhere byε and the simplication thatUz≡ 0.
Then a similar evolution equation forA to that derived by
[3] will result. The nonlinear term in this case isO(σ),
therefore in the Boussinesq limitσ→ 0, with all else un-
changed, it would be expected that any forced wave will
grow without being limited by nonlinear effects until it
overturns. In this case, in terms of the original variables,
the characteristic amplitude and timescale for the forced
waves isO(1) andO(ε−

3
2 ) respectively.

(F3) In the joint limit whenβ→ 0 andū and f are independent
of height the forcing term in (10) disappears. However, it
was demonstrated in [1] that resonance will still occur due
to Boussinesq effects. Here

α = µ2 = ε, β = σε, (13)

and the same expressions for ¯u, τ andζ are introduced as
for (F2). Subsequently it can be shown thatA satisfies

Aτ +(∆A)x + rAAx +sAxxx = γ∆x. (14)

The coefficient of the forcing term,γ, is O(σ), clearly in
the Boussinesq limit the forced wave vanishes. In this
case, in terms of the original variables, the characteristic
amplitude and timescale for the forced waves isO((βε)

1
2 )

andO(β−1ε−
1
2 ) respectively.

(F4) Finally, for uniform stratification the nonlinear term in
(14) vanishes. To derive a forced nonlinear evolution
equation the appropriate choice of parameters is now

α = µ2 = ε
1
2 , β = σε

1
2 . (15)

The same expressions for ¯u and τ are introduced as in
(F3), however as the expansion forζ occurs in powers of
ε1/2 (9) is introduced. The perturbation expansion must
be taken to second order to demonstrate thatA again sat-
isfies a version of (14). For this equation the coefficient
of both the nonlinear term,r, and the forcing,γ areO(σ).
In this case, in terms of the original variables, the char-
acteristic amplitude and timescale for the forced waves is
O(ε

1
2 ) andO(β−1ε−

3
4 ) respectively. In the limitσ� 1

forced waves will still be generated, however they take an
infinitely long time to form.

Other types of resonance can occur in a contraction apart from
the generation of forced waves. For example shear fronts propa-
gating towards a contraction can become trapped and resonate.
The analysis of (14) in the limitγ→ 0 in [2] clearly demon-
strates this. For each of the above circumstances we can there-
fore consider the amplitude of the quasi-steady solution which
form in a contraction due to this interaction and the timescale
for its formation. In (F1) and (F2) the amplitudes and timescales
are identical to the forced waves, therefore the only effect of a
shear front will be to perturb one quasi-steady solution of (10)
to another quasi-steady solution. However, for (F3) the ampli-
tude and timescales are respectivelyO(ε) and O(ε−

3
2 ), while

for (F4) they areO(β−1ε) and O(ε−
5
4 ). In these latter two

cases, since typicallyε� β the amplitudes for these unforced
waves are larger than the corresponding forced waves, while
the timescales the unforced waves form over are smaller than
those for the forced waves. This suggests that the forced waves
studied in the cases (F3) and (F4) are only relevant if there are
no unforced waves in the vicinity of the contraction, in particu-
lar, when these unforced waves are shear fronts. In conclusion,
if there are shear fronts in the vicinity of the contraction, for
(F1) and (F2) these can be ignored, while for (F3) and (F4) the
forced waves can be ignored. Thus we are led to consider the
appropriate evolution equations for unforced waves.

Unforced waves

Two equations describe the general evolution of unforced waves
in these circumstances. The appropriate equation is dependent
on the stratification:

(U1) In the limit σ→ 0 of (F3), which corresponds to making
the Boussinesq approximation, the forcing disappears and
the amplitude satisfies the variable coefficient KdV equa-
tion

Aτ +(∆A)x + rAAx +sAxxx = 0. (16)

This equation was studied in detail in [2]. In particular it
was shown that in the limitr→ 0 and for long contractions
the amplitude could grow without bounds if the sign of
the ∆ changed within the contraction. This leads us to
consider the appropriate evolution equation for uniform
stratification, for whichr = 0 in the Boussinesq limit.



Figure 1: Interaction of a finite-amplitude kink soliton in a contraction demonstrating the effect of changing the width of the contraction.
In both panelsq =−2, r = 3

4 and∆0 = 1. For the upper panel∆1 = 1
2 and for the lower panel∆1 = 1.

(U2) Case (F4) suggests that resonant shear fronts will attain an
asymptotic amplitudeO(β−1ε). Therefore, since typically
β� ε finite-amplitude effects must be considered. The
derivation of the appropriate equation is summarized here.
Introducing the same scalings as in (F2), a perturbation
solution forζ is sought of the form

ζ = cA(x,τ)φ + εζ(1) +O(ε2), (17a)

where

φ = sinnπz, c =
1
nπ
, (17b)

andn is a positive, nonzero integer. Definez(ξ,A) to be
the solution of

ξ = z− A
π

sinπz, (18)

which has a unique solution if|A| < 1. If this condition
is violated then the wave has overturned, however provid-
ing it is satisfied then the amplitude satisfies the integro-
differential equationZ x

∞
K(A,A′)A′τdx′+ ∆A+

c3

2
(σm(A)+Axx) = 0, (19a)

where

∆ = ∆̂ +c f, (19b)

K(A,A′) = π2
Z 1

0

∂z
∂A

[
∂z′

∂A′

(
1+

∂z′

∂ξ

)
−(z−z′)

∂
∂ξ

(
∂z′

∂A′

)]
dξ,

(19c)

m(A) = 2π4
Z 1

0
(z−ξ)Xe f f(ξ)zA dξ +

A2

3
(1− (−1)n)

−e
(

2A− (−1)n3A2 +A3
)
,

(19d)

and forn> 1 Xe f f is a smoothed version of the buoyancy
frequency perturbation:

Xe f f(ξ) =
n−1

∑
k=0

X

(
1
n

(
k+

1
2

(1− (−1)k)+(−1)kξ
))

.

(20)

Finite-amplitude waves.

We now consider finite-amplitude solutions for kink solitons in
a contraction; however before proceeding a few comments can
be made concerning (19). Equation (19) can be normalized by
introducing

τ∗ = α−
3
2

c3τ
2
, ∆∗ =

2α∆
c3 , σ∗ = ασ, x∗ = α−

1
2 x, (21)

whereα is some positive, arbitrary constant. Then, dropping
the asterisks, the amplitude satisfiesZ x

∞
K(A,A′)A′τdx′+ ∆A+ σm(A)+Axx = 0. (22)

Consider the termσm(A) of (22). Let

X(z) = az−b. (23)

Thus

m(A) =
A

c2

(a
2
−b

)
+

A2

3
(1−4a)(1− (−1)n)

−e(2A− (−1)n3A2 +A3), (24)

which, as noted in [3], contains no terms of order greater that
cubic. The linear terms ofσm(A) can be incorporated in the
velocity, henceσm(A) can in general be written as

σm(A) =
1
2

rA2 +
1
3

qA3, (25)



Figure 2: Interaction of a finite-amplitude kink soliton in a contraction demonstrating the effect of changing the strength of the stratifi-
cation. In both panels∆0 = 1 and∆ = 1

2 . For the upper panelq =−1 andr = 3
8 , while in the lower panelq =−4 andr = 3

2 . The upper
panel of figure 1 is intermediate between these two figures.

where, the only limitation at this point is thatq = −3eσ ≤ 0.
For ∆≡ 0, (22) has kink soliton solutions (see [5]):

A =
Λ
2

(1− tanhκ(x−Vτ)), (26a)

where

Λ =− 2r
3q
, κ =

(
−qΛ2

8

) 1
2

, V =
rΛ
3
. (26b)

Thus we assume an initial condition

A =
Λ
2

(1− tanhκ(x−x0)), (27)

wherex0 < 0 andΛ andκ are as specified by (26). The velocity
perturbation is assumed to be here of the form:

∆(x) = ∆0−∆1sech2(x/xa), (28)

and by an appropriate definition ofα in (21) we can assume
xa = 1. The results presented here are largely independent of the
exact form of the topography, provided it is smoothly varying
with a single extrema and characteristic lengthscale.

Figures 1 and 2 show some selected solutions which demon-
strate significant effects of the interaction of kink solitons with
a contraction. The system which is solved is (19) with (25),
(28) and (27). The numerical simulations use a synthesis of the
methods used by [3] and [2]. This involves differentiating (19),
resulting in a Volterra integral equation of the second type for
Aτ at each time step. Spatial derivatives are evaluated by re-
moving the step inA and using pseudospectral methods for the
residual function.

In figure 1 the effect of changing the width of the contraction is
shown. For narrow contractions, as typified by the upper panel,
the kink soliton is able to pass through the contraction with an
insignificant reduction in the amplitude. After the generation

of transient waves a steady, constant amplitude lee wave then
forms downstream of the contraction. For larger contractions
the transmitted front is reduced correspondingly. Further sim-
ulations suggest that for the parameters of figure 1 there is no
transmitted wave for∆1 ≥ 3. Downstream of the contraction it
appears that no steady lee wave train has formed, even though
the upstream behaviour is no longer transient. Shortly after the
time shown the simulation was halted due to overturning.

The effect of changing the stratification strength is shown in
figure 2. As with figure 1 the transmitted front decreases as this
effect strengthens. Secondly, increasing nonlinearity dampens
the growth of the downstream lee wave. For weak stratification
a constant amplitude lee wave starts to evolve just prior to the
simulation being halted, while for the stronger stratification it
appears that a downstream plateau starts to evolve which at large
times would result in a steady hydraulically controlled solution
in the vicinity of the contraction.

*
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Abstract

The response of outlet nozzles to upstream flow perturbations of
varying magnitudes is investigated by numerically solving the
quasi-one-dimensional Euler equations. Results are compared
to the analytic linear solutions of Marble & Candel for compact
and finite length choked nozzles, and those of Rienstra for open
nozzles. It is demonstrated that the nonlinear response of the
choked exit nozzle is very close to the linear analytic response at
forcing amplitudes that are representative of those observed in
combustors experiencing limit cycle, thermoacoustic instability.
Although jet formation at an open end cannot be represented by
quasi-one-dimensional flow, the numerical simulations suggest
that the behaviour is slightly more nonlinear than for a choked
outlet at the same forcing magnitudes, but still closely in agree-
ment with the analytic linear solutions.

Introduction

Whenever combustion occurs in a duct, coupling between the
flame and the duct acoustics can result in unstable behaviour
often referred to as ‘thermoacoustic’ instability. Under many
circumstances, the amplitude of the limit cycles can be large
enough to cause flame blowout, structural damage, or unaccept-
able noise. The feedback process between the acoustic distur-
bances produced by the flame and the acoustic excitation of the
flame involves the reflection of disturbances off the outlet of the
combustor, which is typically a choked nozzle. In the case of
experimental test rigs, it is not always possible for the outlet of
the combustor to be choked and instead it is common to have an
open outlet exhausting into a large plenum.

Marble & Candel [5] determined the linear response of both
compact and finite length choked nozzles. Stow et al. [7] de-
veloped theory and performed numerical simulations of the lin-
earised Euler equations for an annular duct, showing that, even
in the three-dimensional case, Marble & Candel’s analysis for
compact nozzles still holds. In their analysis of finite length
choked nozzles, Marble & Candel assumed the stream-wise ve-
locity profile of the steady part of the flow throughout the nozzle
is linearly distributed. Stow et al. offered an alternative low-
frequency asymptotic analysis for finite length nozzles which
allows for an arbitrary stream-wise steady velocity profile and
also for the difference between finite length and compact nozzle
responses to be approximated as an end-correction. Rienstra [6]
performed an extensive low Strouhal number asymptotic analy-
sis for the linear acoustic behaviour of an open outlet.

In a typical thermoacoustic limit cycle, the amplitude of the
pressure perturbations can be 10% of the mean pressure [3].
Under such conditions it is useful to know whether the assump-
tions of linearity made by Marble & Candel [5], Stow et al [7]
and Rienstra [6] are still valid. The purpose of this paper is
therefore to investigate the response of an outlet nozzle to vary-
ing amplitude disturbances in order to determine the validity of
a linear analysis under conditions when, for example, a com-
bustor is in a limit cycle. The response of the outlet nozzle to
upstream flow perturbations is determined by numerically solv-
ing the nonlinear quasi-one-dimensional Euler equations. As

this paper is primarily concerned with the effect of a small dis-
turbance assumption, comparison is only made with Marble &
Candel’s and Rienstra’s analyses for choked and open outlets
respectively. It is demonstrated that, even for relatively large
amplitude disturbances, the response can be accurately repre-
sented by these linear boundary conditions.

Theory

Neglecting diffusive and viscous effects, the system is governed
by the continuity, Euler (momentum) and energy equations. In
this paper, a quasi-one-dimensional form is used

∂ρ
∂t

=−∂uρ
∂x
−ρu

(
1
A

dA
dx

)
, (1)

∂u
∂t

=−u
∂u
∂x
− 1

ρ
∂p
∂x
, (2)

∂p
∂t

=−u
∂p
∂x
− γp

∂u
∂x
− γpu

(
1
A

dA
dx

)
, (3)

wherep is the pressure,u the velocity,ρ the density, andA the
cross-sectional area.

Linearisation of the Equations of Motion

A given flow propertyG(x, t), may be split into its steady-flow
valueḠ(x) and a perturbationG′ (x, t). The Euler equations can
then be linearised to first-order in the perturbation quantities. In
a region of spatially uniform steady flow, assuming disturbances
with time dependenceexp(iωt) this gives

p′

γp̄
=

[
P+e−iωx/(ū+c̄) +P−e−iωx/(ū−c̄)

]
eiωt , (4)

u′

c̄
=

[
P+e−iωx/(ū+c̄)−P−e−iωx/(ū−c̄)

]
eiωt , (5)

s′

cp
=

p′

γp̄
− ρ′

ρ̄
=

[
σe−iωx/ū

]
eiωt , (6)

wherec is the speed of sound ands is the entropy. So to first-
order the unsteady field is composed of three characteristics:
a pressure waveP− traveling upstream at the speed of sound
relative to the steady flow; a pressure waveP+ traveling down-
stream at the speed of sound relative to the steady flow; and an
entropy disturbanceσ convecting with the steady flow. In fact,
even in spatially non-uniform flow, it can be shown that the en-
tropy disturbances convect at thelocal flow velocity without
change. In other wordss′/cp is purely a function oft− R

dx/ū.

Compact Choked Nozzle

A nozzle can be considered compact if it has no storage ca-
pacity. Taking the nozzle entrance to be the origin of the sys-
tem, this means that atx = 0, M′ = 0 if the nozzle is choked at
the throat. The Mach number perturbation can be expressed in
terms of the pressure, velocity and density fluctuations to give

p′

p̄
= 2

u′

ū
+

ρ′

ρ̄
. (7)
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Figure 1: Relationship between choked nozzle geometry and
steady velocity distribution.

This is Marble & Candel’s [5] well known boundary condition
for a compact choked nozzle. Substitution of equations (4)–
(6) into (7) yields expressions for the reflection coefficientsRs
andRp, the amplitude of the reflected upstream traveling pres-
sure wave due to incoming entropy and pressure disturbances
respectively

P−

σ
= Rs=

M̄
2+(γ−1)M̄

, (8)

P−

P+ = Rp=
2− (γ−1)M̄
2+(γ−1)M̄

. (9)

Choked Nozzle of Finite Length

In a finite length nozzle, it is not correct to assume that there
is zero storage capacity and that the steady flow field is uni-
form. The analysis must start back at the linearised Euler equa-
tions. To ease the algebraic burden of solving the linearised
Euler equations, Marble & Candel [5] assume that the steady
part of the velocity profile throughout the nozzle increases lin-
early with position. Furthermore, the origin of the co-ordinate
system will no longer be considered the start of the nozzle. In-
stead,x = 0 is the location where the extrapolated nozzle steady
velocity profile reaches zero. Subscript1 designates quantities
at the nozzle entrance, and subscript∗ designates quantities at
the nozzle throat. Thus the nozzle length isx∗− x1. The rela-
tionship between the nozzle geometry and steady velocity is il-
lustrated in figure 1. For convenience, Marble & Candel also in-
troduce the non-dimensional timeτ = c̄∗t/x∗, non-dimensional
positionξ = (x/x∗)2 and reduced frequencyΩ = x∗ω/c̄∗ where
the excitation frequency isω. For periodic disturbances,

p′

γp̄
= P(ξ)exp(iΩτ) , (10)

u′

ū
= U (ξ)exp(iΩτ) , (11)

s′

cp
= σexp

(
iΩ

[
τ− ln

√
ξ/ξ1

])
. (12)

Substituting equations (10)–(12) into the linearised Euler equa-
tions gives

ξ(1−ξ)
d2P

dξ2 −
[
2+

2iΩ
γ +1

]
ξ

dP
dξ
− iΩ(2+ iΩ)

2(γ +1)
P =

− iσΩ
2(γ +1)

(
ξ
ξ1

)−iΩ/2
, (13)

(2+ iΩ)U =−(γ +1)(1−ξ)
dP
dξ

+ σ
(

ξ
ξ1

)−iΩ/2
. (14)

Equation (14) can giveU(ξ) if P(ξ) is known. P can be found
by solution of equation (13) which is of the hypergeometric
form — a unique solution can only exist if more information
is known about the problem. The pressure disturbance is regu-
lar at the nozzle throat, but the locationξ = 0 occurs before the
nozzle inlet and is out of the domain of interest for this problem.
Thus it doesn’t matter if a singularity in the solution occurs at
ξ = 0. Using this information, it is possible to find both a par-
ticular Pp(ξ) and homogeneousPh(ξ) solution to equation (13)
such thatP = Pp +kPh, wherek is a constant, and each solution
has the form

∞

∑
n=0

an(1−ξ)n+m. (15)

In order to findk it is necessary to couple the solution to the
wave system of the approaching flow. As the flow approaching
the nozzle is spatially uniform, equations (4)–(6) hold, giving

U(ξ1) =
(
2P+

1 −P(ξ1)
)
/M̄1, (16)

so given the magnitudes of the incoming pressure waveP+
1 and

the entropy disturbanceσ, equation (16) can be substituted into
(14) to close the solution forP(ξ).

Open Outlet

In practice, the exhaust from an open outlet forms a jet. The
acoustic interaction with the shear layer of the jet separat-
ing from the outlet cannot be modelled with a quasi-one-
dimensional analysis. Rienstra [6] provides an extensive low
Strouhal number asymptotic analysis of the flow and, in com-
parison with experiments, concludes that the employment of a
Kutta condition at the trailing edge of the pipe outlet is essen-
tial in accurately determining the acoustics both within and out-
side the duct. For zero Strouhal number flow, Rienstra’s anal-
ysis gives a pressure reflection coefficient of−1, accurate to
first-order in the flow perturbations. In the absence of a Kutta
condition, to first-order, Rienstra gives the same pressure reflec-
tion coefficient as that given by a simple application of the one-
dimensional mass, momentum and energy conservation laws:

Rp =−(1+ M̄)/(1− M̄). (17)

Comparison of this reflection coefficient with numerical simu-
lations of the nonlinear quasi-one-dimensional Euler equations
may shed some light on the nonlinear effect of high amplitude
disturbances on an open outlet when the Kutta condition is em-
ployed.

Numerical Solver

The quasi-one-dimensional Euler equations were solved us-
ing fourth-order Runge–Kutta time-stepping and a fourth-order
Pad́e spatial finite differencing scheme. These schemes have
very small inherent dissipation and give a highly accurate rep-
resentation of wave propagation [4]. System excitation was
caused by sinusoidally varying the relevant outgoing character-
istic at the inflow boundary. The system inflow boundary was
placed very close to the nozzle entrance so that the nonlinear
propagation of the excitation characteristic from inflow bound-
ary to nozzle entrance was negligible. Simulations were run for
sufficiently long periods of time to ensure that transients were
not present in the final results.

A common source of error in numerical acoustics is the artifi-
cial reflection of disturbances from the system boundaries. In
the absence of spurious disturbances, boundary conditions that



are nonreflecting in the linear characteristics are given by Giles
[2]. As spurious waves can travel at speeds that are signifi-
cantly different to those of physical waves, a scheme as basic as
Giles’ can cause reflection of spurious waves. For this reason,
discretely nonreflecting boundary conditions were employed as
given by Colonius [1]. The chosen scheme was third-order ac-
curate about the Nyquist frequency (spurious) and fourth-order
accurate about the steady state (physical) for incoming waves,
and fifth-order accurate about the Nyquist frequency for outgo-
ing waves. The chosen boundary conditions resulted in very
small reflection of all spurious and physical waves present in
typical simulations.

The numerical scheme was validated by solving a number of
model problems including the linear propagation of small mag-
nitude waves, and nonlinear wave steepening in large pressure
wave propagation. These simulations conformed well with the-
oretical predictions. The close agreement between the results
given by the numerical solver for small amplitude disturbances
and the linear analytic solutions presented in this paper is in it-
self a convincing validation. Initial tests were performed using
a number of grid densities and boundary locations. The results
were independent of boundary location and converged with in-
creasing grid density. For typical simulations, it was necessary
to use around 1000 data points to gain a well resolved solution.

Discussion

Measurement of the linear characteristics in a nonlinear system
can be achieved by re-casting equations (4)–(6) in terms of the
characteristics to give the following definitions

p+ (x, t) =
1
2

(
p′

γp̄
+

u′

c̄

)
, (18)

p− (x, t) =
1
2

(
p′

γp̄
− u′

c̄

)
, (19)

s′

cp
(x, t) =

p′

γp̄
− ρ′

ρ̄
. (20)

As already mentioned, the excitation characteristic is sinusoidal
in time. In a linear system, that would mean that the pressure
wave reflected from the nozzle is also sinusoidal. However, the
temporal nature of the reflected pressure wave may be different
for a nonlinear system. A question then arises as how to mea-
sure its magnitude. At the nozzle inlet, it is easy to take a full
steady state period of the reflected pressure wavep−ss(t), and
its Fourier transformF . The magnitude of the response can be
considered the Fourier component occurring at the excitation
frequency,Fω. The nonlinearity is indicated by the difference
between the output and its mode occurring at the excitation fre-
quency. In a normalised form, this can be expressed as

κ =

∣∣|Fω|cos(2πωt +arg(Fω))− p−ss(t)
∣∣
2∣∣p−ss(t)

∣∣
2

, (21)

where|·|2 denotes thè2-norm. Whenκ = 0, the output signal is
sinusoidal at the input frequency which infers a linear response.
Whenκ = 1, all of the output occurs at frequencies other than
the input frequency, suggesting the output is not at all linearly
related to the input.

Simulations were performed in order to measure the reflection
coefficientsRp and Rs for a ‘compact’ choked nozzle over a
range of Mach numbers. In order to ensure compactness, a
value ofΩ = 0.01 was used. The results of these simulations
are shown in figure 2. Even when the excitation characteristics
are as large as 0.1, the numerically determined reflection coef-
ficients are very close to the first-order approximation of Mar-
ble & Candel [5]. This was a surprising result and of practical
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Figure 2: Steady Mach number dependence of the reflection
coefficient of a choked exit nozzle withΩ = 0.01. Marble and
Candel’s compact result for

∣∣Rp
∣∣ in solid line and|Rs| in dashed

line. Simulations for:σ, P+ = 0.5 (◦); σ, P+ = 0.1 (×); and
σ, P+ = 0.001(+).

interest since the pressure perturbations during thermoacoustic
limit cycles can be 10% of the steady state pressure. For ex-
citation characteristics of 0.5, a significant deviation from the
linear approximation is evident, although perturbations of this
magnitude are unlikely to occur in thermoacoustic limit cycles.

Further simulations were performed to measure the effect of fi-
nite nozzle length onRs for a choked exit with a steady approach
Mach number of 0.61 (the same Mach number as that studied by
Marble & Candel [5]). Care was taken to ensure that the geom-
etry enforced a linear steady velocity profile along the nozzle.
Figure 3 shows a Bode plot of the entropy reflection coefficient
for a finite length nozzle. It is clearly observed that the effect
of finite nozzle length is to filter out the reflection of high fre-
quency oscillations. This indicates that in the stability analysis
of many real systems with a choked outlet nozzle, only the low
frequency modes of vibration are of interest. Again the agree-
ment between Marble & Candel’s first-order approximation and
the numerical results is surprising, even forσ = 0.1. Shown be-
low the Bode plot is the nonlinearity measureκ. Although the
higher amplitude excitation still gives a similar reflection coef-
ficient to the linear model, some small nonlinearity is detected
in the waveform of the response. Figure 4 gives an example
of the degree of nonlinearity observed by comparingp− (t) at
the nozzle entrance to its component at the excitation frequency
with κ = 0.05. Note that the time-averaged value of the nonlin-
ear perturbation is non-zero.

Numerical simulations were also performed for the quasi-one-
dimensional flow through an open outlet. The open geometry
was represented by a smooth fractional area change of 100 oc-
curring over a length of 0.005 of the incoming wavelength. This
ensured that the outlet was both compact and emptying into an
approximately infinite plenum. As discussed earlier in this pa-
per, such a flow is not physical due to separation of the flow
from the outlet, and formation of a jet. Nonetheless, figure 5
compares the linear analytic expression to those found numer-
ically. The agreement between the numerical simulations and
the analytical results forRp is good, although the open outlet is
slightly more nonlinear than the choked outlet.

Conclusions

The Euler equations have been solved numerically for the case
of quasi-one-dimensional flow through outlet nozzles. The re-
flection coefficients have been found for open, compact choked
and finite length choked nozzles. For perturbation amplitudes
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as big as 10% of their corresponding steady flow quantities, a
small non-linearity is observed, but the reflection coefficients
are very closely represented by linear approximations. This
suggests that in the analysis of typical thermoacoustic limit cy-
cles, the outlet will be close to linear and the boundary condi-
tions of Marble & Candel as well as Rienstra are applicable.
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Abstract

The aim of this work is to design a forebody of minimum overall
length that nevertheless allows laminar unseparated flow. This
design goal is formulated as a constrained optimization prob-
lem. Classical potential and boundary-layer flow solvers are
combined with the Feasible Direction Interior Point optimiza-
tion algorithm to obtain representative forebody geometries in
plane-symmetric and axisymmetric flow. The optimal forebody
shape consists of an essentially flat plate normal to the flow,
connected to the aftbody by a smooth zero shear-stress surface.

Introduction

We consider constant-density incompressible steady viscous
laminar flow past plane-symmetric and axisymmetric bodies at
zero angle of incidence (i.e., the axis or plane of symmetry is
aligned with the flow). The aft section of the body is a constant-
thickness plate or constant-diameter cylinder that is either of in-
finite length, or (as is the case in this paper) sufficiently long that
details of how the geometry is terminated only weakly affect the
upstream flow. If the forward section of the body (forebody) is
too short or improperly shaped, forebody boundary-layer sep-
aration will occur. Separation is usually undesirable, yet it is
sometimes necessary to make the forebody as short as possible.
Our aim is to design a forebody of minimum overall length that
nevertheless allows unseparated flow.

Let the position vector of a point on the forebody beX(s) =
(X(s),Y(s)), wheres is the arclength measured from the axis of
symmetry,X(0) = (−L,0), X(s0) = (0,D/2), and the fore/aft-
body junction is located ats = s0 (Figure 1). The objective is
to

minimize f (X) =−X(0) = L (1)

subject to

gA(X) =−τ(s)≤ 0, 0≤ s≤ s0, (2)

whereτ is the surface shear stress. The objective function is
linear, hence the solution lies on a boundary defined by the con-
straints and will exhibit a point or region of incipient separation,
that is, zero shear stress. In general, the constraint permits non-
convex geometry. In this paper, the geometry is restricted by
imposing the secondary constraint

gB(X) =−dX
ds

=−Xs≤ 0, 0≤ s≤ s0, (3)

thus excluding hollow-nosed geometry (X(s) < X(0) for some
s> 0), while permitting lobed geometry (Y(s)>Y(s0) for some
s< s0). A more restrictive constraint on the curvature,−κ(s)≤
0, would explicitly enforce convex geometry.

Numerical methods

Geometry

The aftbody geometry is a finite-length enclosed body consist-
ing of a flat plate (cylinder) terminated by a semicircular (hemi-
spherical) end-cap. Cubic splines (with appropriate symmetry

LA

n s)(

s)(Xs

y

x

D/2

L

Figure 1: Geometry definition. Thex-axis is the plane or axis
of symmetry.

conditions) are used to represent the geometry and compute the
arclength,s, surface normaln(s) = (nx,ny), and curvature,κ(s).

Potential flow

In this paper, it is assumed that viscous effects are confined to
the boundary layer. Outside the boundary layer, the flow is ef-
fectively inviscid and described by a velocity potential satis-
fying the Laplace equation. The external velocity potential is
obtained using interior point (ring) sources [1] and is given by

φ(x,y) = U∞x+
N

∑
j=1

mj Φ(x, X̂j ,y,Ŷj ) (4)

whereU∞ is a uniform far-field velocity,N is the number of
point (ring) sources,mj and(X̂j ,Ŷj ) are the strength and coor-
dinates of thej-th source, respectively, and

Φ(x,x0,y,y0) = log[(x−x0)2 +(y−y0)2]1/2 (5)

+ log[(x−x0)2 +(y+y0)2]1/2 (6)

for plane-symmetric flow, or

Φ(x,x0,y,y0) =
K(k)

[(x−x0)2 +(y+y0)2]1/2
(7)

for axisymmetric flow. Here,K is the complete elliptic integral
of the first kind and

k2 =
4yy0

(x−x0)2 +(y+y0)2 . (8)

Applying the no-penetration boundary condition∇φ ·n atN dis-
crete points on the body surface yields the linear system

N

∑
j=1

[
nx(si)

∂Φ
∂x

(Xi , X̂j ,Yi ,Ŷj )+ny(si)
∂Φ
∂y

(Xi , X̂j ,Yi ,Ŷj )
]

mj

=−U∞ nx(si), i = 1, . . . ,N, (9)

where X(si) = (Xi ,Yi) is the i-th node. The point (ring)
source locations are given bŷXj = Xj − γ∆snx(sj ) and Ŷj =
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max[0,Yj−γ∆sny(sj )], where∆s is the local node spacing andγ
is a parameter measuring the source’s distance inside the bound-
ary relative to∆s.

Figure 2 shows the surface velocity error for prolate spheroids
of aspect ratio 2 and 4. The optimal value ofγ depends on both
the grid spacing,∆s, and the maximum curvature,κmax. When
γ∆sκmax . 1, that is, when the radius of curvature is similar in
magnitude to the offset distance of the ring sources, the error is
large, independent ofγ. For prolate spheroids and ellipses, the
maximum curvature occurs at the nose and, in this implementa-
tion, some of the point or ring sources are forced onto the plane
or axis of symmetry. More generally, it is reasonable to expect
that the point/ring source techniques will experience difficulty
whenever the radius of curvature becomes small in comparison
to the offset distance of the sources.

Boundary-layer flow

Using the G̈ortler and (in the case of axisymmetric flow) Man-
gler transformations, the boundary-layer equations [5] reduce
to

fηηη + f fηη + β(ξ)(1− f 2
η) = 2ξ( fη fξη− fξ fηη) (10)

where

η =
U(s)
ν
√

2ξ
n, ψ(s,n) = ν

√
2ξ f (ξ,η), (11)

(s,n) are coordinates parallel and normal to the surface, respec-
tively, ψ(s,n) is the streamfunction,U(s) is the local surface
velocity obtained from the potential solution,ν is the kinematic
viscosity, and subscripts onf denote differentation. For plane-
symmetric flows,

ξ =
1
ν

Z s

0
U(s)ds and β(ξ) = 2ν

U ′(s)
U2(s)

ξ. (12)

For axisymmetric flows, the Mangler transformation is also ap-
plied, giving

ξ =
1
ν

Z s

0
U(s)Y2(s)ds and β(ξ) = 2ν

U ′(s)Y2(s)
U2(s)

ξ. (13)

Equation (10) is subject to the boundary conditions

f (0) = 0, fη(0) = 0, and fη(∞) = 1, (14)

Plane-symmetric Axisymmetric
η− f (η) fηη(0) η− f (η) fηη(0)

Box method 0.6480 1.2328 0.8046 0.9278
Schlichting [5] 0.6480 1.2326 0.8047 0.9277

Table 1: Boundary-layer solver validation for self-similar stag-
nation point flow. Note thatη− f (η) should be evaluated in the
limit η→ ∞, but is here evaluated atη = 5.

and solved using the Keller Box method [5]. Second-order ac-
curate finite difference and interpolation schemes are used to
discretize (10) and a Newton method is used to solve the result-
ing nonlinear difference equations at each streamwise station.
Adaptive Romberg integration is used to evaluate the integrals
in (12) and (13). Second order finite differences are used to
evaluateU ′(s) = dU/ds. The far-field boundary condition is ap-
plied atη = 5. Consideration of plane-symmetric and axisym-
metric stagnation point flow yieldsβ(0) = 1 andβ(0) = 1/2,
respectively.

Table 1 compares published results for self-similar stagnation
point flow with those calculated using the Box Scheme solver
with 100 nodes. This is not a complete check of the solver
because the right-hand-side of (10) vanishes for self-similar
boundary-layer flows. For plane-symmetric flow past a circu-
lar cylinder, the combined potential and boundary-layer solvers
predict a separation angle of 104.3◦, compared with a published
value 104.5◦ [5]. For axisymmetric flow past a sphere, the com-
bined potential and boundary-layer solvers predict a separation
angle of 104.6◦, compared with published values in the range
103.6–109.6◦[6]. These values are obtained using 100 nodes
in both the circumferential and wall-normal directions and first-
order interpolation between circumferential grid points.

Optimization

A discrete optimization problem is obtained by defining a dis-
crete design or control vector,x, whose components determine
the forebody node positions according to

X(si) = xin0(si)+X0(si), i = 1, . . . ,M, (15)

wherexi is the i-th component ofx, n0 andX0 are the normal
and position vectors of a reference (initial) geometry, andM is
the number of nodes on the forebody. Note that the objective
function is still linear with respect tox. The discrete constraints
are

gi(x) =−τ(si)≤ 0 (16)

gi+M(x) =−Xs(si)≤ 0 (17)

wherei = 1, . . . ,M. Although there are 2M constraints, only a
maximum ofM can be active.

Using the boundary-layer solver described above, it is not pos-
sible to continue solutions downstream of the separation point
due to the presence of the Goldstein singularity. It is there-
fore necessary to use an optimization algorithm that generates
shape iterates that are always feasible, that is, unseparated. We
use the Feasible Direction Interior Point (FDIP) method [2, 3].
With the above definitions, application of the algorithm to the
present problem is straightforward.

The FDIP method is a gradient-based algorithm. For our prob-
lem, the objective function is linear, so analytical computa-
tion of ∇ f (x) is trivial. Finite differences are used to compute
∇gi(x). Although expensive, this is satisfactory for sufficiently
small problems, such as those presented in this paper. The La-
grangian Hessian is set to the identity matrix, resulting in a first-
order method. A smoothing operator is applied to updates to
help preserve shape regularity [4].
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Figure 3: Initial and optimized forebody after 30 iterations for
plane-symmetric flow.
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Figure 4: Initial and optimized forebody after 30 iterations for
axisymmetric flow.

Results

Figures 3 and 4 show the initial and optimized shapes for plane-
symmetric and axisymmetric flow, respectively. In each case,
the initial forebody geometry is specified as the lowest order
Chebyshev polynomials that satisfyY(0) = 0, Y(s0) = D/2,
Ys(s0) = 0, Yss(s0) = 0 and X(0) = −Linit , Xs(0) = 0, and
X(s0) = 0. Linit is chosen sufficiently large to obtain a feasible
initial geometry. The results are obtained withγ = 3, N = 800,
M = 240,LA/D = 8.56 for the plane-symmetric case andγ = 3,
N = 400,M = 100, andLA/D = 3.38 for the axisymmetric case.
Calculations are terminated when progress stalls, or when the
curvature and shear stress profiles develop significant grid-scale
oscillations. These features are rejected because they are not re-
tained upon grid refinement.

Figures 5 and 6 show the pressure coefficient,

cp ≡
p− p∞
1
2ρU2

∞
= 1−

(
U
U∞

)2

, (18)
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Figure 5: Pressure coefficient, shear stress, and curvature af-
ter 30 iterations in the plane-symmetric case. The junction is
located ats0/D = 2.84. The shaded area indicates separated
(infeasible) solutions.

fηη evaluated at the wall (η = 0), and the curvature for the
plane-symmetric and axisymmetric case, respectively. Note that
at any streamwise station,fηη(0) is proportional to the wall
shear stress,τ, and is a convenient nondimensional substitute.
The maximum curvature, maximum shear stress, and minimum
pressure coefficient are clearly correlated. The optimization al-
gorithm drives the geometry towards an almost discontinuous
curvature variation. This causes curvature overshoots, as the
splines struggle to resolve such features. The optimal geometry
consists of an essentially flat-plate stagnation-point flow with a
favourable pressure gradient up to the point of maximum cur-
vature. Between this point and the junction with the aftbody, an
approximately zero shear-stress surface is obtained.

The effect of aftbody length,LA, is shown in Figure 7. Upstream
influence can only enter through the pressure coefficient. The
plane-symmetric case is more sensitive to aftbody length than
the axisymmetric case and there appears to be some residual
effect atLA/D = 5.39.

Discussion

The limitations of the flow solvers used in this paper are widely
understood. Potential flow and first-order boundary-layer the-
ory provide an accurate prediction when the Reynolds number
is large and large-scale separation and transition do not occur.
As the flow in the vicinity of the forebody is attached by design
and separation occurs far downstream, we expect the present
approximations to be qualitatively meaningful. Higher order ef-
fects, such as boundary-layer displacement effects, are ignored,
as are the effects of instability and transition to turbulence that
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will occur at sufficiently large Reynolds number. The zero shear
stress surface is rather sensitive to perturbations in the geome-
try, suggesting that displacement effects may be important in a
physical flow. The adverse pressure gradient associated with the
zero shear stress surface implies the existence of an inflection
point in the boundary-layer velocity profiles, hence the bound-
ary layer will be particularly susceptible to instability. It is
likely the forebody geometry will need to be modified to take
these effects into account. This is the subject of future work.

Another important factor in the physical flow is sensitivity to
angle of incidence. The optimized forebody geometries exhibit
rather sharp corners. We expect that such features would pro-
mote separation in the presence of small angles of incidence.
This is also the subject of future work.

The optimizing algorithm can find solutions of the discrete
problem with lower values of the objective function than the
examples shown here. Approaching these solutions, the shapes
tend to lose regularity, with large oscillations in the curvature
causing similar oscillations in the streamwise shear stress pro-
files. As mentioned above, such solutions are rejected, but a
rational criterion for doing this has not been developed. As a
result, it is not possible to be certain how well-converged the
solutions are.

Conclusions

Classic flow solvers are combined with the FDIP optimization
algorithm to obtain minimum-length forebody geometries free
from separation. The optimal geometry consists of an essen-
tially flat plate normal to the flow, connected to the aftbody by a
smooth surface with almost zero shear stress. For the plane-
symmetric case, the minimum forebody aspect-ratio was ap-
proximately 2.5, compared with approximately 1.0 for the ax-
isymmetric case.
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Abstract 
The time-averaged and time-dependant nature of the wake of 

a simplified passenger vehicle (Ahmed model) has been 
investigated experimentally. Time-averaged results of the far-
wake showed good agreement to previously published work, 
although the near-wake structure was found to be somewhat 
different, complementing findings made through flow 
visualisation. Time-dependant analysis revealed that the shedding 
behind the model is analogous to vortex shedding behind simple 
bluff bodies, with most of the fluctuations confined to the axial 
and vertical directions. In addition, the shedding characteristics 
on the slant showed very similar behaviour to the vertical base, 
indicating strong turbulent mixing between the two regions, 
emphasizing time-averaged findings and complementing the 
proposed flow topology. 
 
Introduction 

There exists a large database of information directed towards 
understanding flow structures in the wake of simplified passenger 
vehicle geometries. Until recently, the bulk of literature has only 
been successful in elucidating regions in the wake where the flow 
direction is dominantly in the streamwise sense. In addition, 
much of this work has been limited to time-averaged behaviour, 
due to the complexity associated with time-varying flows that 
exhibit significant flow angles, and sometime complete reversals.  

The purpose of this research is to further the understanding 
of flow in the near-wake of a well-known simplified passenger 
vehicle geometry.  

The use of simplified forms of passenger vehicles has 
proven extremely useful in terms of understanding the 
fundamental flow characteristics associated with more complex 
passenger cars [5]. Although many types of simplified passenger 
vehicle geometries have been investigated, one of the most 
popular has been the Ahmed model, after [1]. From flow 
visualisation and time-averaged measurements, the hypothesised 
flow patterns of Ahmed et al are summarized in Figure 1. It is 
important to note that some of the time-averaged results 
presented indicate that certain complex flow regions (i.e. large 
flow angles including reversals) were not successfully captured 
during sampling, although this was not discussed in detail. 

The size and strength of the C-pillar vortices were found to 
be very dependant on the base slant angle. As the base slant angle 
reached 30 degrees from the horizontal, the separated bubble on 
the slanted edge grows in size forming a dominant low-pressure 
horseshoe vortex on the backlight. This low-pressure region then 
draws in and strengthens the C-pillar vortices. Overall, the base 
pressure is significantly reduced, resulting in a significant rise in 
drag. Beyond a slant angle of 30 degrees, the separated flow is no 
longer able to reattach down the slanted edge, thus reducing the 
strength of the C-pillar vortices. Hence, at slant angles above 30 
degrees the flow pattern is accompanied by a significant rise in 
base pressure and therefore reduction in drag. The “critical” 30-
degree high-drag backlight configuration was used in this 
investigation. 

 

Horseshoe Vortex 

 
Figure 1. Proposed high-drag vortex system for the Ahmed model 

geometry [1]. 
 

This paper will further elucidate the complex behaviour in 
this near-wake region through a detailed experimental 
investigation into the time averaged and unsteady flow 
characteristics. 
 
Experimental Arrangement 

A ¼ scale Ahmed model geometry was used in this 
investigation, with the rear slant angle held constant at 30 
degrees. All tests in this investigation were conducted in the 
RMIT Industrial Wind Tunnel. The wind tunnel is a closed-jet 
and fixed-ground type, and is able to generate flow speeds of up 
to 43 m/s, with a longitudinal turbulence intensity of 1.5%. The 
wind-tunnel blockage ratio was equal to 1.9%, based on 
maximum projected frontal area of the Ahmed model, which was 
deemed suitable in that relevant flow structures would not be 
significantly affected by the presence of the wind tunnel walls. 
No corrections were made for blockage.            

Time-averaged and time-varying surface pressure 
measurements were measured with a Dynamic Pressure 
Measurement System (DPMS), supplied by Turbulent Flow 
Instrumentation Pty Ltd. Tests were conducted at a range of 
speeds between 20 and 35 m/s. Silicon tubes of 0.8 mm diameter 
were inserted at each surface pressure tap and connected to the 
DPMS. As described in [5] and [2], the oscillatory pressures 
through these tubes undergo an amplitude variation and phase lag 
that is frequency dependant. Therefore, the pressure signals 
measured by the transducers were linearised to correct for the 
amplitude and phase distortion. The correction technique used is 
based on a Fourier transform technique (see [3]) and consists of 
obtaining the Fourier transform of the measured signal at the 
transducer, dividing this by a tubing transfer function (that relates 
the dynamic pressure at the transducer to that at the point of 
measurement), and transforming the result back to the time 
domain via an Inverse Fourier transform. 

In order to obtain a more complete representation of the flow 
field, off-body flow measurements were taken at three 
downstream transverse planes in the wake of the model. Single 

C-Pillar Vortex Reattachment on 
slanted edge 



 

point flow measurements were conducted at a wind tunnel speed 
of 35 m/s using a 13-hole, high frequency response pressure 
probe. This pressure probe, known as the ECA (Extended Cone 
of Acceptance) Probe, was also supplied by Turbulent Flow 
Instrumentation. It is of the multi-hole type and has a flow 
acceptance cone of about ±135°, resolving all three components 
of velocity and local static pressure up to frequencies of about 1 
KHz. For more information on the design, validity, steady state 
and dynamic calibration of the probe, refer to [12]. 

 
Results 
Time-Averaged Results 

Figure 2 shows the off-body flow patterns at the rear of the 
model through smoke injection. In the top figure the smoke was 
injected at the end of the roof centerline, while the smoke 
patterns shown in lower figure originated at the top of the C-
pillar as shown. The wake pattern shows excellent agreement 
with [10], in that the flow over the backlight shows a large 
separation bubble over the entire centerline, consequently aiding 
the generation of a strong trailing vortex from the C-pillar, which 
is very well defined. It is important to note however that unlike 
the proposed flow pattern of [1], the flow along the centreline 
does not fully reattach before leaving the base, but forms part of 
the wake behind. 

 

 
Figure 2. Off-body smoke flow patterns at rear end of the model. 

 
Figure 3 shows the corresponding surface skin friction 

patterns on the backlight and vertical base. It is evident that the 
flow from the roof separates at the top of the backlight, which is 
consistent with smoke flow patterns. Just inboard of the C-pillars, 
there exists a separation line extending through the entire length 
of the backlight. This line makes an angle of approximately 7 
degrees relative to the C-pillar, comparing well to results 
obtained by [10] and [1]. It has been widely accepted that this 
separation line is a result of the C-pillar vortex separating as it 
spirals along the backlight. 

Further inboard there is a large separated region that extends 
to the base of the backlight. Many authors have also revealed the 
existence of this large separated region, which is bordered by the 
trailing vortex impingement lines. These impingement lines also 
agree with smoke patterns shown in Figure 2. Within this region 
exist significant levels of reverse flow making a radiating pattern 
originating from main stable foci located just below the top 

corners of the backlight. The presence of these foci corresponds 
to the work of [11]. In addition, unlike [1] whereby this reverse 
flow region was fully enclosed and assumed an arch shaped 
horseshoe vortex (see Figure 1), this region takes on a ‘D - like’ 
shape, with a central tail at it base. This central tail, which is 
relatively thin, does not show any sign of reattachment but 
instead exhibits flow reversals right up until the rear of the 
model. A similar shaped detached flow region was also found by 
[10]. Thus, it is envisaged that the separated flow over the slant 
reattaches along the vortex impingement lines, but not in the 
small region between. 
 

 
Figure 3. Rear end surface skin friction patterns. 

 
On the vertical base, there exists a well-defined line that 

makes the shape of an arch. The patterns suggest that the flow 
originates at the periphery of this arch and radiates towards the 
top and sides of the base. Within the arch, patterns made during 
model preparation (i.e. applying surface oil solution) are 
significant, indicating low levels of energy within this region. 
This suggests that the flow just off the surface of the vertical base 
is characterised by a dominant arch-shaped recirculation bubble. 
It is envisaged that a counter-rotating vortex is created below, 
which is fed below by the flow coming from the underbody and 
above by this large arch vortex, although this is not discernable 
from Figure 3. 

Figure 4 shows the mean velocity vectors measured with the 
ECA probe along the plane of symmetry and Figure 5 shows the 
corresponding calculated streamline pattern. Thus far, this 
complex near-wake flow region has proven difficult to capture 
due to the limitations associated with hot-wire and pressure 
probes measuring flow reversals, however, flow structures within 
this region were successfully captured with the 13-hole probe.  

 
Figure 4. Velocity vectors measured along the symmetry plane in wake of 

model. 
 
Through the use of PIV, [7] were also able to capture flows 

in the near-wake, although the data published and conclusions 
drawn were somewhat limited to far-wake characteristics. 

Immediately behind the vertical base, a well-defined 
separation at the top and bottom of the vertical base is apparent, 
enclosing a clear recirculatory flow region. Two recirculatory 
bubbles are observed, one above the other, and in opposing 
directions. The higher bubble covers the upper region of the 



 

vertical base, while the lower bubble, which rotates in the 
opposite direction, does not appear to interact with the surface. 
This finding agrees with skin friction patterns of Figure 3, which 
indicated that a single recirculation bubble interacted with the 
vertical rear surface.  

Towards the upper portion of the separated region it is clear 
that the circulation zone is drawing fluid from the separated flow 
above the slanted edge. Thus, the flow over the slanted edge, at 
least along the centreline, does not reattach on the slant before 
separating at the base, which emphasises flow patterns in Figure 
3. This is in contrast to the flow topology of Ahmed et al [1], 
which suggests that flow above the central region of the slant is 
characterised by a large separation bubble that reattaches before 
separating again at the base. Thus, the closed horseshoe vortex 
proposed by Ahmed et al is in fact partially open, and mixes with 
the upper recirculation bubble on the vertical base. As a result, 
the flow leaving the top of the model assumes much larger angles 
to the slant. 

 
Figure 5. Streamlines along the symmetry plane in wake of model. 

 
This finding also agrees with the work of [11], which shows 

that the horseshoe vortex on the slant was not closed but mixed 
with the flow in the wake. It is important to note that the model 
used by [11] had a slant angle of just 25 degrees, which would 
only act to promote reattachment. Thus, this new proposed flow 
topology is not limited to slant angles very close to and above the 
critical geometry (i.e. 30 degrees rear slant angle). 

 
Unsteady Results 

 
Figure 6. Auto-spectral Density function of a selected surface pressure 

tap on the rear of the model. 
 
Although only shown here for a single location (see Figure 

6), spectral analysis of time-signals of various surface pressure 
taps on the rear slant and vertical base revealed a single dominant 
shedding frequency of 40 Hz at the highest test Reynolds 
number, which corresponds to a Strouhal number 0.39 (based on 
the square root of model frontal area). Some sensitivity of the 
Strouhal number was also observed within the Reynolds number 
range tested. Readings from pressure taps on both the vertical 

base and slanted edge indicate high energies are also associated 
with the shedding. 

Figure 7 shows the correlation between time signals of 
surface pressure taps at the top and bottom of the vertical base, 
corresponding to the two-recirculatory bubbles, one above the 
other, shown in Figure 1 and Figure 5. Firstly, we see that the 
phase estimate near the non-dimensional shedding frequency of 
0.39 suggests that the shedding is 180 degrees out of phase, 
implying alternate shedding. Thus, the recirculatory bubbles 
located behind the vertical base (see Figure 5) are analogous to 
the well-known von Karman vortex shedding behind bluff 
bodies, particularly square cylinders, shedding alternately at a 
Strouhal number of about 0.39. For the test speed range used 
here, Reynolds numbers (based on square root of frontal area) 
were between 5.5×105 < Re < 7.7×105.  

 

 
Figure 7. Cross-spectral Phase estimate between selected surface pressure 

taps on the vertical base. 
 
It is known that at such high Reynolds numbers, circular 

cylinders exhibit significant losses in periodic flow (see [8]) due 
the boundary layer undergoing transition to turbulence, creating a 
smaller wake, and accompanied by diminishing shedding 
characteristics. However, square cylinders tend to exhibit well-
defined shedding behaviour up to Reynolds numbers well beyond 
those investigated here due to the separation locations being fixed 
irrespective of Reynolds number, which result in well-defined 
separated shear layers at opposite sides of the wake. 

Time-averaged results suggest that the flow over the slant 
mixes with the upper recirculation bubble behind the vertical 
base. Figure 8 shows the correlation of shedding characteristics 
between pressure taps on the slant and upper region of the 
vertical base. At a reduced frequency of 0.39, the two regions 
correlate close to 0 degrees, suggesting that they are in phase. 
Thus, the fluctuations on the slanted edge shed simultaneously 
with the upper separation bubble on the vertical base. This result 
emphasizes that the detached flow region on the slant and 
recirculation bubble on the vertical base are in fact a single large 
separated flow region. 

 
 
 
 
 
 



 

 
Figure 8. Cross-spectral Phase estimate between surface pressure taps on 

the slant and vertical base. 
 

Proposed Flow Topology 
Figure 9 highlights the important time-averaged flow 

features found from this investigation, with surface patterns 
drawn as limiting streamlines (i.e. lines of surface shear stress) 
on the right hand side of the model, and off-body flows on the 
left.   
 

 
Figure 9. Proposed topological flow structure of the Ahmed model with 

critical geometry. 
 

Clearly, the impingement of the trailing vortex along the C-
pillar is shown. This impingement can be considered as a classic 
example of a positive bifurcation in terms of the ‘critical point 
theory’ described in [7] and [3]. Here, a streamline from the 
oncoming streamsurface (i.e. the trailing vortex surface) 
bifurcates into two at the line. On one side of this positive 
bifurcation, the flow tends toward a stable focus in a spiralling 
path, as it interacts with the flow reversals inside the detached 
flow region on the slant. On the other side, the path taken by the 
vortex as it interacts with the surface is shown. Note that the 
vortex separates at approximately 7 degrees to the C-pillar. 
Although not found in results of this study, possibly due to 
limited resolution of flow maps, [10] showed that a smaller, 
counter rotating, vortex existed above the small region between 
the line and C-pillar. As such, this 7-degree separation line can be 
viewed as a negative bifurcation, in which two streamlines 
appear to combine into one. 

On the vertical base, the limiting streamlines indicate the 
path of the upper separation bubble, which causes significant 
levels of upwash on the surface. Note the horseshoe shape made 
by the bubble as it extends to the sides of the model. No 

hypothesis is made for the regions above and below this bubble 
since results failed to reveal any definite path. 

Off the body, the combination of the detached flow over the 
backlight and recirculation bubble on the vertical base is shown. 
It is important to note that although the detached flow region on 
the slanted edge only fails to reattach in the small region between 
the trailing vortices, it does reattach along the positive bifurcation 
lines. Also, it was found that this region was highly unsteady, so 
the time-averaged flow topology should only serve as an 
approximate representation. Finally, the dominant trailing vortex 
generated at the C-pillar is also shown, with its path illustrating 
that the vortex core tends to move downward as it flows 
downstream. 
 
Concluding Remarks 

The complex nature of the near- and far-wake of the Ahmed 
model geometry has been investigated. Surface friction patterns 
and time-averaged results revealed that the separated flow region 
over the slanted edge does not fully reattach further down the 
slant, but instead mixes with the large separated region behind 
the vertical base. The two regions consequently exhibit similar 
time-dependant behaviour.  

Spectral characteristics of surface pressure signals also 
revealed that the recirculation bubbles found behind the vertical 
base could be seen as analogous to longitudinal vortices in a von 
Karman vortex street. 
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Abstract

High Rayleigh number convection is studied experimentally in
a differentially heated cavity that consists of two connected
chambers. We investigate how the circulation, the temperature
field and the transport of heat and mass depend on the height of
the barrier separating the chambers. We find that the tempera-
ture fields in the chambers are very different and that a complex
flow structure evolves to accommodate the heat and mass trans-
ports. Surprisingly, both of these transports are found to have
little dependence on the barrier height, and only begin to de-
crease rapidly when the barrier height becomes very large.

Introduction

Convection in a two-dimensional differentially heated cavity
has been extensively studied, motivated by a wide range of engi-
neering applications [1, 2, 3, 4, 7]. At high Rayleigh numbers, a
strong boundary layer circulation (figure 1) accommodates most
of the mass and heat fluxes: a buoyant plume rises up the heated
endwall, flows along the top of the cavity, falls down the cooled
endwall as a dense plume, and then returns along the bottom
of the cavity [2, 3, 4]. Fluid in the cavity interior or ‘core’ is
nearly stagnant and has a temperature field that varies linearly
with depth and is independent of longitudinal position [1, 7].

hot

plume

cold

plume

cold horizontal boundary layer

‘stagnant’

core region

Figure 1: Schematic of the boundary layer circulation in a dif-
ferentially heated cavity at high Rayleigh number (no barrier).

In many geophysical, environmental and industrial situations
convective circulation is strongly influenced by complex bot-
tom topographies or building geometries [5, 6, 8]. As a step to-
wards understanding these more complex flows, we have placed
a barrier in the cavity interior that blocks the boundary layer cir-
culation and changes the flow significantly. In this paper we de-
scribe how the flow changes as a function of barrier height and
present measurements of the modified heat and mass transports
in the cavity.

Experimental Apparatus & Methods

The experimental set-up is illustrated in figure 2. The experi-
ments were carried out in a tank of lengthL = 302 mm, height
H = 196 mm and widthW = 150 mm. The base, lid and side-
walls were made of Perspex, with heat exchangers as endwalls.
Each heat exchanger was kept at a constant temperature by re-
circulating water from a temperature-controlled bath. The tem-

heat cool

h

L

H

Figure 2: Experimental configuration (elevation view).

perature in the heat exchangers was monitored using embed-
ded thermistors. Water was used as the working fluid in the
tank. Four holes along the length of the tank in the centre of the
lid accommodated flow visualisation and temperature measure-
ments. This ensured all visualisation and measurements were
subject to minimal influence from the sidewalls. Barriers of
the same width as the tank and of heighth = 36 mm, 56 mm,
76 mm, 96 mm, 116 mm, 136 mm, 156 mm and 176 mm, were
inserted half way along the tank at the bottom so as to create two
connected chambers of equal size. The barriers were made of
20 mm thick Styrofoam with rubber sealing on the three sides
touching the tank to ensure minimal conductive heat transfer
and no water leakage between chambers. Heat loss from the
tank was minimised by double glazed Perspex sidewalls. In ad-
dition, the tank was insulated on all sides with Styrofoam. The
insulation on the two sidewalls was removed only when photos
and temperature profiles were being collected. The heat loss
from the tank was found to be minimal, about 1% of the total
convective heat flux in the no barrier case.

In each experiment the tank was carefully filled using de-aired
water to reduce the amount of bubbles present. Two free stand-
ing thermistors were placed in the interior of the tank, one in
the middle of each chamber. Temperatures were logged on a
PC and when the readings from all the thermistors were con-
stant (after typically 15 hours), the system was considered to
have reached thermal equilibrium.

Once at equilibrium, temperature profiles through the two
chambers and through the depth above the barrier were mea-
sured. Potassium permanganate crystals and food dye were in-
troduced into the flow through the holes in the tank lid. A slide
projector was placed a few metres behind the tank illuminating
a sheet of tracing paper attached to the back of the tank. The
tracing paper acted as a light diffusing screen, against which
the dye could be easily seen. A Nikon D100 digital camera was
used to take photos during the experiments. Horizontal velocity
measurements were made in the centre of the tank, above the
barrier, in order to determine the mass and heat fluxes in the
flow. Approximately vertical dyelines were generated by drop-
ping potassium permanganate crystals through the flow. Pho-



tographs were taken at intervals between two and sixty seconds,
and the velocities calculated (with an accuracy of±5%) using
the horizontal displacement in dye line positions from one photo
to the next.
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Figure 3: Steady-state temperature profiles through the two
chambers forAB = 0.59. The steady-state temperature profile at
the centre of the tank for the flow with no barrier is also shown.
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Figure 4: Steady-state temperature profiles through the two
chambers forAB = 0.90. The steady-state temperature profile at
the centre of the tank for the flow with no barrier is also shown.

In this flow there are four important parameters: the Rayleigh
number

Ra=
αg∆TH3

νκ
= 5×109, (1)

the Prandtl number
Pr =

ν
κ

= 7, (2)

the aspect ratio

A =
H
L

= 0.65, (3)

and the barrier aspect ratio

AB =
h
H
, (4)

whereg is the gravitational acceleration,α is the expansion co-
efficient,∆T is the applied temperature difference between the
two endwalls,ν is the kinematic viscosity andκ is the thermal
diffusivity.

Figure 5: Visualisation of the flow forAB = 0.59. Initially verti-
cal dye streaks were generated by dropping potassium perman-
ganate crystals at three positions: the centre of the tank and
aligned horizontally with the thermistors (visible in the centre
of each chamber).

Figure 6: Visualisation of the flow forAB = 0.59. Red dye
was introduced into the boundary layer at the bottom of each
chamber and at a later time green dye was added to the interior
of the tank.

In this paper onlyAB is varied, by changing the barrier heighth.
The other parameters are fixed as we are using the same tank,
keeping water as the working fluid, and using an applied tem-
perature difference∆T = 45◦C (the heated endwall had a tem-
peratureThot = 50◦C and the cooled endwall had a temperature
Tcold = 5◦C).

Qualitative Observations

When a barrier is inserted into the cavity, fluid in the cold hor-
izontal boundary layer in figure 1 is prevented from flowing all
the way to the hot plume. Instead the outflow from the cold
plume pools and slowly fills the right chamber in figure 2. Even-
tually, the coldest water totally fills this chamber to the height
of the barrier, creating a ‘cold chamber’ whose final steady-state
temperature profile contrasts dramatically with the temperature
profile in the adjacent ‘hot chamber’ (see figures 3 and 4). The
presence of a barrier has a significant effect on the temperature
profile at the uppermost levels in the tank only when the gap
above the barrier is small (compare figures 3 and 4).



Figures 5 and 6 show visualisations of the steady state circu-
lation for AB = 0.59. The hot plume (not visible) rises up the
heated endwall and detrains to form the hot horizontal bound-
ary layer. The cold plume forms at the top of the cooled end-
wall and flows down the plate, but splits into two at around the
height of the barrier. The coldest fluid from the inner part of
the plume (against the endwall) continues to flow downwards,
but the fluid in the outer part of the plume is not cold enough
to penetrate into the cold chamber: it instead detrains and flows
horizontally towards the barrier. Along the way, the intruding
flow is combined with upwelling fluid from the cold chamber to
produce a strongly stratified overflow at the barrier (see figure
8). This flow then plunges over the side of the barrier forming
a fast downflowing plume. In a manner very similar to a plume
entering a stratified environment, the momentum of the down-
flowing fluid causes it to overshoot and then oscillate about its
level of neutral buoyancy in the heated chamber (figures 5 and
6). As the overflow is strongly stratified, only the very coldest
fluid immediately adjacent to the barrier is observed to reach
the tank bottom, while the remainder enters the interior of the
heated chamber at a range of different levels (figures 5 and 6).
This fluid is then gradually drawn towards the lower part of the
heated endwall, where it is entrained into the hot plume.

In the cold chamber, the flow is primarily driven by the cold
sidewall plume, which produces a slow upwelling return flow
(figure 6). The cold chamber is also weakly stirred by a small
amount of heat transfer through the barrier (less than 3% of the
total amount).

Quantitative Results

The exchange flow above the barrier was found to be strongly
dependent on the barrier height (see figure 7). In the no barrier
case (figure 7 a), we observed strong boundary layer flows at the
top and bottom, with a weak uniform shear in the interior (cf.
figure 1). With the addition of a small barrier (figure 7 b), the
top half of the flow is similar to the no barrier case (figure 7 a),
but the bottom half is significantly different: the return flow oc-
curs in a thinner layer with a much faster velocity. This barrier
overflow also generates horizontal shear layers in the overlying
fluid (cf. [9]), which are identified by a local maximum or mini-
mum in the velocity profile. Ash is increased, the region of uni-
form shear in the interior steadily decreases until it disappears at
AB = 0.59 (figure 7 c). Whenh is increased further, the number
of shear layers decreases from six (forAB = 0.59) to four (for
AB = 0.59, see figure 7 d), and then to a simple bi-directional
exchange flow for the highest barrier (figure 7 e), where a layer
of warm water flowing towards the cooled endwall overlies a
cooler layer overflowing the barrier.

In figure 8, the temperature profile above the barrier is shown
for a number of different barrier heights. As the barrier height
is increased, two main effects are observed. First, the temper-
ature gradient in the barrier overflow systematically increases.
Second, the temperature profiles are shifted to warmer temper-
atures. However, the temperature gradient above the barrier ap-
pears to be unchanged (cf. figures 3 and 4).

From integration of the velocity profiles in figure 7, we deter-
mined the volume flow per unit width from the hot chamber
to the cold chamber, as a function of the barrier height (figure
9). The volume flow was expected to decrease steadily with in-
creasing barrier height. However, for modest barrier heights, no
such decrease was observed (and there is a suggestion of a max-
imum in flow rate at aroundAB ∼ 0.4). A substantial decrease
in volume flow was only apparent when the barrier height be-
came very large (AB > 0.8), which satisfies the constraint that
the volume flow must go to zero ash→H (and the gap closes).

0

0.2

0.4

0.6

0.8

1

-1 -0.5 0 0.5 1

y
/

h
0

0.2

0.4

0.6

0.8

1

-2 -1 0 1 2

y
/

h

0

0.2

0.4

0.6

0.8

1

-6 -4 -2 0 2

y
/

h

0

0.2

0.4

0.6

0.8

1

-6 -4 -2 0 2

y
/

h

0

0.2

0.4

0.6

0.8

1

-5 -4 -3 -2 -1 0 1 2

velocities (mm/s)

y
/

h

Figure 7: Velocity profiles above the barrier for a)AB = 0, b)
AB = 0.18, c) AB = 0.59, d) AB = 0.69, e)AB = 0.90. The
points on the plots in (c) – (e) correspond to heights at which the
velocity was either zero or a local maximum/minimum. Note
that the horizontal scale differs for each plot.
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From the measured velocity and temperature profiles, we deter-
mined the heat transport per unit widthq across the barrier

q = ρcp

Z H

h
uTdy, (5)

whereρ is the density,y is the vertical coordinate andcp is
the specific heat of water at constant temperature. The Nusselt
number is then given by

Nu=
q

k∆T
(6)

wherek is the thermal conductivity of water. The measured
Nusselt numbers are plotted in figure 10 as a function of bar-
rier height. We had anticipated that the heat transport would
steadily decrease with increasing barrier height. However, no
decrease was observed for modest barrier heights, and a rapid
decrease in heat transport was found whenAB > 0.8 (satisfying
the constraint that the heat transport must go to zero ash→H).
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Figure 9: Volume flow per unit width (in 10−5m2/s) exchanged
through the gap above the barrier as a function ofAB.

Conclusions

We have studied the convective flow in two connected chambers
by placing a partial-height barrier into a cavity with differen-
tially heated endwalls. The introduction of the barrier severely
disrupts the transport of heat and mass in the boundary layers
and plumes adjacent to the cavity walls. Temperature profiles
in the cavity are dramatically modified, with the formation of
a very cold chamber and a moderately warmer chamber. An
unexpected flow structure arises to accommodate the exchange
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Figure 10: Measured Nusselt number as a function ofAB.

of fluid between the chambers. Contrary to intuition the heat
and mass transport is little changed by the presence of a moder-
ate barrier, and only begin to decrease rapidly when the barrier
height becomes very large (whenAB > 0.8). The complex dy-
namics responsible for this behaviour are currently being stud-
ied.
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Abstract

Swirling jets show at Reynolds numbers in the transitional and
low turbulence regime several competing flow forms due to
shear and centrifugal instabilities. The swirling flow in jets at
swirl numbers high enough to generate breakdown bubbles is
simulated numerically using an accurate Navier-Stokes solver
in cylindrical coordinates. The vector lines for vorticity and the
Lamb vector are computed and analyzed in detail. The main re-
sult is that the set of critical points of the Lamb vector field con-
tains stable and unstable manifolds characterizing high shear
regions.

Introduction

The interpretation of flow fields can be guided by vector lines
associated with vector properties of the flow. It is well known
that streamlines, pathlines and streaklines generated by the ve-
locity field give a unique picture of a steady flow, but differ sig-
nificantly for unsteady flows as simple examples show (Hama,
[1]). Turbulent flows are always unsteady and it is important
to study vector lines generated by a variety of vector fields
to gain an understanding of the kinematics and the dynamics
of the flow. Velocity, vorticity and Lamb vector fields in axi-
symmetric, swirling jets are considered for this purpose with
the emphasis on the Lamb vector. The Lamb vector is the cross
product of vorticity and velocity and is, therefore, an indicator
of regions of a flow field where vorticity is nonzero. It shares
with velocity and vorticity critical points, but possesses addi-
tional critical points where the flow is locally Beltrami, i.e. a
pure corkscrew motion.

Swirling jets show at Reynolds numbers in the transitional and
low turbulence regime several competing flow forms due to
shear and centrifugal instabilities ([3], [5], [4]). The swirling
flow in jets at supercritical swirl numbers generating breakdown
bubbles is simulated numerically using a hybrid spectral - finite
difference method for the solution of the Navier-Stokes solver
in cylindrical coordinates. The vector lines for vorticity and the
Lamb vector are generated for this flow and analyzed in detail.

Numerical Method

The hybrid spectral finite-difference method developed in [6]
is applied to solve the Navier-Stokes equations in cylindrical
coordinates. The details including the verification of its accu-
racy and convergence properties are presented in [6] and [7].
The method takes advantage of the fact that smooth functions
are periodic with respect to azimuthal variable and the discrete
Fourier transform [8] is applicable, which is for axi-symmetric
flows reduced to a single mode. The axial and radial directions
are discretized using finite difference methods with formal ac-
curacy at inner points up to 8th order. The time integrator is
an explicit 4th-order state space Runge-Kutta method that re-
quires minimal storage (see [6]). The Poisson/Helmholtz equa-
tions for streamfunction and pressure modes (see for [6] details)
are solved using LU-decomposition (LINPACK, see Dongarra
et al.[9]) combined with deferred corrections for bandwidth re-
duction.

Evolution of vector lines

The vector lines associated with vorticity and the Lamb vector
are used as indicators for the variation of the swirling jet flow
with time and the change of boundary conditions. The proper-
ties of the Lamb vector are discussed first.

Properties of the Lamb vector

The Lamb vector is defined as the cross product of velocity and
vorticity

L � v � ∇ � v (1)

It has interesting properties that can be exploited for the analysis
of recirculation zones. The notion of the critical structure of the
Lamb vector field is helpful for this analysis. It is defined as the
set of points where L � 0 and all stable and unstable manifolds
intersected with the hull of the support of the vorticity field.
The Lamb vector is trivially zero in irrotational zones, hence
these regions are excluded. It will be shown that the critical
structure of the Lamb vector field is particularly well suited for
the detection of shear layers.

It is easy to show that the momentum balance for incompress-
ible fluids can be rearranged in terms of vorticity. It emerges
in the Lamb-Gromeka form as (the volume force is assumed to
have a potential Φ)

∂vα
∂t

� Lα � � ∂
∂xα

� 1
2

vβvβ �
p
ρ � Φ � � 1

Re
εαβγ

∂ωγ
∂xβ

(2)

This form of the momentum balance shows that viscosity has
no influence on momentum transport if vorticity is zero, the vis-
cous term is the curl of vorticity which is called flexion vector
(Truesdell [2]). The left side of (2) is not acceleration since the
gradient part of the convective acceleration is combined with
the pressure and the potential of the volume force. If vorticity is
zero, it follows from the Stokes theorem that velocity has also a
potential and (2) leads to a Bernoulli theorem [2].

The Lamb-Gromeka form of momentum balance (2) contains
the Lamb vector (1) representing the rotational part of the con-
vective acceleration in the sense that the curl of the convective
acceleration is equal to the curl of the Lamb vector. The Lamb
vector furnishes a geometric interpretation of the case of steady
inviscid flow with nonzero vorticity. The momentum balance
(2) emerges then in the form

∇H � L (3)

where H denotes the Bernoulli head

H � 1
2

vβvβ �
p
ρ � Φ (4)

Equation (3) can be interpreted as follows: The gradient of H
is in the direction normal to the surface formed by streamlines
and vortex lines. This surface has the Lamb vector as normal
vector and is called Lamb surface. It follows that the gradient
has only one nonzero component normal to the Lamb surface
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Figure 1: Velocity (vθ dashed line, vz thin full line), vortic-
ity (Ωθ dotted line, Ωz dot-dashed line) and the Lamb vector
component Lr (thick full line) for the swirling column example
(σθ � σz � 1, S � 2).

and we obtain the result that H=constant on the Lamb surface.
This relation is satisfied for steady inviscid vortical flows and
the Bernoulli head H depends in general on the particular Lamb
surface chosen.

Further properties of the Lamb vector follow from the properties
of velocity and vorticity. Elementary vector identities show that
the Lamb vector can be represented by

Lα � ∂
∂xα

� 1
2

vβvβ � � vβ
∂vα
∂xβ

(5)

This form can be seen as the difference between the gradient of
the kinetic energy and the convective acceleration. The diver-
gence of the Lamb vector is nonzero even for incompressible
flows, given by

∂Lα
∂xα

� ωαωα � ∂vα
∂xβ

∂vα
∂xβ

�
∂2

∂xα∂xα

� 1
2

vβvβ � (6)

The example of linear Couette flow v1 � Ax2, v2 � v3 � 0 gen-
erates the divergence ∇ � L � A2, where the Lamb vector is ori-
ented in the positive x2 direction Lα � δα � 2A2x2. The Lamb vec-
tor field can be interpreted as the flow (regarding the Lamb vec-
tor as velocity) generated by a uniform distribution of sources
with strength A2. This vector field has the x1-axis as unstable
manifold.

The evolution of the Lamb vector is for incompressible Newto-
nian fluids governed by the pde

DL
Dt

� � 1
ρ

ω � ∇p � v � �
ω � s � �

1
Re

∇2L (7)

(where s � 1
2

�
∇v � ∇vT � denotes the rate of strain) which fol-

lows at once from mass and momentum balances. The Lamb
vector is created or destroyed by two distinct processes. The
first source term is the cross product of vorticity and the pres-
sure gradient. It is zero if these two vectors are aligned and it
is always present in plane flows. The second source is analogu-
ous to the vortex stretching term in the vorticity equation. It is
easy to show that it is zero for plane flows and that it produces
exponential growth in three-dimensional flows if the Lamb vec-
tor is aligned with the eigenvector of the rate of strain tensor
associated with the middle (positive) eigenvalue. The critical
structure of the Lamb vector field is a point set containing the
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Figure 2: Detail of the Lamb vector lines at t � 154 � 8 for
Re � 2000 and swirl number S � 1 � 40. The Lamb vector field
is shown as red arrows
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Figure 3: Swirl number as function of time for Re � 2000 and
swirl number S � 1 � 4.
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Figure 4: Vorticity lines at t � 154 � 8 for Re � 2000 and swirl
number S � 1 � 40.
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Figure 5: Vorticity lines at t � 167 for Re � 2000 and swirl
number S � 1 � 4.

critical point sets for velocity and vorticity as the definition (1)
shows. In addition to the critical points for velocity and vor-
ticity, Beltrami points, where velocity and vorticity are aligned,
appear in the critical set of the Lamb vector.

Example for Lamb vector lines

The properties of the Lamb vector lines can be illustrated in an
example. A swirling column of fluid is considered with velocity
given in cylindrical coordinates by

vr � 0 � vθ
�
r � � � rS

σ3
θ
�

2π
exp

� � r2

2σ2
θ

���

vz
�
r � � 1

σz
�

2π
exp

� � r2

2σ2
z

�

The vorticity components follow from their definitions at once

Ωr � 0 � Ωθ
�
r � � r

σ3
z

�
2π

exp
� � r2

2σ2
z

���

Ωz
�
r � � � S

σ3
θ
�

2π
�
2 � r2

σ2
θ

� exp
� � r2

2σ2
θ

�

The Lamb vector for this parallel flow has only one nonzero
component

Lr � S2

σ6
θ
�

2π
r

�
2 � r2

σ2
θ

� exp
� � r2

σ2
θ

� � r

σ4
z

�
2π

exp
� � r2

σ2
z

�

This implies that the radial locations where Lr � 0 (see the thick
line in fig.1, which has apparently three roots) are in fact stag-
nation lines in the r � z plane for the Lamb vector. In particular,
the symmetry axis for axi-symmetric flows is in general stagna-
tion line for the Lamb vector. The example indicates that two
critical structures appear in a rotating fluid column: The center
being an unstable manifold (line source) surrounded by a sta-
ble manifold (cylindrical surface). This is the situation that is
emerging in the simulation of the swirling jet as shown in fig.6,
7 and in greater detail in fig.2. The details in the latter figure
show the presence of several stable and unstable manifolds with
the Lamb vectors as red arrows. The axis r � 0 changes from
stable (sink) to unstable (source) with increasing z � D.
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Figure 6: Lamb vector lines at t � 154 � 8 for Re � 2000 and
swirl number S � 1 � 4.

The Lamb vector lines away from the critical structure can be
explained for regions where Bernoulli holds. Consider a stream-
line where the Bernoulli head H is constant, then is the Lamb
vector parallel to the gradient of the Bernoulli head according to
(3), hence orthogonal to the streamline. This is evident in fig.6,
fig. 7 and fig.2.

Results for axi-symmetric flows

The simulation of axi-symmetric swirling jets were done for the
Reynolds number Re defined by

Re � vz
�
0 � z0 � D

ν
(8)

the present results are for Re � 2000, and the swirl number S
defined by Billant et al. [5] as

S � 2vθ
�
R � 2 � z0 �

vz
�
0 � z0 � (9)

where z0 � 0 � 4D (D is the nozzle diameter), in the range S �
1 � 0 � 1 � 45, the present value is S � 1 � 4. The resolution was
set to 121 � 251 gridpoints in radial and axial direction for the
fourth order discretization of the non-convective spatial deriva-
tives and the fifth order upwind-biased scheme for the convec-
tive terms. The entrance boundary conditions are a smooth top-
hat profile for the axial velocity and a smooth profile for the
azimuthal velocity with the maximum at r � D � 0 � 25. The en-
trance conditions were varied in time in cyclical fashion to fol-
low the creation and destruction of the recirculation zones. The
wind-down and wind-up phases of the entrance conditions are
controlled with a C∞-function (partition of unity) interpolating
smoothly between the maximal and minimal values. The vari-
ation of the swirl with time at the entrance boundary is given
in fig.3. Four wind-down and wind-up cycles are computed and
the results are presented in terms of vector lines for vorticity
and the Lamb vector.

Vector line results

The entrance boundary conditions for the azimuthal and the
axial velocity are varied in time in a cyclical pattern to gen-
erate identical conditions with respect to the boundary condi-
tions shifted by a finite time interval. The variation of the re-
sulting swirl number (9) with time is given in fig.3. The third
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Figure 7: Lamb vector lines at t � 167 for Re � 2000 and swirl
number S � 1 � 4.

and fourth cycle of wind-down and wind-up in the time inter-
vals � 100 � 120 � and � 150 � 170 � are suitable for the structural in-
vestigation as the flow is sufficiently developed. The states at
t � 154 � 8 and t � 167 are selected in the winding-down and
winding-up phases of the fourth cycle, the two times corre-
spond approximately to the same value of the Swirl number
S � 0 � 7. The corresponding vector line pictures for the asso-
ciated wind-down and wind-up states are presented in fig.4, fig.
6 at t � 154 � 8 (Vorticity lines) and fig.5, fig.7 at t � 167 (Lamb
vector lines). The vortex lines in fig.4 and fig.5 in the subdo-
main D1

� � 4 � 5 � 2 � ��� 0 � 1 � show different connectedness, hence
are topologically different in the two corresponding states.

The Lamb vector lines in fig.6 and fig.7 are in parts of the flow
domain, where Bernoulli holds, orthogonal to the streamlines
and possess critical points and stable and unstable manifolds
where it does not hold. The manifolds are dominant and their
number changes between the corresponding states of the flow.
In particular, the subdomain D1 contains at t � 154 � 8 stable and
unstable manifolds, which form a sorce point at the wind-up
phase at t � 167. The core region in 0 � z � 2 and 0 � r � 0 � 5
at t � 167 forms a swirling column of fluid as presented in the
example above.

Conclusions

The simulation of axi-symmetric swirling flows in jets at super-
critical Swirl numbers shows that repeated self-similar variation
of the entrance boundary conditions does not produce topolog-
ically equivalent flow states as measured by the vector lines of
vorticity and the Lamb vector. The comparison of correspond-
ing states in the down and upwinding phases produce critical
structures which are topologically different. The Lamb vector
lines possess stable and unstable manifolds indicating regions
of high shear in addition to isolated critical points.
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Abstract

Two-line, time-multiplexed diode laser absorption spectroscopy
is applied to a scramjet combustor to measure water vapour con-
centration and temperature at sampling rates of up to 20kHz.
The measurement is made in the supersonic, expanding exhaust
region of the combustor and is shown to be repeatable and able
to resolve differences between different operating conditions.

Introduction

For many years, hypersonic airbreathing propulsion has been
promoted as an economical alternative to rocket propulsion for
payload deployment into low earth orbit [3]. This has moti-
vated many fundamental studies of scramjet flows (e.g. [6]), a
significant number of which were undertaken in a free-piston
shock tunnel [10]. Some of this earlier work used schlieren, lu-
minosity or fluorescence imaging or floor or sidewall pressure
measurements. The aim of the current work is to use a diode
laser absorption technique (tunable diode laser absorption spec-
troscopy, or TDLAS) to measure temperature and water vapour
density within a hydrogen-fueled scramjet. In so doing, we
intend to make a unique contribution to fundamental scram-
jet research, demonstrating for the first time the viability of a
diode laser absorption system for supersonic combustion mea-
surements in a pulsed facility. In addition, we expect to provide
data suitable for comparison with theoretical results produced
by computational fluid dynamical (CFD) simulation of the flow
within the scramjet.

Theoretical background

The application of absorption spectroscopy, using diode lasers,
for thermometry and species measurement has been well estab-
lished previously for environmental measurements, combustion
studies and gasdynamic measurements [1]. The theory that un-
derpins the technique is also well established (e.g. [1]) so only
a brief outline of the theory is presented here.

As a monochromatic beam from a diode laser passes through an
absorbing medium, the transmitted intensity of the beam,I , is
related to the initial intensity,I0, by the Beer–Lambert relation

I = I0exp(−kνl) (1)

wherekν is the frequency-dependant absorption coefficient and
l is the path length travelled by the beam. The productkνl =
log(I0/I) is termed the spectral absorbance.

If an absorption line, of speciesi in some gas mixture, is suffi-
ciently isolated from other spectral features thenkν is a function
of the strength,S(T), and shape,g(ν) where

R
g(ν)dν = 1, of

the absorption line and the number density,Ni , of the molecular
species. This relation is given by

kν = S(T)g(ν)Ni (2)

so thatkν, as well as depending on frequency, depends on the
temperature,T. For the case of multiple overlapping spectral
lines,kν is treated as a sum over the individual spectral lines.

If S(T) is known, then equation (2) can be used to findNi by in-
tegrating absorbance over frequency. This requires knowledge
of the temperature, which can be found by probing a second
absorption line.

Thermometry relies on the dependence of line strength on tem-
perature [8],

S(T) = S(T0)
Q(T0)
Q(T)

exp(−c2E′′/T)
exp(−c2E′′/T0)

× [1−exp(−c2ν0/T)]
[1−exp(−c2ν0/T0)]

(3)

where the line strength measured at a reference temperature,
S(T0) is scaled to an arbitrary temperatureT. This scaling func-
tion depends on the lower-state energy of the transition,E′′,
the frequency of the transition,ν0, and the total internal parti-
tion sum of the molecule,Q, which can be computed using the
method of Fischeret al. [2]. Also appearing in the expression
is the second radiation constant,c2 = hc/k whereh is Planck’s
constant,c is the speed of light andk is Boltzmann’s constant.

From equation (3) we see that if we choose two spectral lines of
differentE′′ and similarν0 then the ratio

R(T) =
S1 (T)
S2 (T)

=
S1 (T0)
S2 (T0)

exp

[
−c2

(
E′′1 −E′′2

)(
1
T
− 1

T0

)]
(4)

is a function only ofT. Therefore, if an experimental system is
arranged in such a way so as to measure the integrated spectral
absorption of two spectral lines with different lower-state en-
ergies then both temperature and species concentration can be
deduced. Furthermore, the sensitivity of the thermometry can
be tuned to a particular temperature range by choosing spectral
lines with appropriateE′′.

Experimental Configuration

The experimental system that was built for this purpose is
shown in figure 1. Two diode lasers (Laser Components
SPECDILAS DFB diodes operating near 1390nm) produced
the probe beam for the system. These diodes exhibit narrow
line width and no mode hops were observed in the tuning range.
The laser frequency was tunable across around 10cm−1 by con-
trolling the temperature and injection current of the laser. Tem-
perature control was used to tune the lasers into the region of a
target absorption line and then current modulation was used to
scan the two lasers alternately across approximately 0.5cm−1.
Current modulation allowed for a repetition rate of up to 20kHz,
but meant that the laser power varied by a factor of two over a
scan. Modulation was applied to the external modulation input
of the diode laser controllers (ILX LDC 3700B).

The first laser was tuned to a water vapour absorption line at
7181.15570cm−1 while the second laser was tuned to a line at
7179.7519cm−1. The second line is around 70 times weaker
than the first at room temperature with this ratio dropping as
temperature increases. The strength of the line near 7181cm−1

at room temperature necessitated flushing of the exposed beam



Figure 1: Experimental layout.
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Figure 2: Temperature in a flame measured with a thermocou-
ple compared with TDLAS. Systematic deviations are visible if
a homogeneous beam path is assumed but temperature agrees
well if the line-of-sight profile is specified.

path with a purge gas (nitrogen). This purge region was not very
large since the beam was coupled into fibre-optics after leaving
the laser housing and passing through an optical isolator.

The fibre-optic network then delivered the beam to the measure-
ment location—the scramjet combustor or, during calibration,
a flat flame burner—and to a fibre-optic interferometer which
measured the relative frequency of the laser as it was scanned
across the absorption line.

The remaining component of the laser light was split again with
half going to the reference channel of a log-ratio detector and
half passing through the test area to the signal channel of the de-
tector. This detector [4] has been used previously for diode laser
absorption spectroscopy [1] because of it’s ability to suppress
the modulation of laser power due to injection current modula-
tion, among other useful features. It produces a voltage

V =−Glog
(
Iref/Isig−1

)
, (5)

whereG is the gain of the detector andIref andIsig are the ref-
erence and signal photocurrents respectively, which is readily
converted to absorbance. The detector exhibits the best band-
width and noise characteristics when the output voltage is ad-
justed to be around 0V, which is achieved whenIref ≈ 2Isig.

After losses through the fibre optic network,Isig≈ 100µW near
the centre of a scan.

The output of the balanced detector and the interferometer were
digitised with a PC based data acquisition board (National In-
struments PCI-6110E) at 5MS/s then processed to obtain the
spectral absorbance,kνl , as a function of frequency. Spectral
lines were then fit to this data, using the Voigt line shape for
g(ν) in equation (2), thereby obtainingR .

This process was complicated by the appearance of an addi-
tional spectral line at high temperature. This line was not pre-
dicted by the HITRAN database and overlapped the line near
7181cm−1. To compensate for this, a two-line fit was used for
the 7181cm−1 region with the value ofS7181 taken from the
strength fitted to the original, target line.

Before deployment to the tunnel, the system was tested in a
premixed burner [7] and where temperature was measured with
an S-type thermocouple. The thermocouple temperature was
corrected for radiation losses, a correction of up to 30K. Best
results were obtained by using reference strengths,S(T0), mea-
sured by Toth [11] and then using parameters in the 2000 edition
of the HITRAN database [9] to scale the strengths with temper-
ature. The TDLAS temperature also required a correction since
the beam passed through the cooler shear layer of the flame.
This was applied by measuring the flame temperature profile
with a thermocouple traverse, assuming that the shape of this
distribution was constant and modelling the water vapour con-
centration based on the temperature distribution.

When this correction was applied, the comparison between ther-
mocouple and TDLAS temperature was good, as shown in fig-
ure 2. While the assumption of homogeneous properties along
the beam path results in a systematic offset that increases with
temperature, the systematic error is below 1% when the above-
mentioned correction was applied.

Following determination of the temperature, equation (3) can
be used to find the strength of either of the two absorption lines
and equation (1) applied to find the water vapour concentration.
If temperature is determined in this way, either of the two ab-
sorption lines can be used to produce the same numerical result.

Scramjet measurements

Flow facility and scramjet model

Measurements using diode laser absorption spectroscopy were
carried out in a model scramjet in the T3 shock tunnel at the



Figure 3: The scramjet model used in these experiments. Part
(a) shows the duct cross section, including a sketch of water
vapour distribution. The cavity geometry, with injector ports, is
shown in (b).

Australian National University. This facility [5, 10] can produce
flow conditions to simulate hypersonic flight, but the test dura-
tion, at around 3ms, is short. Apart from modifications to the
downstream geometry—a diverging duct instead of a straight
duct—and addition of TDLAS equipment, this work used the
same scramjet model and flow conditions as Neelyet al. [5].
This model was developed for combustor studies and, therefore,
does not include an intake. As a result, the tunnel was config-
ured to produce the conditions, shown in table 1, that would be
present after the intake of a hypersonic vehicle in flight.

Temperature 1160±50K
Pressure 80±6kPa
Velocity 2790±30ms−1

Density 0.23±0.01kgm−3

Mach number 4.16±0.09

Table 1: Conditions at the combustor intake at 1.5ms. These
are nominally the same as ref [5] and representative of a vehicle
flying at around Mach 10.

After leaving the contoured nozzle of T3, the main flow en-
tered the scramjet combustor, shown in figure 3. It first traveled
down a rectangular duct of height 25mm and width 52mm un-
til reaching a cavity in the floor of the duct. The cavity was
designed to produce a recirculation zone for flame-holding, and
hydrogen was injected into the cavity from four injector ports in
the sloping rear face. Temperatures in this part of the duct were
high enough for self-ignition of the fuel–air mixture, initiating
water vapour production. The rate of hydrogen injection was
set by the desired fuel–oxygen equivalence ratio [5]. For this
work two fuel-lean equivalence ratios were used, ‘high’ with
φ = 0.47±0.01 at 1.5ms and ‘low’ withφ = 0.153±0.005 at
1.5ms where uncertainties represent the standard deviation of
the shot-to-shot scatter.

Aft of the cavity, the flow was expanded by a 15◦ ramp in the
floor of the duct. This reduced the temperature of the flow to
within the range where the lines chosen for this work are effec-
tive for thermometry and reduced the pressure, increasing the
peak absorption.

The laser beam for TDLAS was aligned horizontally across the
scramjet duct perpendicular to the flow in this region of lower
temperature. The beam could be traversed vertically across
the duct covering the region where cross-flow variation in wa-
ter vapour was expected—from 5.6mm above the duct floor to
50.6mm above the duct floor, thus accessing half of the duct’s
vertical extent. The beam centre was 482mm downstream of
the scramjet inlet.

The duct was instrumented with piezoelectric PCB pressure
transducers along its centreline. Pressure readings showed evi-
dence of the presence of supersonic combustion for both equiv-
alence ratios.

Figure 4: Single-sweep absorption data, and fits, from a highφ
run showing (a) the line near 7179.7cm−1 and (b) the two lines
near 7181cm−1 with the components shown as dashed lines.
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Figure 5: Temperature measured at 10.6mm from duct floor for
two different equivalence ratios.

TDLAS results

In order to test the viability of TDLAS as a diagnostic in the
combustor, repeated measurements were carried out at 10.6mm
from the bottom of the duct and 482mm from the inlet. This
location was chosen after a preliminary survey of the traverse
showed the presence of water vapour at a suitable temperature
for thermometry.

The absorption signal measured at this location showed ade-
quate signal-to-noise ratio and Voigt profiles showed good fits
to the data. A single Voigt profile was used for the line near
7179.8cm−1, shown in figure 4 (a), while two Voigt profiles
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Figure 6: Water vapour number density derived from the same
data set as figure 5.

were used in order to distinguish the two lines near 7181cm−1,
as shown in figure 4 (b), with the stronger of these two lines
being the targeted transition. The absorption lines shown are
for single laser scans, since the short test time of the facility
precludes averaging multiple scans, taken during a high equiva-
lence ratio run. Similar quality of fit can be seen in runs where
the equivalence ratio was low.

Processing absorption signals from multiple runs of the tunnel
results in the temperature and water vapour number density as
shown in figures 5 and 6 respectively. Temperature and num-
ber density histories from seven tunnel runs are plotted together
with five examples of the low equivalence ratio case and two
of the larger one. Most of these were acquired at 10kHz, how-
ever two were acquired at 20kHz and show equally successful
operation at the higher sampling rate.

Considering the results at 2ms after shock reflection, we ob-
serve a greater concentration of water vapour when equiva-
lence ratio is higher, as expected. The temperature variation
with equivalence ratio, however, runs contrary to expectation.
Furthermore, the temperature result is highly repeatable with a
clear distinction between the two cases.

Within each tunnel run there is also a clear trend. The time
from 1− 3ms is within the nominal test time for these tunnel
operating conditions, however no steady state is apparent in the
temperature results. On the contrary, a downwards trend is ap-
parent for both equivalence ratio cases, although a plateau may
be hidden by the large variability in the measurements.

Discussion

The result here that is the most difficult to explain is the in-
crease in temperature following a decrease in equivalence ratio.
Furthermore, if we temporarily accept this relationship to hold,
an explanation for the decrease in temperature over the facility
test time is apparent. Over this time, while the hydrogen mass
flux remains approximately constant, the air mass flux steadily
decreases resulting in an increase in the equivalence ratio over
the test time and, in agreement with our initial observation, a
decrease in temperature.

A key to understanding why this is the case may lie in the fact
that TDLAS is sensitive only at a point; possibly the hot region
of the flow is moved up the duct when equivalence ratio is in-
creased. Furthermore, if there is significant non-uniformity over

the beam path, the inferred temperature is not simply an average
over the beam path due to the nonlinear relationship between
temperature and line strengths. Rather, it can be weighted to-
wards cold regions of the flow where the 7181cm−1 line is par-
ticularly strong. This effect was seen to be important in flame-
based calibration, and may be more pronounced in the combus-
tor.

More work is needed in order to understand this, and CFD work
is planned in the near future. Direct comparison of these results
with those obtained with CFD is also expected to be instructive.

Conclusions

While interpretation remains difficult, the feasibility of using
diode laser absorption spectroscopy for scramjet measurements
in a pulsed facility has been established. The sampling rate
achieved was high enough to indicate trends over the test time
of the facility and the results were clearly different when the
fuel–air equivalence ratio was varied. Planned CFD calcula-
tions should provide a better understanding of the physical pro-
cesses occurring in the scramjet combustor.
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Abstract 

The current numerical study assesses the capability of the k-ε 
(epsilon) model to predict downstream trends of round jets with 

varying initial conditions.  The numerical model was compared 

with experimental data for three jets issuing from a smooth 

contraction, a sharp-edged orifice and a long pipe respectively. 

The results show that, while the initial conditions are similar, the 

downstream trends predicted from the model are opposite to 

those obtained from experiments.  This is deduced to follow from 

the fact that two-equation models do not account for the effect of 

large-scale coherent structures, and thus provides further 

evidence that the turbulence "constants" are not universal. 

 

Introduction  

Townsend [16] argued that turbulent flows should achieve true 

self-similarity when they become asymptotically independent of 

initial conditions. This has led to the "argument" that `turbulence 

forgets its origins`. However, analytical results of George [3] 

dispelled this by showing that the entire flow is influenced by the 

initial conditions, resulting in a variety of initial-condition-

dependent self-similar states in the far field.   

 

This analytical work has been supported by experiments [8-10, 

17].  Mi et al. [8, 9] compared downstream scaling mixing 

characteristics for round jets issuing from a smooth contraction 

(SC) nozzle, a sharp edged orifice plate (OP) and a long pipe 

(LP). Xu and Antonia [17] compared effects of downstream 

velocity decay between round jets issuing from a LP and SC 

nozzle.  These investigators concluded that differences seen in 

the downstream decay are directly related to the underlying 

turbulence structure of the jet in the near field or the jet exit 

conditions.  Those initial conditions known to affect downstream 

characteristics include Reynolds number and initial turbulence, as 

characterised by the nozzle exit radial profiles of mean velocity 

and turbulence intensity.   

 

The above experimental studies [8-10, 17] showed that the flow 

emerging from the OP exhibited the highest decay rate and the 

widest spreading angle, followed by the smooth contraction 

nozzle and then the LP.  This same trend in spread and decay 

rates for round jet flows was also found numerically for a SC and 

OP by Boersma et al.  [1] using DNS (direct numerical 

simulation).  However no direct comparison of these flows 

appears to have been performed before using Reynolds Averaged 

Navier-Stokes (RANS) models.  The present paper seeks to 

perform such an investigation using the k-ε model. 
 

Different Round Nozzle Flows 

The exit profiles for the three round jets are distinctly different.  

The radial velocity profile (<U>(r)) for the SC nozzle is 

approximately uniform (i.e. "top hat") while the LP is initially 

fully developed, and so is well described by the one-seventh-

power law.  The radial velocity profile for the OP is quite 

different again, being "saddle backed" with the highest velocity at 

the edge of the jet.  The initial turbulence intensity (<U>(r)`/Uc) 

from each nozzle is also different.  For the SC nozzle the mean 

turbulence intensity is low (about 0.5%) except at the edges 

(r<0.45d) where it increases to ~8%.  In contrast, the relative 

turbulence intensity for the LP is generally much higher 

throughout the exit plane.  It typically varies between 3% to 9.5% 

[9]. The OP is roughly between these extremes. Variations in jet 

exit conditions are shown schematically in figure 1. 

 

The flows upstream from the three nozzle exit planes are also 

quite different.  For the SC it undergoes a large radial 

contraction, but with no separation, while the sudden contraction 

of the OP produces an upstream separation so that the initial flow 

has a slight radial inflow at the edge and the well-known "vena 

contracta".  For the LP, the upstream flow is axial in the mean, 

although the turbulence is high. 

                                                                  
 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Schematic diagram showing flow upstream and downstream 

from  (a) smooth contraction, (b) orifice plate, and (c) long pipe. 

 

k-εεεε Turbulence Model 

Today, even with the successful development of DNS and LES 

(large eddy simulation) for turbulent flows, the most popular 

models for round jet flows and industrial modelling are the two-

equation Reynolds Averaged Navier Stokes (RANS) models.  Of 

these, the k-ε two-equation model accounts for 95% or more of 
the industrial use at present [4].  This form of model is easy to 

solve, converges relatively quickly, is numerically robust and 

stable, is able to solve large domains and high Reynolds numbers 

and requires minimal computational expense, which is important 

for industrial models.   

 

All two-equation models are based on the Boussinesq 

approximation, Eq. (1), and the turbulent kinetic energy equation, 

Eq. (2).  The Boussinesq approximation is used to approximate 

the Reynolds stress tensors introduced by the Reynolds averaging 

mean rms 

<U>`(r)/Uc 

a.  smooth contraction (SC) 

b. orifice (OP) 

<U>(r) 

c. pipe (LP) 



 

of the conservation equations (where isotropic turbulence is 

assumed).  The turbulent kinetic energy equation describes the 

physical processes of the turbulence throughout the flow. 

 

The second equation of the k-ε model, the specific dissipation 
rate equation, Eq. (3), contains the dissipation rate, ε, which 
describes the rate of energy transfer from the large energy 

containing scales, characterised by integral scales, to the smaller 

dissipating scales, characterised by the Kolmogorov scales.  

Turbulent flows contain a spectrum of length scales, the intensity 

and distribution of which, depends upon the initial and boundary 

conditions.  Predicting the role of each length scale is very 

computationally expensive and is avoided by these two equation 

models.  
 

ijijTij kS δυτ
3

2
2 −=  

 













∂
∂









+

∂
∂

+

−−
∂
∂

=
∂
∂

+
∂
∂

jk

T

j

j

i
ij

j

j

x

k

x

D
x

U

x

k
U

t

k

σ
υ

υ

ετ
 

 
 
 

E
x

k

x

k
fC

x

U

k
C

x
U

t

j

T

j

j

i
ij

j

j

+












∂
∂









+

∂
∂

+

−
∂

∂
=

∂
∂

+
∂
∂

ε

εε

σ
υ

υ

ε
ε

τ
εεε

221  

 

The closure coefficients and auxiliary relations for the standard 

k-ε model are defined by Launder et al. [5], where the empirical 
turbulence constants within the dissipation rate term are defined 

as Cε1=1.44 and Cε2=1.92.   However, Cε1 and Cε2 are non-

universal and need to be adjusted for different classes of flow.  

This is consistent with turbulence being non-universal and 

dependent on initial boundary conditions [4]. 

 

The standard k-ε model with the standard constants predicts the 
velocity field of a two-dimensional plane jet quite accurately, but 

results in large errors for axisymmetric round jets.  Although the 

standard k-ε model matches the spreading rate of the round jet 
more accurately than other two equation models it still 

overestimates it by 40% [14].  This "round-jet plane-jet anomaly" 

results from the numerous simplifying assumptions in all RANS 

models, and is further evidence of the non-universality of 

turbulence.  It is also this work which prompted the title of the 

present investigation.   

 

To tailor the k-ε model for solving round jet flows the turbulence 
constants Cε1 and Cε2 can be modified. Modifications to the 

turbulence constants have been suggested by McGuirk and Rodi 

[7], Morse [11], Launder et al. [5], and Pope [14].  All 

modifications involve the turbulence constants becoming 

functions of the velocity decay rate and jet width.  For self-

similar round jets it was found that modifications made by Morse 

[11], and Pope [14] lead to Cε1 having a fixed value of 1.6. 

 

To examine the impact of the modifications to the accuracy of the 

k-ε model when used for round jets, Dally et al. [2] compared the 
use of the Morse [11] and Pope [14] modifications with the 

standard k-ε constants (Cε1 =1.44 and Cε2 =1.92) and a fixed 

value for Cε1 =1.6 with Cε2 =1.92.  It was found that the 

modifications by Morse and Pope did improve the accuracy of 

the k-ε model when compared to the standard k-ε constants.  
However the fixed value of Cε1 =1.6 with Cε2 =1.92 matched the 

experimental results the closest.  The k-ε model with Cε1 =1.6 

with Cε2 =1.92 is referred to as the ‘modified’ k-ε model for 
improved prediction of round jet flows.   

The modified k-ε model is expected to provide a similar 
relationship between decay and spreading rates as found in the 

experimental measurements discussed previously.  However, it is 

unknown whether the modified k-ε model is suitable for all round 
jet flows, or if further model modification is required to predict 

each of the round jet nozzles.  

 

Numerical Method and Code Validation 

The numerical investigation was performed in a low velocity co-

flow, with Ua/Uco=0.05, rather than in ambient air, to provide as 

definitive boundary conditions as possible. This co-flow satisfies 

the velocity criterion of Maczynski [6] and Nickels and Perry 

[12] in which the effect of a slight co-flow on the jet mixing is 

deemed to be negligible.  As such, it allows the calculations to be 

compared with the relevant experiments, since all direct 

comparisons of the different initial conditions were performed 

with no co-flow. 

 

The Reynolds number at the jet exit for all three nozzle types was 

Re = 28,200.  To allow scalar (mixture fraction) data to be 

extracted (the results of which will be presented in future 

publications), the numerical model used Hexane (with modified 

density and molecular weight to match water) within the jet 

stream.   Water was used as the working fluid within the control 

volume and also as the fluid in the co-flow. This allows direct 

comparison with experimental data obtained in our laboratory 

[13].  From the point of view of the calculation it makes no 

difference if the working fluid is water or air, so long as the 

Reynolds number is matched. 

 
For the LP case, the computational domain extends 20 diameters 

upstream from the jet exit to ensure fully developed pipe flow, 

and a developed co-flow.  For the SC and OP cases, the initial jet 

flow is specified directly at the jet exit but the co-flow boundary 

is not changed.  The computational domain extends 105 

diameters downstream from the jet exit, to ensure capture of data 

in the self-similar region, and 37 diameters in the radial direction 

to ensure that wall effects are negligible.  A schematic diagram of 

the computational domain is shown in figure 2. Grid cells were 

placed closer together near to the jet walls and further apart with 

increasing distance from the jet exit.  Grid independence is 

ensured for the geometry. The commercially available CFD 

program CFX 4.4dp is used for all calculations.  CFX uses a 

finite volume formulation over a structured mesh.   

 

 
 

 

 

 

 

 

 

 

 

 

 

 
Figure 2.  Schematic diagram of the computational domain. 

 

A steady state k-ε model is applied with 2-D axisymmetric 
assumption; the k-ε model is modified for improved prediction of 
round jet flows by using the constants Cε1 = 1.6 and Cε2 = 1.92 

recommended by Dally et al. [2].  Convergence was considered 

to be complete when the ratio of mass residuals to mass entering 

the jet was less than 1x10-6.   
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The flow is assumed to be non-reacting, steady state and 

incompressible.  A "Mixed is Burnt" subroutine is used to extract 

the passive scalar data, mean and RMS mixture fraction.  

Temperature is under-relaxed to prevent heat release and remains 

constant at 293K.  

 

To obtain a fully developed pipe flow at the jet exit (shown in 

figure 2) the flow is initiated 20 diameters upstream from the jet 

exit.  The resulting profiles for jet exit velocity and turbulence 

intensity are shown in figure 3.  To check the modelling 

technique, comparison was made between numerical and 

measured LP data [13], and overall the numerical method 

predicted the LP flow as measured by Parham [13] reasonably 

well (Refer to Smith et al. [15]). Hence the assumptions for grid 

resolution, initial and boundary conditions associated with the LP 

are considered sufficient.  The modelling technique can therefore, 

confidently be applied for prediction of the flows emerging the 

OP and SC nozzles. 

 

For prediction of the downstream flow emerging the OP and SC 

nozzles the boundary condition at the jet exit is modified.  The 

appropriate mean velocity and turbulence intensity profile for 

each jet is specified directly as the boundary condition at the jet 

exit (figure 2).  Other boundary conditions remain unchanged and 

are the same as those applied to the LP. This approach also 

ensures that the co-flow around the nozzle is the same for all jets, 

since it does not introduce differences in the external shape of the 

supply pipe.  Thus, allowing reasonable comparison with 

experimental data obtained in ambient air where there is no 

external boundary layer. 

 

Results and Discussion 

Velocity and turbulence intensity profiles obtained from the 

numerical model at x/d=0.5 are shown in figure 3 and correspond 

closely to those found experimentally by Mi et al. [9].  Hence the 

initial conditions for the three nozzles are well represented by the 

numerical model. 

 

 

 

 

 

 

 

 

 

 

 

 
 

Figure 3.  Radial profiles of velocity (U) and rms (u`) values obtained at 
x/d=0.05 for jets issuing from the smooth contraction (SC), orifice (OP) 

and pipe jet nozzles (LP),  (a) U(r)/Uc;  (b) u`(r)/Uc. 

 

A comparison of the downstream velocity decay rates for the 

three round jet nozzles is shown in figure 4.  It is shown in figure 

4(a) that the centre-line velocity of the LP begins to decay 

immediately from the nozzle exit, i.e. it has no "potential core", 

unlike that from the other two nozzles.  This trend agrees with 

experiments [10]. However the potential core of the SC and OP 

ends at x/d ≈ 10 so that their length is about twice as long as the 
measured value.  Another difference is that the OP has the 

shortest measured potential core, over which its centreline 

velocity is not uniform [10, 17]. In the present case of modelling, 

the centreline velocity of the LP has the greatest rate of decay 

and the OP the lowest, as is seen more clearly in the inverse 

decay rate (Figure 4b). This trend is opposite to that found in the 

experimental [10] and DNS [1] studies.   

The decay and spreading rates obtained from the current 

numerical study are compared with the experimental results of 

Mi and Nathan [10] and Xu and Antonia [17] (figures 4b and 5).  

The decay rates obtained from the k-ε model, for the round jet 
flows, are within the expected range as that found 

experimentally, confirming the reliability of the calculations.  

However the relationship in decay rates between the three 

nozzles is opposite to the expected results, as can be seen in 

figures 4b and 5.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 4.  Axial decay of velocity for jets issuing from the smooth 
contraction (SC), orifice (OP) and long pipe (LP). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

Figure 5.  Comparison between experimental and numerical data for 
downstream radial half width decay for jets issuing from the smooth 

contraction  (SC), orifice (OP) and long pipe (LP). 

b. Normalised centreline decay 

a. Centreline decay 



 

These results indicate that the k-ε model does not reproduce the 
measured trends of the effect of initial conditions on mean jet 

behaviour.  In seeking to find an explanation for this, it is first 

noted that the calculated trend in spreading rate matches the trend 

in the total amount of initial turbulence intensity.  That is, the LP 

has the highest initial turbulence intensity and is also predicted to 

have the highest rate of spread and decay, while the SC has the 

lowest of each.  The inverse relationship between mean and 

fluctuating velocity in the k-ε model is found in the turbulent 
kinetic energy equation, Eq. (4).  When the turbulence intensity 

(I) is high, the initial turbulent kinetic energy (k) is also high, 

thus creating higher initial decay rates. 
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It is further noted that RANS models do not model turbulence 

structure, but seek to account for differences in turbulence by 

appropriate selection of the turbulence constants.  Although the 

SC has low initial turbulence, it produces highly coherent large-

scale structures, while a LP produces a much lower level of 

coherence due to its higher overall initial turbulence, and the 

structure of the OP is different again [9, 17].  These differences 

are clearly not accounted for in the k-ε model.  The non-
universality of turbulence in the three jets therefore suggests that 

it is inappropriate to use a single set of turbulence "constants" for 

all initial conditions for a round jet, but rather that they should be 

calibrated for each of the three initial flows. 

 

Conclusion  

Previous work [17, 10] has shown that the mean velocity decays 

most rapidly for the orifice jet and slowest for the pipe jet. This 

has been supported by direct numerical simulation (DNS) [1].  

However when applying the k-ε model to calculate round jets, it 
is the long pipe that is found to decay most rapidly.     

 

The failure of the model to reproduce the measured trends under 

different initial conditions is linked to the differences in 

underlying structure which are not accounted for in the model.  It 

further suggests that, while initial differences in underlying flow 

structures are inevitably reflected in differences in initial velocity 

profiles, the information contained in the initial mean and RMS 

axial-velocity profiles is insufficient to allow the adequate 

reproduction of the flow.  
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Nomenclature  

1εC  Dissipation rate equation production constant 

2εC  Dissipation rate equation dissipation constant 
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ε Dissipation per unit mass 
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υ  Kinematic molecular viscosity  

Tυ  Kinematic eddy viscosity 

kσ  Turbulent Prandtl number for kinetic energy   (k-ε) 

εσ  Turbulent Prandtl number for dissipation rate (k-ε) 

 τij Specific Reynolds stress tensor (
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Abstract
This paper presents a nonlinear mathematical model of the
Francis turbine for a single-machine hydroelectric power plant.
Several model refinements have been proposed to improve the
capability of the existing industry models to simulate the
transient operations of the power station. The new model is
evaluated by full-scale field tests involving both steady and
transient operations. Significant improvement in accuracy is
demonstrated. However, there remain some frequency-dependent
discrepancies for short penstock installation that appear to be
associated with unsteady flow within the turbine.

Introduction
The increasing interconnection of individual power systems into
major grids has imposed more stringent quality assurance
requirements on the modelling of power plants. Power systems
are nowadays operated closer to capacity limits than in the past.
Hence, a review of the commonly used models for the hydraulic
systems in the hydroelectric power plant is warranted to
accurately identify and minimise transient stability problems.
This is particularly relevant for islanding, load rejection and
black start after power system restoration cases where large
changes in the power output or system frequency are expected.

The commercial PSS/E package [5], which is commonly used to
simulate the behaviour of the hydroelectric power plant, involves
both hydraulic and electrical system components. It uses a
conventional turbine model developed by authors from the
Institute of Electrical & Electronics Engineers (IEEE) [10]. The
current study is specifically concerned with the hydraulic
modelling aspects of the Francis type reaction turbine
incorporated in the PSS/E package. The IEEE model is improved
to incorporate a nonlinear model, which is used to examine the
transient phenomena associated with changing turbine load to
meet fluctuating system demand.

The present paper will focus on the operation of a simple power
plant with a single Francis turbine and a short penstock. This
eliminates the need to consider travelling pressure wave
phenomena in a long waterway conduit and the problem of more
complex governor and hydraulic interactions that frequently
occur in multiple-machine stations. Significant elements of the
hydraulic model developed here are:

1. nonlinear modelling of Francis turbine characteristics;

2. allowance for water column inertia and unsteady flow
effects in the turbine and draft tube;

3. nonlinear Guide Vane (GV) function for Inlet Guide Vane
(IGV) operation;

4. correct allowance for effects of changing turbine speed and
supply head.

Prediction of the original and improved IEEE models using
Matlab Simulink software will be compared with the results of

full-scale field tests on the Mackintosh power station conducted
by Hydro Tasmania. Details of the Mackintosh power station are
illustrated in Figure 1. The plant has a short penstock,
unrestricted reservoir and tailrace, and no surge chamber. The
turbine flow or power output is controlled by hydraulically
operated guide vanes.

Figure 1:  Scheme of the Mackintosh hydro power plant.

Description of the Power Plant Model
Conventional IEEE Model

The linearized equations originally designed for implementation
on analogue computers are still widely used in the power
industry. They are suitable only for investigation of small power
system perturbations or for first swing stability studies. Nonlinear
simulations have been increasingly utilized from the early 1990s
[1,2,10] with the availability of greater computing power and the
demands of more complex power system distribution grids.
Although a nonlinear IEEE model [10] as shown in Figure 2 has
been introduced in the time domain simulations, it has
oversimplified some important features of the hydraulic system.

For a short-penstock, single-machine station where travelling
pressure wave (water hammer) effects are relatively insignificant,
the inelastic water column theory using the linear momentum
equation for incompressible flow is usually applied in the
waterway conduit:

  (1)

where Q = per-unit turbine flow

            oH = per-unit static head between reservoir and tailrace

            H = per-unit static head at the turbine admission

            fH = per-unit conduit head losses

TW = water time constant = ∑ ratediirated hgALQ /

Li = length of the conduit section i

Ai = area of the conduit section i

g = gravitational acceleration

Qrated = rated flow rate

hrated = rated head

The conduit head losses in equation (1) were usually ignored in
the IEEE model for simplicity [10]. These losses could easily
amount to around 5% of the total available head at rated flow and
are not always a constant even for a simple hydro plant such as
Mackintosh. Hence, the inclusion of the conduit losses is
considered desirable [9].

( )dtHHHTQ fo
w
∫ −−= 1



No provision is made in the inelastic model to account for
unsteady flow effects in the turbine and draft tube caused by
changing GV position. Although these effects may be
insignificant for a station with a relatively long penstock, they
will be more important for station like Mackintosh where the
water column inertia is small.

In this generic model, the Francis turbine is depicted as an orifice
with constant discharge coefficient for a particular guide vane
setting [6,9]. The flow rate through the turbine is modelled by a
simple orifice flow relation:

     (2)

The guide vane (GV) function G  in the existing model [10] is
assumed to vary linearly with the guide vane opening only. In
reality, the slope of this function will vary with flow coefficient
and Reynolds number over the full range of turbine operations
[4] and it should properly be modelled as a nonlinear function. A
similar approach is implemented in the 1994 model of De Jaeger
et al. [1].

The turbine power output for the IEEE model is evaluated from:

    (3)

where mP = per-unit turbine power output

At = turbine gain factor

       nlQ = per-unit no-load flow

            D = speed-damping factor

           N = per-unit turbine rotational speed

           ratedN =per-unit rated turbine rotational speed

The no-load flow nlQ  is used to correct for the bearing friction

and the windage losses in both turbine and generator [2]. The
turbine gain factor At allows for other internal flow losses.
However, the resulting linearized model is not very accurate [9].
The damping factor D in the IEEE model is introduced to allow
for efficiency changes resulting from varied operating conditions;
a constant value of D=0.5 has been used for Francis turbine
modelling [10].

Problems with Existing IEEE Model

The current IEEE model does not use dimensionless turbine
characteristics. Equation (3) is inappropriate and could lead to
significant error when the change in turbine operating conditions
is large. In particular, the speed-damping factor D used in the
model is unrealistic for the Francis turbine operation. The power
(and the efficiency) change with speed may be positive or
negative depending on the GV position, and their rates of change
also vary with GV position [4].

Damping effects due to head changes are also neglected in the
existing model. In fact, changing the turbine net head (H) will
also change the flow rate of the machine (Q). At a constant
turbine speed (N), this also changes the flow coefficient CQ ∝
Q/N and moves to a different turbine operating point and
efficiency. The magnitude is similar to the speed damping effect
and must be taken into account in the simulation [4].

Hence, dimensionless turbine performance curves should be
employed to correctly represent the hydraulic turbine operation.
Figure 3 shows a typical efficiency curve for the Francis turbine.
For incompressible flow, the turbine operation is accurately
described by the dimensionless relation:

  (4)

where CQ= flow coefficient = 3/ NdQ

CH= head coefficient= 22/ dNgH

Re= Reynolds number = dQ πν/4
d= characteristic turbine diameter

ν= dynamic viscosity of water

Changes with Re are relatively slow and for small variations in
Re the turbine performance can be approximated by:

   (5)

The net turbine head may vary due to transients or changes in the
supply head. Similar operating conditions (CQ, CH constant) with
varying speed require that H ∝  N2, Q ∝  N and therefore Q ∝  H0.5,
as assumed in equation (2). This is incorrect for a power plant
that has been governed to maintain a constant runner speed in
order to keep the AC frequency constant within the grid, in which
case CQ must vary with H for GV fixed.

Figure 3:  Typical efficiency curve (η ~ CQ) for Francis Turbine.
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Figure 2:  Block diagram for 1992 nonlinear IEEE turbine model [10].



New Features of the Proposed Model
The earlier IEEE model illustrated in Figure 3, with its simplified
turbine and guide vane characteristics, could not adequately
represent all the transient behaviour observed in the field tests.
Such simplifications are no longer necessary with modern
computing power. Thus, additional nonlinear features have been
adopted here to improve accuracy of the turbine model.

1. A lookup table is included in the model to implement a
nonlinear GV function. The table combines two nonlinear
relationships: the GV angle varies nonlinearly with the
main servo movement; and the GV function varies
nonlinearly with the GV movement. A quadratic term is
introduced to provide a simple non-linear relation between
flow and gate opening. This term can be tuned to match the
observed steady state power output.

2. A lookup table for the efficiency vs. flow coefficient is
used to replace the turbine gain and damping factor. This
procedure incorporates damping effects due to both speed
and head changes as well as the losses in the turbine. The
lookup table is constructed using a combination of data
from full-scale steady-state tests, simulations and model
test results. No further correction for variation from rated
head is required with this arrangement [4].

3. A first order filter block (gate time delay) can be included
to model the unsteady effects associated with gate
movement. It has not been used in the present work, but
will be implemented later when adequate data becomes
available from computational studies, field tests or
laboratory model tests.

Figure 4:  Block diagram for new proposed turbine & waterway model.

Field Test Procedure
A test program was developed in cooperation with Hydro
Tasmania to evaluate the improved turbine and waterway model
for the single-machine Mackintosh power station. The tests
consisted of frequency deviation tests, Nyquist tests and the
steady-state measurements [7]. The power output, main servo
position, generator frequency (or turbine speed), and the static
pressure at turbine admission were recorded during the tests [8].

The frequency deviation and Nyquist tests give a quantitative
measure of the plant behaviour if the generator is supplying an
isolated load [7].  A large injected signal to the governor is
applied in the frequency deviation test to cause a large step
change in the guide vane position. A smaller oscillatory signal is
injected in the Nyquist test to move the guide vane sinusoidally
about a given average position. This is repeated at various
frequencies. Steady-state measurements were carried out to
obtain the turbine characteristics with respect to the change in
guide vane position [8]. The test results are used in combination
with the model test data to determine the characteristic curves of
the Francis turbine. Due to the influence of the remainder of the
power system, it was not possible to vary the machine speed

during field tests. Testing these aspects would require laboratory
model tests or a full-scale machine isolated from the grid.

Figure 5:  Steady state test measurement for Mackintosh power station.

Modelling and Simulation
A Matlab/Simulink program was used for testing of the new
turbine model. The Simulink code can readily be translated into
the Fortran-based PSS/E package used for predicting overall
power system response to disturbances. Hydraulic parameters for
the original and improved turbine models are listed in Table 1.

Description of the Model Parameter Value
  Rated flow rate, Qrated (m

3s-1) 149.7
  Rated power output, Prated (MW) 79.9
  Rated speed, Nrated (rpm) 166.7
  Rated head, hrated (m) 61
  Water time constant, Tw (s) 3.16
  Conduit head loss coefficient, fp 0.0004
  Damping factor, D 0.50
  Turbine Gain, At 1.48
  No-load Unit flow, Qnl 0.16

Table 1: Hydraulic parameters for the original and improved turbine
models of the Mackintosh power station.

Figure 6: Simulated and measured responses of the Mackintosh power
station. Nyquist tests are performed at test frequencies of 0.02 Hz (low
speed) and 0.2 Hz (high speed) respectively. Available static head is 61m.



Figure 7: Simulated and measured responses of the Mackintosh power
station following a step change in the load. The tests are conducted at low
and high initial power outputs respectively. Available static head is 65m.

As shown in Figures 6 and 7, the new model has better simulated
the magnitude of power fluctuations when the plant is subjected
to a frequency disturbance. The improvements are more obvious
when the turbine is operating at high load and the guide vane is
moving at a faster rate. However, the new model still shows a
retraceable phase lag between the measured and the simulated
power outputs, which increases in magnitude with guide vane
oscillation frequency.

The well-tested electro-mechanical model for the governor
operation is unlikely to have been a significant cause of error.
The remaining discrepancies are most likely due to unsteady flow
effects in the Francis turbine. In general, the flow pattern in the
Francis turbine does not change instantaneously with the gate
movement and thus a time lag in flow establishment through the
runner and draft tube may occur. The lag may change as the
operating condition of the machine changes [4].

This unsteady effect, however, should not be such a significant
problem for power stations with relatively long waterway
conduits and high water inertia [4]. The inertia effect of the water
column in such cases is expected to dominate any unsteady flow
effects of the Francis turbine operation. Hence, unsteady flow
studies should be focused on the stations with relatively short
penstocks. This is the subject of the ongoing research.

Conclusions
An improved nonlinear turbine and waterway model suitable for
Francis turbine operation has been proposed. Comparisons
between simulation and full-scale test results have demonstrated
significant improvements in accuracy. However, there remain
some frequency-dependent discrepancies for short penstock
installation that appear to be associated with unsteady flow
within the turbine.
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Abstract

RSM (Reynolds Stress Model) simulations of turbulent flow on
a streamwise external corner were carried out using the CFD
code FLUENT to obtain skin friction. Both wall function and
near-wall treatment approaches were used. Experimental data
from an earlier experimental study [J. Fluid Mech. 511 (2004)
1], measured at the streamwise station x = 0.54 m was used
as the inlet condition for the numerical simulation. The objec-
tive of the numerical investigation is to determine the accuracy
of RSM prediction of skin friction coefficients (Cf ) for a com-
plex three-dimensional flow. Calculated values were compared
with the experimental data and only wall function model data is
found to be in reasonable agreement.

Introduction

Commercial CFD softwares are widely used to calculate various
forms of drag in number of engineering applications. Most of
these applications are complex in nature. Since experimental
investigation of complex flow, such as turbulent flow along an
external corner has been conducted [1, 2], it is worthwhile to
find whether CFD calculations can replicate the measured skin
friction data.

In the earlier studies of [1, 2] the details of turbulent boundary
layer development over a 6 m long external corner were investi-
gated using hot-wire anemometry in a large closed circuit wind
tunnel. Mean streamwise velocities were also measured using
a Pitot-static tube. The first measurement point of the mean
velocity profile was taken as Preston tube measurement of Cf .
This quantity was also calculated using a Clauser chart. Details
are presented in [1].

For this numerical simulation a commercial Computational
Fluid Dynamics (CFD) software, FLUENT 6.0, was used adopt-
ing a Reynolds Stress Model (RSM). For the details of the nu-
merical scheme, grid configuration and boundary conditions,
refer to [3]. A brief description with emphasis to grid config-
uration is presented in the next section. In FLUENT calcula-
tion, wall can be treated with three different approaches: (a)
near-wall model (based on [4, 5]), (b) standard wall function
model [6] and (c) non-equilibrium wall function model [7]. The
current study utilizes all three models.

Numerical technique

Incompressible turbulent flow along streamwise corners was
considered. The geometry and co-ordinate systems are dis-
played in figure 1(a). Two different sets of grids (one consist-
ing of 588,000 and the other of 507,000 hexahedral elements)
were generated. The first set was created for the near-wall RSM
model, where the grids are clustered closely to the wall to en-
sure that the first computational node is at y��5 (for the cur-
rent study y��1) as per FLUENT guidelines (assuming that the
u� � y� relationship exists in that region). In addition, a very
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Figure 1: (a) Flow configuration of streamwise corner for nu-
merical simulation (not to scale). (b) Mesh distribution on the
cross section of the flow domain. Figures are presented looking
upstream.

fine grid was generated near the streamwise corners to capture
the correct secondary flow structures.

Traditionally, in most of the commercially available CFD codes,
including FLUENT, the preferred mode of simulation is the wall
function approach. For this approach, FLUENT suggests that
the first computational grid should be set at 30� y� �60 (as-
suming that log-law exists in that region). This necessitates
the need for the second set of grids with the first computational



node at y� �30. The same guideline applies for both standard
and non-equilibrium wall functions.

Experimental data measured at the streamwise station at 0.54
m was used as the inlet condition for the numerical simula-
tion. Off-the-wall boundary conditions are normally used for
both near-wall and standard wall function approaches in FLU-
ENT. In the wall function approach (both standard and non-
equilibrium), the viscosity-affected region is not resolved. In-
stead, semi-empirical formulae known as “wall functions” are
used to bridge the viscosity-affected region between the wall
and the fully turbulent region. To compute the values of the
mean velocity components, Reynolds stresses and dissipation
rate (ε) at the first node off-the-wall separate wall functions are
used. In the near-wall model the viscosity-affected region is
usually resolved all the way to the wall. However, similar to
the standard wall functions, enhanced wall functions are used
to compute the quantities at the first grid off-the-wall for the
FLUENT near-wall model. This is a deviation from the original
Launder and Shima model [8], where flow to be calculated all
the way down to the wall, setting zero values of all the velocity
and Reynolds stress components. These boundary conditions
have been discussed elaborately in [3]. The convergence of the
calculation is determined by monitoring the residual versus iter-
ation curves. The simulations are conducted until these curves
are flattened.

Results

In figure 2(a), the spanwise Cf profiles, at x=4.565m, from
all three runs (simulations) are plotted. In addition, near-wall
method data from [3] is shown, in which y� �3. All profiles
have similar trends, except very close to the corner. Unexpect-
edly, near-wall method values are much higher than the wall
function method values. The FLUENT near-wall model cal-
culates wall shear stress based on the assumption that the law
u� � y� exists in the viscous sublayer. Therefore, despite cal-
culating approximately correct values of the mean velocity, a
very minor inaccuracy may result in an erroneous local skin
friction coefficient (Cf ). Although emphasis is given on the im-
portance of setting y� �1 in [5], a simulation with y� �5 does
not provide much variation.

In figure 2(b) all the current numerical profiles, as well as profile
from [9], are normalised by Cf 2D, the Cf value in the 2-D re-
gion. A length scale s2D is also used, which represents spanwise
distance from the corner where the nominal 2-D region approx-
imately starts. For the [9] profile s2D is the distance between
the corner and the wall bisector. The profiles are found to have
excellent similarity, except very close to the corner. Besides
differences in flow geometry, the study of [9] adopted a coarse
grid for the external corner. All these may have contributed to
the larger difference close to the corner.

The Cf is usually measured in mild 3-D flows using a Preston
tube. The experimental data of [1] (obtained using a Preston
tube) is compared with both wall function model data in fig-
ure 3. Overall a very good agreement is observed. However,
data from the near-wall model is not plotted in this figure. Cor-
relating figure 2(a), it is clear that the near-wall model grossly
overpredicts Cf values all along the model.

Unlike the experimental finding, at x=1.07 m multiple peaks
are not found in the numerical profiles and the values of the
peaks (close the corner) are smaller compared to the experimen-
tal data. Overall the non-equilibrium model better predicts the
data at this station compared to standard wall function model.

In figure 4, the comparison of both wall function model data
with the experimental data (obtained using a Clauser chart) is

(a)

0 25 50 75 100 125 150
s in mm

2

2.5

3

3.5

4

4.5

5

10
3 xC

f

Near Wall (y
+
=3)

Near Wall (y
+
=1)���

Standard Wall Function
Non Equilibrium WF

(b)

0 0.25 0.5 0.75 1 1.25
s/s2D

0.8

1

1.2

1.4

1.6

1.8

2

C
f/C

f 2D

Xu & Pollard (2001)
Near Wall
Standard Wall Function
Non Equlibrium WF

Figure 2: (a) Comparison between absolute spanwise Cf pro-
files from all current numerical simulations. (b) Comparison of
normalised spanwise Cf profiles from current numerical simu-
lations and [9]. s2D represents spanwise distance from the cor-
ner where the nominal 2-D region approximately starts.

presented for five streamwise stations. The numerical data is
found to be significantly lower compared to the experimental
data derived from a Clauser chart. This difference is larger at
the upstream stations (i.e. x=1.07 m and 2.17 m) compared to
the downstream stations. However, at x=1.07 m prediction by
non equilibrium model is comparatively better. The difference
between the wall function data and the Clauser chart data is the
same order of magnitude as the difference between the Clauser
chart data and the Preston tube data, which is given in the fourth
column of table 1.

2-D values for Cf distribution
Station (in mm) Clauser Chart Preston tube Diff.
x, s=1070, 40 3.637 x 10�3 3.315 x 10�3 9.71
x, s=2170, 100 3.087 x 10�3 2.869 x 10�3 7.07
x, s=3385, 100 2.941 x 10�3 2.765 x 10�3 6.70
x, s=4565, 100 2.880 x 10�3 2.735 x 10�3 5.30
x, s=5010, 100 2.878 x 10�3 2.731 x 10�3 5.38

Table 1: Cf values in the nominal 2-D region at various stream-
wise station. distribution. The fourth column shows the differ-
ence between two methods as a percentage.

Although in the experimental study, the shape of the spanwise
Cf profile are different at early and downstream streamwise



0255075100125150
s in mm

2

3

4

5

6

7

8

9

10
3 xC

f

Cf on horizontal surface

x=1.07 m
x=2.17 m
x=3.385 m
x=4.565 m
x= 5.01 m

0 25 50 75 100 125 150
s in mm

2

3

4

5

6

7

8

9

10
3 xC

f

Cf on vertical surface

Standard WF
Non Equi. WF

Corner

Figure 3: Comparison of spanwise Cf profiles from both wall function model simulations with that from the experimental data (based
on Preston tube). Profiles for each streamwise station are shifted 1 unit upwards from the downstream one except at x=5.01m.

0255075100125150
s in mm

2

3

4

5

6

7

8

9

10

10
3 xC

f

Cf on horizontal surface

Standard WF
Non Equi. WF

0 25 50 75 100 125 150
s in mm

2

3

4

5

6

7

8

9

10

10
3 xC

f

Cf on vertical surface

x=1.07 m
x=2.17 m
x=3.385 m
x=4.565 m
x=5.01 m

Corner

Figure 4: Comparison of spanwise Cf profiles from both wall function model simulations with that of experimental data (derived from
a Clauser chart). Profiles for each streamwise station are shifted 1 unit upwards from downstream one except at x=5.01m.



stations (presented in [1]), these profiles are found to have a
similar shape all along the model in the numerical study. It is
observed that similar to the experimental findings, in the nu-
merical studies with wall function model, the maximum value
of Cf occur away from the streamwise corner. As one moves
away from the location of the maximum, the Cf decays expo-
nentially towards the two-dimensional region. The location of
the maximum Cf from the standard wall function model data
is found to be closer to the corner (s �2.5 mm) compared to
that from the experimental findings (s �5 mm at early station
and s�10 mm downstream). However these locations from the
non-equilibrium model are found to be similar to that from the
experimental study.

Conclusions

Numerical simulation based on an RSM model is performed
for the flow along an external corner. The current study shows
that in an ideal situation the boundary layer develops symmet-
rically about the external corner bisector and therefore, the Cf
distribution is symmetrical too. The Cf distribution from the
wall function model simulation is found to be in reasonable
agreement with the experimental work. However, the near-wall
model simulation grossly overpredicts theCf values. This prob-
lem has been traced back by [3] to the fact that a serious error
is involved with the wall boundary conditions (enhanced wall
functions) for Reynolds stresses. Therefore, it is suggested that
for the near-wall model, instead of using off-the-wall boundary
conditions, flow to be calculated all the way down to the wall
setting zero values of all the velocity and Reynolds stress com-
ponents (as done in [8]).
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Abstract

A turbulence generating grid has been used to increase the level
of free-stream turbulence inside a 1.5 stage axial compressor to
values typical of an embedded stage in a multi-stage machine.
Hot-wire measurements taken in the rotor-stator axial gap have
been ensemble-averaged to determine periodic fluctuations in
turbulence level and velocity. These results are compared to
measurements made at low turbulence levels without the tur-
bulence grid. Increasing levels of free-stream turbulence are
shown to reduce the magnitude of periodic disturbances pro-
duced by viscous interaction between the inlet guide vane (IGV)
and rotor blade wakes.

Introduction

Unsteady flow in aeroengines is well known to influence many
aspects of performance. Despite this, unsteady effects are not
generally considered in current design methods due to the high
level of complexity involved. There is now a large research
effort to improve understanding of unsteady flow phenomena.
One common source of unsteadiness in multi-stage compres-
sors is the periodic disturbance produced by the viscous wakes
of upstream blade rows. The relative flow past a blade leaves
a wake region that is characterised by high levels of turbulence
and lower relative velocity. These wakes are convected down-
stream to the next blade row, where they are chopped into seg-
ments as they pass through the blade passages. The velocity
variation across the passages due to the circulation around the
blades causes a rotation of the wake segments, as earlier de-
scribed by Smith [6]. These segments leave the passages and
then interact with the wakes shed from the blade row causing
their dispersion. A typical wake dispersion pattern is shown in
figure 1.

Low speed single-stage research compressors are commonly
used for making detailed studies of many flow phenomena. The
flow conditions are generally different from multi-stage indus-
trial turbomachinery which operate at higher levels of turbu-
lence due to the mixing of wakes over a large number of blade
rows. Industrial machines also operate at high speeds with sig-
nificant compressibility effects, a difficult environment for tak-
ing measurements. Experience has shown that many types of
flow phenomena remain the same in nature in both types of ma-
chine. Consequently, low speed single stage compressors re-
main a widely used research tool.

Earlier studies of wake-wake interaction in the low speed re-
search compressor at the University of Tasmania were con-
ducted by Lockhart and Walker [3], who took hot-wire
anemometer measurements of the flow in the rotor-stator ax-
ial gap. They observed that the rotor wake decay varied with
circumferential position and proposed this was due to an inter-
action with wakes from the IGV blade row. They presented a
model for the wake dispersion process similar to that shown in
figure 1.

Some years later, Walker et al. [8] and Walker et al. [9] took
more detailed hot-wire measurements in the rotor-stator axial
gap using high speed data acquisition. The measurements were
processed to calculate ensemble-averaged velocity and turbu-
lence level. The results showed an accumulation of rotor-wake
fluid on the suction side of the IGV wakes due to a restriction
of the rotor wake relative flow by viscous interactions with the
adjacent IGV wake segments. Results taken for different load
cases showed that the rotor wake segments were turned by a
larger amount as the level of loading was increased. Similar
processes occur in axial turbines but the higher blade loadings
produce a much larger distortion of wakes from upstream rows.

Recently Chow et al. [1] used particle image velocimetry (PIV)
to study the wake-wake interaction in a 2-stage axial turboma-
chine. They observed regions where rotor wake fluid was col-
lected into turbulent hot spots. They also observed a significant
distortion or kinking of the rotor wakes. These observations in-
dicate a greater amount of wake-wake interaction than has been
found in the other research described here. This could be ex-
plained by their different turbomachine geometry.

The objective of the current research is to study how the wake-
wake interaction process is influenced by increased levels of
free-stream turbulence, such as those found in multi-stage tur-
bomachinery.

Experimental Details

Research Compressor

Air enters the compressor radially through a cylindrical inlet
2.13m in diameter and 0.61m wide. The flow passes through
a 6.25:1 contraction, where it turned 90

�
to the axial direction.

The compressor has three blade rows: inlet guide vanes (IGV),
rotor, and stator as shown in figure 1. The stationary blade
rows both have 38 blades and the rotor has 37 blades, giving
space/chord ratios of 0.99 and 1.02 respectively. The blade pro-
files were based on a British C4 section with a constant chord
length of 76.2mm and an aspect ratio of 3.0. The blade pro-
files were stacked about a radial axis to achieve free-vortex flow
and 50% reaction at mid-blade height at design flow conditions.
The test section annulus is constant in area with hub and casing
diameters of 0.69m and 1.14m respectively. The flow passes
through an annular diffuser before discharging through a cylin-
drical throttle at exit. The throttle can be automatically adjusted
to achieve the desired compressor load. The rotor is directly
coupled to a 30kW DC motor via a long shaft. The speed is
controlled by an analogue feedback loop with a computer con-
trolled reference voltage. The speed control for a fixed set point
was within

�
0 � 1RPM.

Instruments are inserted into the test section through an axial
slot in the casing wall. A probe traversing rig on the outside
allows accurate positioning in axial and radial directions.



Figure 1: Cross section of the research compressor showing
the mid-passage blade row configuration and a typical instan-
taneous wake-dispersion pattern: S = suction side P = pressure
side.

The IGV and stator blade rows are held in movable rings
which allow circumferential traversing over 2 blade pitches via
stepper drives. This enables the stationary blade rows to be
aligned circumferentially relative to each other and the fixed
turbulence grid as indicated by the variables (a) and (g) shown
in figure 1.

The background turbulence level of the research compressor
was raised using a turbulence generating grid similar to that of
Place et al. [4], who mainly focused on measuring machine
performance and turbulence characteristics. The design goal
was 4% turbulence intensity at entry to the stator row, which
is typical of multi-stage machine operation. This was achieved
by installing a turbulence grid at the start of the test section
as shown in figure 1. The grid consisted of 38 radial rods of
7.94mm diameter, each spanning between rings fixed to the hub
and casing. A constraint was placed on the maximum pressure
loss so that the full range of test load cases could be reached.
The number of rods was made equal to the number of blades
in the stationary rows so that every blade in a stationary row
would experience the same disturbance field. The selection of
rod diameter and the grid position was primarily based on the
data given in Roach [5], assuming isotropic decay of turbulence
in a zero pressure gradient over an estimated mean flow path
length between the turbulence grid and stator row.

Measurement Techniques

The compressor was operated at a constant blade Reynolds
number (Re � Umbc

�
ν � 120000) based on mid-blade rotor

speed (Umb) and blade chord (c). Compressor load was con-
trolled by setting the flow coefficient (φ � ure f

�
Umb), where the

reference flow speed (ure f ) was measured by a pitot-static tube
located upstream of the test section. Ring tappings on the in-
take contraction were calibrated prior to installation of the tur-
bulence grid to measure the compressor flow coefficient. The
flow coefficient was set to a medium load condition (φ � 0 � 675)
during the beginning of each test and was not adjusted during
testing.

The hot-wire measurements were made using a single wire Dan-
tec 55P05 probe with sensor aligned in the radial direction.
The probe support was rigidly fixed between two stator blades

with the wire position in the centre of the rotor-stator gap at
mid-blade height. A circumferential traverse was completed by
moving the stator row and probe over one whole blade pitch
keeping the IGV row fixed. The hot-wire probe was operated
with a TSI IFA100 constant temperature anemometer. The fre-
quency response of the system was estimated using a square
wave test to be greater than 70kHz. The anemometer voltage
was offset, amplified and low pass filtered at 20kHz before data
acquisition at 50kHz. The offset and gain settings were opti-
mised to maximise the signal range for input to the data acqui-
sition card. Data were recorded on a Pentium II computer with
an United Electronic Industries WIN30DS card. The sampling
process was triggered once per revolution by a pulse from an en-
coder attached to the rotor shaft. Measurements were taken at
32 circumferential steps across a blade passage. In each position
512 data traces were recorded, each containing 1024 samples.
This corresponds to approximately 6 wake passing periods.

The probe was calibrated using an in-situ method developed by
Solomon [7]. In this method a local velocity coefficient U

�
Umb

was measured with a pre-calibrated three hole probe over a
range of rotor speeds. A direct calibration was made by replac-
ing the three hole probe with the hot-wire probe and repeating
the process. Solomon [7] also investigated calibrating the probe
in a different wind tunnel and then re-assembling it in the com-
pressor for measurement. However this was found to introduce
large errors caused by changes in lead contact resistances. The
in-situ method eliminated this requirement and was found to be
fast and repeatable.

Data Analysis

The hot-wire traces were processed using the ensemble aver-
aging technique detailed in Evans [2]. Walker et al. [8] and
Walker et al. [9] later adapted and refined this method in their
research. A brief summary of their method follows.

Instantaneous velocity is commonly expressed in terms of a
time mean u and associated fluctuating component u � . The flow
under examination has strong periodic events and can also be
defined in terms of an ensemble-averaged velocity � u � and fluc-
tuating component u � � . This may be expressed as

u � u � u � ��� u ��� u � � (1)

The ensemble-averaged velocity field observed by a stationary
probe downstream of the rotor is circumferentially periodic with
a wavelength equal to the IGV pitch. It retains this periodicity
through the stator due to the equal numbers of IGV and stator
blades. It may be calculated by phase lock averaging a suffi-
ciently large number of records N for each time instant ti. This
is expressed by

� u �
	 ti � � 1
N

N

∑
k � 1


u 	 ti ��� k (2)

The periodic unsteadiness is evaluated over an integral number
of blade-passing periods and non-dimensionalised by the local
free-stream velocity U. This is expressed by

T̃ u ��	�� u ��� u � rms
�
U (3)

The true random unsteadiness is given by

Tu � u � �rms
�
U (4)



The total turbulence level or overall unsteadiness is given by

TuD � u
�
rms

�
U (5)

Assuming the periodic and random turbulence levels are statis-
tically independent they may be related by

Tu2
D � T̃ u2 � Tu2 (6)

Results and Discussion

Figure 2 shows processed results of the hot-wire measurements
in the rotor-stator gap for the test cases with and without the
turbulence grid. The shaded contour plots show ensemble-
averaged velocity � u � , non-dimensionalised by pitchwise
averaged time mean velocity us. The line contours show
ensemble-averaged disturbance level � Tu � in 1% intervals.
The vertical axis (w/s) is circumferential position (w) divided by
the rotor blade pitch (s). Time is shown on the horizontal axis,
non-dimensionalised by the rotor passing period. This conven-
tion shows the earliest measurements on the right (t � � 0). The
results have been replotted over a second passage by assuming
the flow is periodic in the pitchwise direction. The plot rep-
resents the instantaneous view of the unsteady flow field on a
cylindrical surface at mid-span radius, which would result from
the flow convecting unaltered from the measuring station with
zero whirl.

The rotor wakes are clearly defined by bands of high turbulence
level running diagonally across the plots. These are diagonal
due to the changing probe position relative to the fixed rotor
position where triggering starts. The IGV wakes are shown by
the horizontal segments with slightly higher than average tur-
bulence level in the passage. This contrasts with the dispersion
pattern shown in figure 1 because the whirl component of ve-
locity has not been included. The IGV wakes are hardly visible
in the high turbulence case, indicating that the elevated free-
stream turbulence has accelerated their mixing out.

The contours of ensemble-averaged velocity provide further de-
tail of the wake-wake interaction processes. The rotor wakes
are clearly identified by bands of low level velocity which cor-
respond well with the bands of high turbulence. The IGV seg-
ments have lower velocity than the mean velocity in the passage.
These zones also correlate well with the contours of turbulence.
At the intersection of wake streets, the lower energy fluid of the
rotor wake accumulates near the suction surface side of the IGV
wake. This leads to circumferential variations in the rotor wake
thickness and local regions of high turbulence and lower veloc-
ity. The test case with the turbulence grid shows significantly
reduced interaction. The rotor wakes fluctuate little in thickness
and turbulence intensity. The flow in the passage is also much
more uniform than in the case without the grid. This suggests
that the higher level of free-stream turbulence has mixed out the
IGV wakes. A reduction in periodic flow field at entry to the
rotor may also alter the wake shedding process and contribute
to a more uniform rotor wake. In particular, there should be
smaller fluctuations in rotor blade trailing edge boundary layer
thickness due to reduced unsteadiness in the transition process
on the blade surface.

The line graphs on the left hand side of figure 2 show time mean
values of turbulence level and velocity against circumferential
position. Apparent turbulence level TuD is shown with the pe-
riodic component Tũ and random component Tu. In both cases,
the random component is greater in the IGV wake. The case
with higher turbulence shows only a very slight increase at the

location of the IGV wake. Significant periodicity occurs at the
position where the low energy rotor wake fluid has collected.
This also corresponds to a minimum of time mean velocity. The
periodic unsteadiness peaks are essentially absent with the tur-
bulence grid installed.

The turbulence intensity between blade wakes was only slightly
lower than the design value of 4%. The small deviation from
design was most likely due to the neglected effects of changing
stream velocity.

Conclusions

A study of increasing inlet turbulence level in a 1.5 stage axial
compressor has shown a strong influence on wake-wake interac-
tions. Hot-wire measurements taken in the rotor stator gap were
used to calculate ensemble-averaged velocity and turbulence.
At low levels of inlet turbulence the results showed strong
periodic fluctuations in rotor wake thickness and ensemble-
averaged velocity. At high levels of inlet turbulence the periodic
fluctuations were significantly reduced. This indicates that vis-
cous interaction processes will be much smaller in magnitude
for embedded blade rows in a multi-stage axial turbomachine.
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Abstract

Non-reacting impinging laminar jets and premixed methane-air
flames are studied experimentally and numerically. Axial ve-
locity measurements are performed using Particle Streak Ve-
locimetry (PSV). The nozzle pressure drop is measured con-
currently to determine the Bernoulli velocity. For cold imping-
ing jets, scaling by the Bernoulli velocity collapses the center-
line axial velocity profiles onto a single curve that is indepen-
dent of the nozzle-plate separation distance. Cold-flow velocity
profiles can be modeled using an error function with a single,
Reynolds number dependent, parameter. Velocity data for cold
impinging jets and premixed methane-air flames are compared
to one-dimensional simulations with multi-component transport
and full chemistry (GRI-Mech 3.0). Near-stoichiometric flames
are studied as a function of the nozzle-stagnation plate sepa-
ration distance. At constant Bernoulli velocity, flame profiles
also collapse independently of separation distance. The results
indicate that the one-dimensional streamfunction model can ac-
curately capture both non-reacting and reacting stagnation flow
if appropriate boundary conditions are specified.

Introduction

Premixed laminar flames offer a useful environment for validat-
ing chemical-kinetic mechanisms of hydrocarbon fuels. Stud-
ies that can be referenced to chemical kinetics over a variety of
conditions (e.g., equivalence ratio, ambient pressure, strain-rate
field) are desirable. The approach here relies on detailed mea-
surements of strained flames in a jet-wall stagnation flow. This
geometry has boundary conditions that can be accurately spec-
ified, facilitating simulation and comparisons with experiment.

Velocity data for impinging jets in the nozzle-plate separation
distance L to nozzle-diameter d ratio range of 0.5≤ L/d ≤ 1.5
are not widely available. In addition, although stagnation flows
have been employed in a large number of laminar flame stud-
ies, direct comparisons between flame measurements and sim-
ulations are sparse. When comparisons have been made, inlet
velocity boundary conditions are treated as free parameters to
align measured and simulated profiles (e.g., [5]). This work
targets the hydrodynamics of impinging jets and the effects of
chemical reaction and the resulting heat release on this flow.

Velocity profiles are measured using Particle Streak Velocime-
try (PSV) [1]. Concurrent measurements of the nozzle pres-
sure drop are used to define the Bernoulli velocity U B. Imping-
ing jets are studied as a function of L at imposed strain rates
(Reynolds numbers) of interest in laminar flame studies. Near-
stoichiometric premixed methane-air flames are studied at con-
stant UB, as a function of L. One-dimensional (1D) simulations
of cold and reacting stagnation flows are performed using Can-
tera to assess the streamfunction model employed [1, 2]. This
work is part of an ongoing investigation into the performance of
flow, transport and chemistry models for premixed hydrocarbon
flames.

Experiments

A room-temperature, atmospheric-pressure jet is generated
from a contourednozzle with an exit diameter of d = 10mm that
impinges on a constant-temperature (water-cooled) copper stag-
nation plate. Three K-type thermocouples are embedded on the
centerline, spaced vertically between the stagnation and cooled
surface, to allow monitoring of wall temperature and tempera-
ture gradients. Fuel and air mass flow rates are set using sonic
metering valves and monitored concurrently (Omega FMA868-
V-Methane and FMA872-V-Air, calibrated using a Bios DryCal
ML-500). Estimated uncertainty in the mass-flow measurement
of the air and fuel streams is 0.5%, resulting in an uncertainty
of 0.7% in the equivalence ratio Φ.

The pressure difference between the jet plenum interior and a
point just outside the jet-core flow region is measured with a
1torr full-scale differential-pressure transducer (BOC Edwards
W57401100 and W57011419). The Bernoulli velocity,

UB =

√
2∆p

ρ[1 − (d/dP)4]
, (1)

is then calculated, where ∆p is the nozzle static pressure drop, ρ
the fluid density, d the nozzle exit diameter, and d P the plenum
(inner) diameter. Pressure, mass-flow, and temperature data are
acquired simultaneously with digital-image acquisition, allow-
ing accurate specification of simulation boundary conditions.

Particle Streak Velocimetry (PSV)

Flow velocities along the jet centerline are measured using Par-
ticle Streak Velocimetry (PSV) [1]. The implemented PSV
methodology yields low-fractional-error axial-velocity data,
while requiring a low particle-seed density. Low particle load-
ing reduces flame disturbances. A single PSV image can cap-
ture the entire velocity field, making it ideal for short-run-time
experiments. A sample PSV image for impinging-jet flow is
shown in figure 1. The measurements rely on micron-sized alu-
mina particles and ceramic microspheres.

A Coherent I-90 Ar+ laser, operated at 2− 3W, provides the
PSV illumination source. Two cylindrical lenses generate a thin
laser sheet (≈ 200µm) in the field of view. An Oriel (Model
75155) chopper with a 50% duty-cycle wheel modulates the
laser beam. The chopper wheel is placed at a laser-beam waist
to minimize on-off/off-on transition times. Chopping frequen-
cies are in the range, 1kHz ≤ νc ≤ 2kHz, with νc optimized
depending on flow velocity. PSV image data are recorded at
4fps using the in-house-developed “Cassini” CCD [1]. Mag-
nification ratios are close to 1:1 using a Nikon 105mm, f /2.8
macro lens (with a 514.5nm bandpass filter).

Local velocities, u(x), are estimated from streak pairs as, u(x) ∼=
∆X(x)/∆t , yielding uI = LI/τc and uII = LII/τc, where τc =
1/νc (chopping period) and LI = x2s−x1s and LII = x2e−x1e are
the distances from the start/end of one streak to the start/end of



Figure 1: PSV in impinging-jet flow (L/d = 1.0).

Figure 2: PSV measurement technique.

the next, respectively. The velocity estimate u I is located at xI =
(x1s +x2s)/2+(w1 +w2)/4, where xis is the spatial location of
the start of the ith streak and wi is the width of the ith streak.
Similarly, uII is located at xII = (x1e + x2e)/2− (w1 + w2)/4,
where xie is the location of the end of the ith streak (cf . figure 2).
Using the same intensity threshold on a streak pair removes sys-
tematic errors in applying the Lagrangian time interval τc to the
spatial extent of each streak. The PSV analysis technique yields
an rms error of≈ 0.01UB. See [1] for additional details on PSV.

Simulations

Axisymmetric stagnation flow and premixed flame simulations
are performed using the Cantera reacting-flow software pack-
age [1, 2]. The 1D model for stagnation flows relies on a stream-
function ψ(x,r) = r2U(x), with U(x) = ρu/2, where u is the
axial velocity. The momentum equation then becomes,

2U
d
dx

(
1
ρ

dU
dx

)
− 1

ρ

(
dU
dx

)2

− d
dx

[
µ

d
dx

(
1
ρ

dU
dx

)]
= Λ . (2)

In this formulation, Λ ≡ (1/r) dp/dr and must be a constant.
Treating Λ as unspecified, four boundary conditions are im-
posed on this third-order ordinary differential equation at x = 0
and x = �, with 0 < � ≤ L a suitably chosen interior point,
e.g., U(0) = 0, U ′(0) = 0, U(�) = ρ0 u�/2, U ′(�) = ρ0 u′�/2,
where ρ0 is the density of the (cold) gas mixture, and u� and
u′� are the velocity and velocity gradient at x = �. Energy
and species equations are also solved with specification of in-
let composition, inlet temperature, and stagnation-wall tem-
perature boundary-conditions. The simulations use a multi-
component transport model and the GRI-Mech 3.0 kinetics
mechanism. A (multi-component) no-flux boundary condition
for species is assumed at the wall.
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Figure 3: Comparison of velocity (scaled by UB) versus axial
distance from plate (scaled by d ) at three nominal Reynolds
numbers and L/d = 1.4 (◦), 1.0 (+), and 0.7 (×).

Results

Cold impinging-jet velocity data are reported at three nominal
Reynolds numbers, Re ≡ ρdUB/µ ∼= 400, 700, and 1400, and
three nozzle-to-stagnation plate separation distance to nozzle-
diameter ratios, L/d ∼= 0.7, 1.0, and 1.4. Figure 3 compares
measured axial velocities, scaled by the Bernoulli velocity, for
three L/d ratios at three Reynolds numbers. The velocity pro-
files collapse on a single curve, independent of L/d, if axial ve-
locities are scaled byUB. An axial velocity deficit at the jet-exit
develops as the separation distance is decreased due to the in-
fluence of the stagnation point on the nozzle flow [6]. Notably,
the velocity and its gradient adjust to maintain self-similarity,
with the Bernoulli velocity scaling the flow.

In their study of cold turbulent jets, Kostiuk et al. [4] showed
that opposed-jet or impinging-jet velocity data are well char-
acterized by an error function. Their error function contained
three adjustable parameters: the velocity at infinity U∞, a strain-
rate parameter α, and a wall-offset length δ/d,

u(x)/U∞ = erf [α (x/d − δ/d)] . (3)

Figure 3 indicates that an error function also characterizes
laminar impinging-jet flow. The experimental data in fig-
ure 3 suggest that the appropriate velocity scale for laminar
impinging jets is the Bernoulli velocity, i.e., U∞ = UB. From
one-dimensional viscous stagnation-flow theory [7], the scaled-
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Figure 4: Cold-flow velocity profile corresponding to a Φ = 0.9
methane-air flame (Re = 1100, L/d = 1.2). (�) exp. data, (solid
red line) 1D simulation, (dot-dash blue line) error function.

Re α δ/d εrms/UB
400 2.21 0.027 0.017
700 2.00 0.020 0.010
1400 1.88 0.015 0.011

Table 1: Error-function fit parameters and resulting error εrms.

offset length δ/d, which is proportional to the wall-boundary-
layer thickness, can be related to the strain-rate parameter α,
such that, δ/d (Re,α) = 0.7575

√
1/(Re α) . Thus, the only

free parameter in this error-function is the Reynolds-number
dependent strain-rate parameter α = α(Re). The axial veloc-
ity field for an axisymmetric impinging laminar jet is then fully
specified by the Bernoulli velocityUB, since the Reynolds num-
ber, in turn, derives from it. The error function was fit to each
experimental profile by adjusting α to minimize the root-mean-
squared (rms) error εrms. For each Re, the strain-rate parameter
α was averaged over the range 0.7 ≤ L/d ≤ 1.4. This single
α(Re) dependence was subsequently used in all error-function
fits to determine the resulting rms error εrms. The fit parameters
and εrms are shown in table 1.

Cold and reacting stagnation flows are studied for a near-
stoichiometric, Φ = 0.9, methane-air (CH4-air) flame to deter-
mine the effect of heat release on the fluid mechanics and the
ability of the one-dimensional simulations to capture the flow.
The nozzle-stagnation plate separation distance L is varied at
constant Φ to study the hydrodynamics at constant chemistry.
Figure 4 shows the measured velocity data for a cold-flow at
Re ∼= 1100 and L/d = 1.2. Velocities are scaled by U B and
axial-distances by d. The error-function profile with α = 1.95,
interpolated for Re = 1100, is included and accurately models
the flow. Exploiting the inviscid, constant-density solution to
equation (2), which is a parabola, a quadratic is fit to the ve-
locity profile in the range 0 ≤ x/d ≤ 0.8. The values u � and
u′� are calculated from the fit at x = �, with U(�) = ρ0 u�/2
and U ′(�) = ρ0 u′�/2 then specifying the boundary conditions.
In this work, �/d is fixed at 0.6. As can be seen, the one-
dimensional model accurately captures the flowfield if velocity
boundary conditions are specified in this manner.

Figure 5 shows velocity profiles for a Φ = 0.9 methane-air flame
at L/d = 1.2 and Re ∼= 1100. The cold-flow (error-function)
profile is also included for comparison. Simulation boundary
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Figure 5: CH4-air flame profiles (Φ = 0.9, L/d = 1.2). (�) exp.,
(solid red line) 1D sim., (dot-dash blue line) error-function.
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Figure 6: CH4-air flame profiles (Φ = 0.9, L/d = 0.6). Legend
as in figure 5.

conditions are specified from a fit to the cold-flow portion of the
profile (0.35 < x/d < 0.80) to determine u� and u′�. The sim-
ulated velocity profile is in good agreement with experiment,
but predicts a higher post-flame velocity than measured. The
PSV chopping frequency was optimized for the cold upstream
region and not for this high-velocity, high-curvature region of
the flow. While accounting for this brings experiment and sim-
ulation closer, it does not account for the difference. The flame
produces a virtual stagnation point that alters the flowfield, al-
though the strain rate, σ = du/dx, upstream of the flame is very
close to that of the cold flow. Figure 6 depicts measured and
simulated velocity profiles for a Φ = 0.9 methane-air flame at
L/d = 0.6 and Re ∼= 1100. Again, good agreement is seen ex-
cept for an overprediction of post-flame velocities. A nozzle-
exit-velocity deficit is evident compared to the cold flow.

A comparison of experimental velocity profiles at variable L/d
and constant UB is given in figure 7. The velocity profiles col-
lapse on a single curve, independent of L/d, if the Bernoulli
velocity is held constant. As all datasets were recorded for es-
sentially the same flame, the agreement between experiment
and simulation for L/d = 0.8 and 1.0 is consistent with that
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Figure 7: CH4-air flame profiles (Φ = 0.9) at: L/d = 1.2 (◦),
L/d = 1.0 (�), L/d = 0.8 (+), and L/d = 0.6 (×). Cold-flow
error function is also included (dot-dash blue line).

seen in figures 5 and 6. The imposed strain rate σ can be de-
fined as the maximum slope of the velocity profile upstream
of the flame. The strain rate for the flames presented in fig-
ure 7 is σ ∼= 360s−1. This is very close to the maximum strain
rate for the cold-flow profile of σ ∼= 365s−1 (cf . figure 4). This
flame is not close to extinction conditions, as verified experi-
mentally and predicted numerically. The “global strain rate”
has been defined as the nozzle-exit velocity divided by the
nozzle-stagnation point separation distance (e.g., [8]). For the
flames studied here the global strain rate varies from 140s−1

at L/d = 1.2 to 190s−1 at L/d = 0.6. This indicates that the
global strain rate, based on the centerline nozzle-exit velocity,
does not provide a good surrogate for the strain rate imposed
on the flame. However, Kobayashi and Kitano [3] found a good
correlation between the global strain rate based on the mean
nozzle-exit velocity and the velocity gradient upstream of the
flame. This may be due to their different definition of global
strain rate. Figure 8 plots the product of the simulated veloc-
ity and density profiles, scaled by the cold-flow density ρ 0 and
UB. The profile of ρu is composed of two stagnation flows with
different gradients in the cold and hot regions of the flow.

Conclusions

Velocity profiles are measured, using PSV, in impinging jets and
methane-air stagnation flames. For impinging jets, velocity pro-
files are found to collapse when scaled by the Bernoulli veloc-
ity. These profiles are well characterized by an error-function
model in terms of a single, Reynolds number dependent, param-
eter. One-dimensional simulations can accurately capture the
flow if the boundary conditions are correctly specified. Near-
stoichiometric flames are studied as a function of the nozzle-
stagnation plate separation distance. The flames are simulated
using a one-dimensional model with multi-component transport
and full chemistry (GRI-Mech 3.0). Good agreement is found
between experiment and simulation. Flame velocity profiles
collapse to a single curve at a fixed Bernoulli velocity, inde-
pendent of the separation distance. The strain rate in the react-
ing flow is very close to that of the corresponding impinging
jet. The results indicate that the global strain rate, based on the
centerline nozzle-exit velocity, is not a good surrogate for the
applied strain to the flame as it is dependent on the separation
distance, while the maximum velocity gradient upstream of the
flame is not. The profile of the product of the density and veloc-
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Figure 8: Simulated CH4-air flame profile of ρu at Φ = 0.9
(solid black line). Cold-flow error function (dot-dash blue line).

ity indicates that the reacting flow is characterized by two stag-
nation flows with different gradients. Ongoing research targets
the effect of the imposed strain rate on premixed hydrocarbon
flames and the performance of transport and chemistry models.
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Abstract

The approximately homogeneous, isotropic turbulence (HIT)
produced by three grids with different geometries was measured
over the range 30 ≤ x/M ≤ 80. The scale-by-scale budget of
decaying grid turbulence obtained from the transport equation

for
〈
(δq)2

〉
is used to study the effect of grid geometry in an

attempt to quantify the influence of initial conditions of the tur-
bulence decay. Although Rλ is too small for a scaling range
to exist, the initial conditions show negligible effect on scales
smaller than λ. The solidity of the grid influences only the very
large scales. The shape of the grid elements can significantly
affect the overall shape of the inhomogeneous term in the trans-

port equation for
〈
(δq)2

〉
.

Introduction

Theoretical studies of decaying homogeneous, isotropic turbu-
lence (HIT) have classically eliminated initial conditions from
the problem with the assumption of infinite Reynolds number
and invoking Kolmogorov’s theory [12], although early presen-
tations of the theory included a discussion of their possible ef-
fect on the decay [5]. Initial condition effects remained absent
from HIT theory, which is the basis of most modern turbulence
models, despite experimental and, more recently, DNS results
that supported the importance of initial conditions via the unex-
plained wide scatter in m, the decay exponent [8, 10, 16].

Theoretical work by George [9], herein referred to as G92, ar-
gues for the importance of initial conditions and derives a self-
similar theory for HIT that includes the effect of initial con-
ditions and applies at finite Reynolds number. Although the
derivation of the theory is strictly correct and some of its parts
are supported by experimental and numerical data [2, 3, 17],
certain aspects of the theory are argued to have no physical ba-
sis [9, 15]. G92 expects that the decay exponent will change
with initial conditions. However, the analysis of Speziale and
Bernard [15], referred herein as SB, predicts a universal decay
that is reached asymptotically with time. Their analysis shows
that the scatter in previously reported m could be due to some
experimental data having been sampled in the transition zone
prior to the universal decay state.

Alternatively, Mohamed and LaRue [13] suggested the scatter
could be due to inconsistencies in the way different authors fit-
ted the power-law to their respective measurements. These au-
thors then proposed a procedure to estimate the parameters of
the power-law, which they argued to be consistent and rigorous.
When this was applied to their and other previously published
data, they found a reduction in the scatter that pointed to a weak
or non-existent dependence on initial conditions. However, the
decay exponent thus obtained, m =−1.3, is significantly differ-
ent from the value −1 predicted by classical theories [5, 10].

As highlighted by this discussion of references [9, 13, 15], there
remains much confusion and controversy regarding the actual
cause of the scatter reported for m. Furthermore, George et
al. [10] and Mohamed and LaRue [13] showed that the esti-

mation of m includes sizable uncertainties, which suggests that
this variable may not be sensitive enough to show the effects of
initial conditions on decaying HIT clearly. The difficulty with
the study of initial conditions is that neither the initial condi-
tions themselves nor their effects are easily quantifiable. This is
particularly true in experimental work where the initial energy
distribution over the turbulent scales can hardly be controlled or
measured. This also makes comparisons between experimental
and numerical results very difficult. It is the purpose of this
paper to show that the scale-by-scale budget of the turbulence
generated by three grids of different geometry can be used to
quantify in a non-ambiguous manner the effect that initial con-
ditions have on the approximately homogeneous, isotropic tur-
bulence generated by these grids.

Background

Grid turbulence provides a good approximation of decaying
HIT and offers a direct measure of the mean dissipation rate
from the turbulence kinetic energy decay, viz.

〈ε〉d =−U
2

d
〈
q2

〉
dx

. (1)

Danaila et al. [7] revisited the classical Kolmogorov “four-fifths
law” [11] which relates the second- and third-order structure
functions, viz.

−
〈
(δu)3

〉
+6ν

d
dr

〈
(δu)2

〉
=

4
5
〈ε〉 r , (2)

where δu ≡ u(x+ r)− u(x) is the difference in streamwise ve-
locity fluctuations between two points separated by a distance
r along the streamwise directions, 〈ε〉 is the mean kinetic en-
ergy dissipation rate and 〈〉 denote an assemble average. It is
well known that equation (2) is only balanced for very small
separations, typically of the order of a few Kolmogorov lengths,
η≡ ν3/4 〈ε〉−1/4, for the small and intermediate Reynolds num-
bers obtained in most experiments. In an attempt to study the
effect of large-scale inhomogeneities on the small scales of tur-
bulence, Danaila et al. [7] obtained a transport equation for〈
(δq)2

〉
from the Navier-Stokes equation for decaying grid tur-

bulence, viz.

−
〈
(δu) (δq)2

〉
+2ν

d
dr

〈
(δq)2

〉
− U

r2

∫ r

0
s2 ∂

∂x

〈
(δq)2

〉
ds =

4
3
〈ε〉 r ,

(3)

where
〈
(δq)2

〉
≡

〈
(δu)2

〉
+

〈
(δv)2

〉
+

〈
(δw)2

〉
and s is a

dummy variable. Equation (3) is an extension of equation (2)
with the addition of an inhomogeneity term. Also, the for-
mer takes into account the three velocity components, instead
of only u in equation (2). It is important to note here that the
inhomogeneous term in equation (3) is a consequence of the
streamwise decay of the turbulence and that, for box turbulence



Figure 1: One-component vorticity probe. ∆y � 1.0 mm, ∆z�
1.3 mm, β1 �β2 � 45o. All wires have a diameter of 2.5 µm and
were etched from Wollaston (Pt-10% Rh) material to a length of
approximately 0.5 mm.

where there is no mean flow, it would take the form of a time-
wise decay [14]. An important feature of equation (3) is that it
can be used as a scale-by-scale budget of the turbulence [1, 6].

Following G92, Antonia et al. [3] derived the conditions for
which equation 3 satisfied similarity. Their analysis yielded
the following self-similar forms for the second- and third-order
structure functions,〈

(δq)2
〉

=
〈

q2
〉

f
( r

λ

)
(4)

and

−
〈
(δu) (δq)2

〉
=

[〈
q2〉3/2

31/2Rλ

]
g
( r

λ

)
, (5)

respectively, where λ is the Taylor microscale, defined here as

λ2 = 5ν
〈
q2〉
〈ε〉d

, (6)

and Rλ is taken as

Rλ =

〈
q2〉1/2 λ
31/2ν

. (7)

Under these conditions, f and g are independent of x and the
turbulence decays following a power-law of the form〈

q2
〉

= a
( x

M
− xo

M

)m
, (8)

where xo/M is the virtual origin, m is the power-law exponent
and a is a constant of proportionality. Detailed derivation and
discussion of this theory can be found in [3].

When equations (1), (4), (5) and (8) were applied to equa-
tion (3), Antonia et al. [3] obtained a self-similar form for the
scale-by-scale budget, viz.

g+2 f ′ −
[

5Γ1

m

( r
λ

)−2−10Γ2

( r
λ

)−2
]

=
20
3

( r
λ

)
, (9)

where Γ1 and Γ2 are given by

Γ1 ≡
∫ r/λ

0

( s
λ

)3
f ′ d

( s
λ

)
(10)

Γ2 ≡
∫ r/λ

0

( s
λ

)2
f d

( s
λ

)
. (11)

Equation (9) can be written symbolically as A + B + [INH] =
C, where INH represents the total streamwise inhomogeneous
term.
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Figure 2: Streamwise variation of
〈
q2

〉
behind the three grids

(Sq35, �; Rd35, ©; Rd44, ♦) compared to the fitted power-
laws (fitting parameters summarized in table 1).

Experimental Details

The measurements presented here were made with a one-
component vorticity probe, which consists of parallel wires and
a X-wire. Figure 1 gives a schematic of the probe with typical
dimensions. A vorticity probe was used to obtain more com-
plete measurements of the turbulence behind the grids. Vorticity
results are however not presented here. The wires were operated
with in-house constant-temperature circuits at an overheat ratio
of 0.5. The signals were then amplified and low-pass filtered at a
cut-off frequency of fc, which varied depending on the grid and
x/M. fc was selected to correspond to the onset of electronic
noise and was of the order of f k ≡U/2πη, the Kolmogorov fre-
quency. The signals were sampled at a frequency f s ≥ 2 fc and
digitized with a 16 bit A/D converter for a duration of 60 to 300
seconds.

Three biplane grids were used, all with the same mesh size
M = 24.76 mm. The geometry of the grids was varied by chang-
ing the shape of the bars cross-section and the solidity of the
grid. The first grid, Sq35, was made with square bars and so-
lidity σ ≡ d/M (2−d/M) = 0.35. The other two grids, Rd35
and Rd44, were both manufactured with round rods but with
σ = 0.35 and σ = 0.44, respectively. The grids were placed
downstream of the contraction (area ratio of 9:1) of an open-
circuit wind tunnel. The length of the working section was 2.4
m and its cross-sectional area at the contraction was 350 mm
× 350 mm (the floor of the tunnel was slightly inclined to pro-
vide zero pressure gradient). The probe was traversed along the
centerline of the working section. Measurements were made
between x/M = 30 and x/M = 80 in steps of one mesh length
with a mean velocity U = 6.4 m/s (RM = UM/ν ≈ 10,400) for
all three grids. The mean turbulent statistics obtained with the
vorticity probe were corrected for spatial resolution following
the method described in Zhu and Antonia [18]. The flow was
assumed to be axisymmetric so that v and w statistics are taken
to be equal. The measurements of w and uw correlations were
taken from the X-wire, while the average of the two single wires
was used for u.

Results

The decay exponent for each grid was obtained here by fitting
equation (8) in the range 40≤ x/M ≤ 80 with the MatLab rou-
tine NLINFIT. Initial estimates for a and m were obtained by as-
suming xo/M = 0 and applying a linear regression to log

(〈
q2〉)
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Figure 3: Second-order turbulent energy structure function for
Rd44. x/M = 30, −−−−; x/M = 40, −−−; x/M = 50, − ·−;
x/M = 60, · · · · · · ; x/M = 70, −−�−−−�−−; x/M = 80, −−◦−−◦−−.

λ Lq η
Grid m

xo
M

〈u2〉
〈w2〉 Rλ mm mm mm

Sq35 -1.13 3 1.48 41.1 5.36 13.7 0.42
Rd35 -1.31 0 1.40 30.0 5.23 10.2 0.48
Rd44 -1.28 0 1.39 33.4 5.32 10.8 0.47

Table 1: Decay law parameters and other basic turbulence char-
acteristics obtained at x/M = 60 for the three grids.

vs. log(x/M). The power-laws obtained are compared graph-
ically in figure 2 to the measured

〈
q2

〉
. Figure 3 presents〈

(δq)2
〉

normalized according to G92 for Rd44 and shows

that similarity is only reached approximately for x/M ≥ 40.
The plots for Sq35 and Rd35 lead to the same conclusions
and are not shown here. The three criteria suggested by Mo-
hamed and LaRue [13] were met before x/M = 40; namely S u =〈
u3

〉
/
〈
u2

〉3/2
was zero, S∂u/∂x =

〈
(∂u/∂x)3

〉
/
〈
(∂u/∂x)2

〉3/2

was constant and 〈ε〉 iso ≡ 15ν
〈
(∂u/∂x)2

〉
was equal to 〈ε〉d

within 10%. Note here that the results of the scale-by-scale
budgets presented are insensitive to errors in m and therefore
the method of determining m used was deemed sufficient for
the purposes of this paper.

We shall concentrate our analysis to the measurements obtained
at x/M = 60 since the results do not change significantly with
location for 40≤ x/M≤ 80, due to the quasi-self-similar turbu-
lence decay. The location x/M = 60 presents a good compro-
mise between probe resolution, which improves with increasing
x/M, the degradation of the signal-to-noise ratio with x/M and
increasing confinement of the turbulence due to the finite width
of the tunnel. A few basic quantities measured at this location
are summarized in table 1. Note that the integral length scale L q
is defined here as

Lq =
1〈
q2

〉 ∫ ro

0
Bq,q (r)dr , (12)

where Bq,q is calculated here as

Bq,q = 〈q(x)q(x+ r)〉= 〈u(x)u(x+ r)〉+2〈w(x)w(x+ r)〉
(13)

and ro is the first zero crossing of Bq,q.

Figure 4 compares the function f (r/λ) measured behind each
grid at x/M = 60. The ratio W/λ, where W is the width of
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Figure 4: Second-order turbulent energy structure function
measured at x/M = 60 behind three grid geometries: Sq35, �;
Rd35, ©; Rd44, ♦. Indicated are the ratios W/λ, which is ap-
proximately equal for the three grids at x/M = 60, and Lq/λ,
which is roughly equal for Rd35 and Rd44.

the tunnel, is included to provide an indication of the values
of r/λ that may be affected by the size of the tunnel. For
r/λ < 1, the normalized structure functions are nearly equal for
the three grids. In the range 1 ≤ r/λ ≤ 7, the difference be-
tween Rd35 and Rd44 is within 1.4%, which is the estimated
statistical uncertainty, while Sq35 shows a clear departure from
the two round-rod grids by r/λ = 1. Figure 4 establishes that
f (r/λ) for Sq35 approaches the asymptotic value of 2 mono-
tonically from below. This is contrasted to Rd35 and Rd44 for
which f (r/λ) overshoots the asymptote before it settles to 2 as
r/λ→ ∞. This overshoot for the round-rod grids suggests that
the large turbulent scales behind these two grids are more peri-
odic in nature than those for Sq35. The stronger overshoot and
oscillations at large separations outside the measurement scatter
for Rd44 imply that the periodic structures of Rd44 are stronger
than for Rd35.

The scale-by-scale budgets compensated with (r/λ) for the
three grids are compared in figure 5. As shown, the left-side
of equation (9) equals 20/3 to ±10% at all separations. In the
range r/λ < 1, the balance is very sensitive to inaccuracies in
the estimate of λ, while at larger separations, the main uncer-
tainty comes from the statistical convergence of g(r/λ). For the
current experiments there is no separation between the scales
responsible for the dissipation of turbulence and the scales af-
fected by INH, which is not surprising given the low Rλ. It is
also clear that INH does not differ significantly for the three
grids up to about r/λ = 1. While the inhomogeneous term for
Sq35 deviates from that of the two round-rod grids for r/λ≥ 1,
there is little difference between Rd35 and Rd44 until r/λ > 8.
These observations indicate that the three grid geometries stud-
ied here have little effect on the turbulent scales ranging from
η to λ. However, the shape of the bar cross-section show an
influence on scales as small as λ. The solidity of the round-rod
grids appears to impact only on scales much larger than L q.

Concluding Comments

The effect of grid geometry was studied using the turbulent en-
ergy structure function and the related scale-by-scale budget.
The small Reynolds numbers of the current experiment prohib-
ited the formation of a proper separation between the scales re-
sponsible for the turbulence dissipation and those affected by
the inhomogeneity of the flow. Despite the low Rλ, the three
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Figure 5: Comparison between the energy budget behind
the three grids (Sq35, �; Rd35, ©; Rd44, ♦) at x/M =
60. A(r/λ)−1, —; B(r/λ)−1, −−−; INH(r/λ)−1, − · −;
(A+B+ INH)(r/λ)−1, · · · · · · . The thick horizontal line is at
20/3 and the horizontal dotted lines represent ±10%. Also in-
dicated for reference are the ratios W/λ and Lq/λ.

different grid geometries studied here had little effect on scales
ranging between η and λ. Overall, the shape of the bars exhib-
ited a stronger influence on the energy containing scales than
the grid solidity. This latter parameter was only important for
r/λ≥ 8 and mainly affected the periodicity of large organized
structures. The questions of how the grid geometry produces
different turbulent states and how these affect important param-
eters, such as the power-law energy decay exponent, remain
however undetermined.

A detailed study of the turbulence from very close to the grid up
to the quasi-self-similar region is required to answer the first of
these questions. The complexity of the flow field and reduced
scales of the turbulence near the grid make hot-wire measure-
ments more difficult and uncertain. Other methods of flow mea-
surements, such as PIV [4], can however be employed to cor-
roborate and complement hot-wire data.

A more detailed understanding of the effect of grid geometry on
approximately homogeneous, isotropic turbulence is the subject
of continued work. The scale-by-scale budget for grid turbu-
lence, which was shown to capture quantitatively the effect the
grid-geometry in this paper, should prove to be an invaluable
tool in the study of decaying HIT.
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Abstract

The tow out of a concrete gravity structure (CGS) through shal-
low water is assisted by employing an air-cushion for draft re-
duction purposes. This requires an understanding of the effect
of the air-cushion on the stability and dynamics of the CGS. In
this present work, experiments were performed on 1:100 scale
models of typical concrete gravity substructure configurations
at the University of Western Australia. Three models of dimen-
sions 0.5m length x 0.5m width x 0.1m draft were considered.
The experimental campaign focused on determining the effect
of the air-cushion on the metacentric height and, coupled with
the water depth, on the added mass and natural frequency in
heave and pitch of each model. The experimental results il-
lustrate that the air cushion reduces the stability of the vessel
and influences both the natural frequency and added mass in
heave and pitch. Compartmentalising the air-cushion and vary-
ing the water depth affects the hydrodynamic characteristics of
the floating structure.

Introduction

The use of air-cushions to support floating bodies is well known.
These bodies range from high speed surface effect ships to
very large floating structures such as the mobile offshore base
(MOB) used in military logistic applications. A floating body,
supported by an air-cushion, comprises rigid - or flexible for
surface effect ships - vertical side walls that penetrate below the
main structure and exterior free-surface thus trapping a column
of air. These vertical side walls must penetrate the free-surface
to a sufficient depth to maintain an excess air pressure in the
interior chamber. For surface effect ships, the air cushion typi-
cally supports 80% of the structures weight with the remainder
supported by buoyancy. This weight balance is described by

M = ρ
(

V0 +
p0

ρg
Ai

)

, (1)

whereM is the structure mass,ρ is the density of water,V0 is the
displaced volume,Ai is the air-cushion surface area, andp0 is
the excess air pressure contained within the cushion. The excess
pressure contained within the air-cushion determines the static
water plug heighthw - measured from the keel to the interior
free-surface - through the hydrostatic relationp0 = ρg(T−hw)
whereT is the draft (see Figure 1).

The tow out of a concrete gravity structure (CGS) through shal-
low water is another application of an air-cushion support. In
this context, the primary use of the air-cushion is to elevate
the structure to avoid seabed contact during tow out operations.
However, a consequence of this approach is a reduced hydrody-
namic stability due to a destabilising moment produced by the
depressed interior free-surface. Moreover, the reduced stiffness
in angular motions can shift the natural frequency into the fre-
quency space of significant wave energy. This is particularly
important when the CGS is towed through shallow channels
open to long period swells.

Early work on the use of air-cushion support for floating struc-
tures predominately concentrates on surface effect ships with

 

p0 + pa 

hw 
T 

Figure 1: Schematic of an air-cushion supported floating body.

and without forward speed (see Kaplan et al. [3], and for a
good literature review, Graham and Sullivan [1]). An examina-
tion of the added mass of a surface effect ship was considered by
Kim and Tsakonas [4] where the authors describe the entrained
air as a pulsating pressure distribution on the free-surface. In
2-dimensions, this approach was considered by Malenica and
Zalar [6] to study the heave added mass and radiation damp-
ing of an air-cushion supported floating body with rigid side
walls. Using a boundary integral equation method Guret and
Hermans [2] extended the work of Malenica and Zalar to inves-
tigate transfer functions for the heave and the interior vertical
free-surface displacement of an air-cushion supported body in
regular waves. A 3-dimensional approach is given by Lee and
Newman [5] and Pinkster [7] using the boundary integral equa-
tion method. The work of Pinkster [7] is particularly notable
as the author considered an air-cushion structure with various
compartment configurations. It is thought that compartmental-
ising the air-cushion reduces its effect on the hydrodynamic sta-
bility of the body. An air-cushion supported floating body has
been studied experimentally in regular waves by both Thiagara-
jan et al. [11], and Pinkster and associates [8, 9]. The studies
performed by [10] demonstrate that an air-cushion supported
box exhibits a higher pitch response when compared to a closed
bottom box model of similar geometry.

In this present work we experimentally study the effect of water
plug height and compartmentalisation of an air-cushion on the
metacentric height, heave and pitch natural frequency and added
mass of an air-cushion supported box model. Moreover, we also
consider the influence of water depth on the heave and pitch
natural frequency added mass values.

Experimental Campaign

Experiments were conducted in a circular tank of height 1m and
diameter 1.65m. During testing, the models were positioned in
the centre of the tank using a rigidly mounted linear voltage dis-
placement transducer (LVDT). Three models were used in the
experimental campaign: a simple closed bottom box configu-
ration with no air-cushion; a one compartment air-cushion sup-
ported open bottom box model (see Figure 2, denoted 1-C); and
a nine compartment air-cushion supported open bottom model
(see Figure 3, denoted 9-C). For each model, the water plane
area measured 0.5m× 0.5m and the draft was held constant at
10cm. For the two air-cushion supported structures, the height
of the air-cushion was varied such that the water plug height
consisted of the following valueshw=3cm, 4cm, 5cm and 6cm.
These heights were controlled by adjusting valves located on



Figure 2: The one compartment air-cushion box model, 1-C.

Figure 3: The nine compartment air-cushion box model, 9-C.

the deck of the cushion models (see Figures 2 and 3). More-
over, through these valves, the pressure inside the air-cushion
was monitored using pressure transducers. The main particu-
lars of each model, including the vertical centre of gravityzG
relative to the quiescent free-surface position and the pitch ra-
dius of gyrationr22, are given in Table 1.

The metacentric height, denotedGM, of each model and water
plug configuration was determined using a standard inclining
experiment whereby a known ballast mass was displaced along
the model’s centreline. The inclination was recorded using a tilt
sensor and the metacentric height determined by the following
relation:

GM = md/ tanϑ, (2)

wherem is a known mass,d is the known mass displacement
from its initial position andϑ is the inclination induced by the
mass displacement. The maximum induced inclination for all
tests wasϑ =±5-degrees.

The natural frequency of each model in heave and pitch was de-
termined by free oscillation experiment. Whereby, in the mode
of interest, the model was given a small initial displacement
or rotation and allowed to return to its initial position. Initial
displacements of 2.5cm and 5-degrees were used in heave and
pitch respectively. Vertical displacements were recorded by an
LVDT and pitch rotations by a tilt sensor. The displacement
time traces were digitised at 30Hz and logged by a personal
computer for data analysis. In addition to the natural frequen-
cies in heave and pitch, the added mass and damping of each
model at the natural frequency was determined. Only the added
mass values are presented here. The water plug height was var-
ied to investigate its influence on the added mass and natural
frequency of the 1-C and 9-C models. It was found that the
recorded air pressure (cf. Table 1) inside the chamber follows
(1) to within 5% error.

The natural frequencies in heave and pitch are given by the fol-
lowing expressions:

ω0,3 =

√

k33

M +µ33
, ω0,5 =

√

MgGM

Mr2
22+µ55

, (3)

wherek33 denotes the the heave restoring stiffness andµ33 and
µ55 are the added mass values in heave and pitch respectively.
The heave restoring stiffness includes both hydrostatic and
acoustic - arising from the compressibility of the air-cushion
- contributions. The stiffness of each model in heave was
experimentally determined and found to bek33 = 2.43kN/m,
2.18kN/m and 3.07kN/m for the closed bottom box, 1-C and 9-
C models respectively. The closed bottom box stiffness is very
close to the theoretical value ofρgA0 = 2.45kN/m. The natural
frequency added mass values were determined from (3).

Result and Discussion

The experimental results are now discussed with particular re-
gard to: the influence of the water plug height and air-cushion
compartmentalisation on the metacentric height; and the influ-
ence of the water plug height, air-cushion compartmentalisa-
tion and water depth on the natural frequency of oscillation and
added mass in heave and pitch. The water plug height and water
depth are normalised by the draftT. To incorporate the effect
of the air-cushion (1), the added mass values are normalised
according toµ∗33 = µ33/M andµ∗55 = µ55/Mr2

22 for heave and
pitch respectively.

Metacentric Height

For each model configuration, the inclining experiment results
are provided in Table 1 for theGM and hydrostatic resorting co-
efficientMgGM. It is immediately evident that the addition of a
single compartment air-cushion reduces theGM and thus desta-
bilises the model. Compartmentalising the cushion, as in the
9-C model, reduces the destabilising effect of the air-cushion.
However, we note that we cannot directly compare theGM val-
ues of the two cushion models and the box model due to the
large difference in their body masses. This was unavoidable
since we required the under water geometry of the models to be
similar for added mass and natural frequency comparisons. To
circumvent this, the hydrostatic restoring coefficientsMgGM
provides insight. Subsequently, we notice thatMgGM is of the
same order of magnitude for both the box and 9-C models. Fur-
thermore, in general the restoring moment is larger for the 9-C
model than that of the box. This could be caused by each in-
dividual compartment behaving as it it were in heave when the
structure is tilted, thus providing an additional restoring mo-
ment. However, it is thought that if one were to construct a nine
compartment and box model of equal mass, then one would ex-
pect theGM of the box model to be a little larger than the nine
compartment model. In contrast, the similar masses of the sin-
gle and nine compartment cushion models allows direct com-
parison of theGM values.

The water plug height demonstrates a positive effect on the
metacentric height of the cushion models. For instance,
increasinghw by a factor of 2 approximately doubles theGM
of the cushion models. This is physically caused by a reduced
destabilising couple acting on the side walls for increasinghw
due to the reduced air pressure inside the air-cushion. It should
be pointed out that the standard free-surface correction formula
for internal fluid tanks (see Pinskter and Meevers Scholte
[9] for instance) for theGM does not take such effects into
account and cannot be used for air-cushion supported structures.



Table 1: The characteristic of each model and water plug configuration.

Model hw (cm) Mass (kg) r22 V0 (m3) zG p0 (kPa) GM (m) MgGM (Nm)

Box - 24.25 0.152 0.0250 -0.010 0 0.172 40.8
1-C 3 16.38 0.142 0.0062 0.014 0.526 0.013 2.06

4 14.48 0.152 0.0062 0.011 0.456 0.036 5.10
5 13.78 0.150 0.0062 0.007 0.342 0.045 6.06
6 11.98 0.160 0.0062 0.011 0.251 0.063 7.42

9-C 3 16.94 0.144 0.0066 0.006 0.477 0.241 40.0
4 14.99 0.152 0.0066 0.002 0.446 0.305 44.9
5 13.29 0.157 0.0066 -0.005 0.354 0.373 48.6
6 11.44 0.170 0.0066 -0.009 0.264 0.466 52.3
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Figure 4: The natural frequencyω0 of
the closed bottom box model in heave
(a) and pitch (b) versus the normalised
water depthh/T.
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Figure 5: The natural frequency in heave and pitch of the 1-C and 9-C models
versus the normalised water plug heighthw/T: (a), 1-C heave; (b), 1-C pitch;
(c), 9-C heave; (d), 9-C pitch. Three water depth conditions are considered:
h/T = 1.5, (−·−×−·−); h/T = 2.1, (· · · ◦ · · · ); and deep water, (—∗—).

Free Oscillation

Measured results, from the free oscillation experiments, of the
heave and pitch natural frequencies are illustrated in Figure 4
for the closed bottom box model and Figure 5 for the two air-
cushion models. Three normalised water depths are considered
wherebyh/T = 1.5, 2.1 and 9. Forh/T > 9, we assume that the
seabed does not affect the surrounding fluid pressures induced
by the free oscillation of the body. Consequently,h/T = 9 is
considered a deep water condition.

The experimental results in heave demonstrate thatω0,3 is sus-
ceptible to the water depth parameterh/T and reasonably insen-
sitive to the water plug height parameterhw/T (cf. Figures 5a
and 5c). For instance, in deep water both the 1-C and 9-C cush-
ion models exhibit a heave natural frequency ofω0,3 ≈ 6.3rad/s
across the range ofhw/T values examined. Furthermore, the
fact thatω0,3 is similar for both the 1-C and 9-C models sug-
gests that compartmentalisation has little influence onω0,3. The
experimental values ofω0,3 versush/T demonstrates thatω0,3
is remarkably similar for each model regardless of air-cushion
configuration.

For the 1-C model in pitch, whilst the water depth does not
appear to significantly influenceω0,5, hw/T appears to be a
far more important parameter. For instance, Figure 5b shows
that ω0,5 linearly increases by approximately 2rad/s between
hw/T =0.3 and 0.6. Presumably, this is caused by an increased
GM for increasinghw/T (cf. Table 1). In contrast, the 9-C

model behaves in a similar fashion to the heave results whereby
ω0,5 is relatively insensitive tohw/T. This suggests that com-
partmentalising the air-cushion reduces the effect ofhw onω0,5.
Moreover, compartmentalising the air-cushion almost trebles
the magnitude ofω0,5 for smallhw/T. This significant change
in ω0,5 would undoubtedly be an important air-cushion design
consideration.

Measured results of the natural frequency added mass in heave
and pitch for each model configuration are illustrated in Fig-
ures 6 and 7. Apart fromµ∗55 for the 1-C model, the measured
results indicate that bothµ∗33 andµ∗55 consistently increases as
h/T decreases. This is due to an increased surrounding fluid
pressure when the model oscillates in the vicinity of the seabed
- this is generally true regardless of body geometry (see Yeung
[12]). For the 1-C model, it is interesting to note thatµ∗55 ex-
hibits very small and slightly negativeµ∗55 for small hw/T (cf.
Figure 7b). Furthermore, the measured results suggest that the
natural frequency pitch added mass, for the 1-C model, is rela-
tively insensitive to water depth. At present, this result cannot
be explained and is under continued investigation.

The experimental results show that the water plug height ex-
hibits a significant influence on both the heave and pitch added
mass. For the nine-compartment model in particular,µ∗55 in-
creases from 2.6 athw/T = 0.3 up to 3.7 athw/T = 0.6 for
h/T = 1.5 (see Figure 7d). Furthermore, compartmentalising
the air-cushion significantly increases the magnitude ofµ∗55 (cf.
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Figure 7: The added mass in heave and pitch of the 1-C and 9-C models versus
the normalised water plug heighthw/T: (a), 1-C heave; (b), 1-C pitch; (c), 9-C
heave; (d), 9-C pitch. Three water depth conditions are considered:h/T = 1.5,
(−·−×−·−); h/T = 2.1, (· · · ◦ · · · ); and deep water, (—∗—).

Figures 7b and 7d). It is reasonable to expect that this increase
in µ∗55, through compartmentalising the air-cushion, would offer
important pitch motion reduction consequences.

Conclusions

The present work has experimentally examined the metacentric
height, natural frequencies, and added mass of a closed bottom
box model and two cushion models in heave and pitch. The two
cushion models differ by the cushion compartmentalisation into
one single compartment and one nine-compartment model. The
results demonstrate that the inclusion of an air-cushion reduces
the metacentric height. However, this can be circumvented by
compartmentalising the air-cushion. Increasing the water plug
height has a positive effect on the metacentric height. We find
that the cushion compartmentalisation is mostly important to
the pitch natural frequency and both heave and pitch added
mass values. Generally, the water plug height was found to be
an important parameter for both the heave and pitch natural
frequency added mass. However, for the natural frequency
in pitch, the water plug height seems only to influence the
1-compartment cushion model. The measured results indicate
that the water depth influences the heave natural frequency
and both heave and pitch added mass regardless of air cushion
configuration.
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Abstract 
For medical application of underwater shock waves as a less-
invasive approach, a reliable micro shock wave source is 
required. The present paper reports progress in production of 
underwater micro shock waves by direct irradiation of laser beam 
through an optical fiber. Energy source was a Q-switched 
Ho:YAG laser with 91 mJ/Pulse energy measured at the end of a 
0.60 mm diameter glass optical fiber. The generation and 
propagation of underwater shock waves from the optical fiber 
were quantitatively visualized by double exposure holographic 
interferometry. Sequential flow visualizations revealed that 
plasma generated by the laser beam, drove spherical shock waves 
in water. Heat induced flow in front of the fiber vanished after 
100 ms. Peak overpressures were measured at various stand-off 
distances by needle hydrophones. Effects of the optical fiber end 
configuration on the shock waves strength were clarified. The 
weak shock waves produced by this method have potential to be 
applied for precise medical procedures such as revascularization 
in neurosurgery.  
 
Introduction 
For applying shock waves to sensitive and precise medical 
procedures like revascularization therapies and neurosurgery, 
generation of underwater micro shock waves plays an important 
role. Such delicate applications make limits on usage of 
conventional underwater shock wave sources like shock wave 
reflection and focusing over half-ellipsoidal cavity so-called 
Extracorporeal Shock Waves ESW [2], micro explosives [4], or 
electric sparks [1]. In the present study a Q-switched Holmium: 
Yttrium Aluminum Garnet (Ho:YAG) laser and a 0.60 mm glass 
optical fiber are used. Advantages of this method over previous 
shock wave sources are two order of magnitude reductions in 
focusing area if compared with ESW and elimination of product 
gases of micro explosives. 
 

From another point of view, Ho:YAG laser has been intensively 
used in medical therapies [3, 5, and 8]. However, mechanism of 
its effectiveness has not yet been well clarified. 
 

Nakahara and Nagayama [6] studied underwater shock waves 
emanated from roughened end surface of an optical fiber by pulse 
laser input using shadowgraph technique. Their qualitative study 
limited to visualization of shock waves at its early stage. Shaw et 
al. [9] and Tong et al. [11] showed production of cavitation 
bubble after laser beam focusing in water. Schiffers et al. [7] by 
using high speed Schlieren photography studied the collapse of a 
laser-generated cavity near a rigid boundary. In their 
experimental study they focused Nd:YAG laser beam by 
focusing lenses. 
 

The present research aims to clarify quantitatively: (i) process of 
the shock wave generation by direct laser beam irradiation 
through the optical fiber, (ii) effects of the fiber end configuration 
on the shock wave strength, (iii) growth and behaviour of the 
generated cavitation bubble, and (iv) structure of heat induced 
flow in front of the fiber. 

 
Materials and Methods 
Energy source was a Q-switched Ho:YAG laser (Nippon Infrared 
Industries Co., Ltd.,) with 90±10% mJ/Pulse energy measured at 
the end of a 0.60 mm diameter glass optical fiber, pulse duration 
of 200 ns, and wavelength of 2.1 µm. The laser beam was 
transmitted through the optical fiber. 
 

Double exposure holographic interferometry was used for 
quantitative flow visualization [10]. Figure 1 shows a schematic 
diagram of the optical set-up. The optical arrangement consists of 
two paraboloidal schlieren mirrors (P.M.) of 200 mm dia. and 
1,000 mm in focal length. A beam splitter transmitted 60% of 
source light intensity to an object beam and 40 % to a reference 
beam. Mirrors (M) were used to make the light path lengths of 
object beam and reference beam identical with each other. Light 
source was holographic double pulse ruby laser (Apollo Laser 
Inc. 22HD, 25 ns pulse duration, 1J per pulse). Visualization 
laser light of object beam was diverged with a lens (L), 
collimated with the 200 mm dia. paraboloidal mirror, and 
illuminated the test section. As seen in Fig. 1, the image of 
phenomenon in the test section was focused with a focusing lens 
and was collected on the holographic film placed on a film 
holder. This method is called image holography so that the result 
is identical with Mach Zehnder interferometry. Reference and 
object beams were then superimposed on a holographic film. The 
films were 100 mm x 125 mm AGFA GEVAERT 10E75 sheet 
films. Double exposure holographic interferometry was used. The 
first laser exposure was carried out before triggering of the 
Ho:YAG laser and the second exposure was synchronized with 
the propagation of the shock wave at the test section with a 
proper delay time.  
 

The constructed holograms were later reconstructed by 
illuminating them with an Argon-Ion laser beam (514.5 nm wave 
length and 1 watt). The reconstructing laser beam was adjusted 
by diverging and converging lenses as shown in figure 2. Neo 
Pan  SS  100  mm  x 125 mm  sheet  films  were  used  to   record 

 

 
 
Figure 1. A schematic diagram of holographic interferometric optical 
arrangement. 
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Figure 2. A schematic diagram of optical setup for reconstruction of 
holograms. 
 
reconstructed images.  
 

Figure 3 shows a schematic of the experimental set up for 
pressure measurement. A stainless steel container equipped with 
observation windows was used. The optical fiber and pressure 
transducers were exactly aligned in lateral, horizontal, and 
vertical directions. PVDF needle hydrophones with 0.5 mm 
sensitive dia. and 50 ns rise time (Imotec Messtechnik, Germany) 
were used for pressure measurements. 

 

 
Figure 3. Experimental set up for pressure measurement. 
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(h) 700 µs 
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Figure 4. Sequential infinite fringe holograms of the underwater shock 
waves and the vapor cavities produced by Ho:YAG laser beam irradiation 
from roughened end 0.60 mm glass optical fiber. 
 
Results and discussion 
Flow visualization 
Figure 4 shows sequential infinite fringe interferograms of 
generation and propagation of the underwater shock waves from 
roughened end of the optical fiber. Figure 4a, 1.7 µs after shock 
wave production, shows a 2.55 mm radius spherical shock wave 
in water. The shock wave generation associated with the laser 
breakdown in the water. The laser interaction produced micro 
plasma in the water and heated the liquid in front of the fiber. 
The plasma drove spherical shock wave in water. This process 
followed by formation of a high temperature vapor cavity. Wave 
propagation through the optical fiber produced a conical 
precursor wave which is clearly observable in figure 4a. Figures 
4b, c, and d show the sequence of the spherical shock wave 
propagation at 4, 6.5, and 12.5 µs, respectively. In front of the 
optical fiber in figure 4b at 4 µs the vapor bubble of about 0.41 
mm dia. is observed and fringes next to it indicate the high 
temperature of that zone. In figures 4b-d first shock wave 
followed by another shock with about 0.6 mm radial distance and 
shock front had a fold shape. This process might be related to 
Ho:YGA laser irradiation from the optical fiber. A random or 
rough end surface of the fiber can produce diffuse transmission 

of the laser beam and separate focal areas with different energies. 
This made a delay for distinct plasma generations and shock 
waves. Figures 3e-f, at 100 and 200 µs, show cavitation bubble of 
1.15 and 1.6 mm radius, respectively. The high temperature in 
front of the fiber resulted in higher growth of the vapor cavity in 
that direction. Figure 4g, at 300 µs, shows the cavitation bubble 
after its first collapse. By that moment secondary cavity is 
produced which is observable in front of the fiber in figure 4g. 
By elapse of time heat dissipation in front of the fiber can be seen 
in figures 4h-j.   
 
Pressure measurement 
Pressure histories at various stand-off distances R were 
measured. In order to determine the strength of the laser 
generated  and cavitation induced shock waves, different kind of 
surface finished optical fibers were examined. Results are shown 
in figure 5. By increasing the roughness of the optical fibers end, 
stronger shock waves were produced. Figure 6 shows enlarged 
views of the fiber ends referring to figure 5. As can be seen by 
making the fiber end sharper, higher overpressures were 
obtained. Figure 7 shows pressure histories for a hyperboloidal 
end optical fiber at R=4.0 mm. At 280 µs collapse of the 
cavitation bubble produced a secondary strong pressure pulse. 
Figure 8 shows a hologram of underwater shock wave for 
hyperboloidal end optical fiber. An integrated single shock wave 
in figure 8 refers to effective laser focusing in front of the 
hyperboloidal fiber, so that production of higher strength shock 
wave became possible. Variation of laser generated cavitation 
pressure pulses with stand-off distances in front of the fiber (0º) 
and perpendicular to the fiber (90º) is shown in figure 9. Good 
agreement between two measurements with 0º and 90º angles is 
obtained. Spherical shock waves became more uniform by 
propagation as can be seen in figure 9.  
 
Conclusions 
The obtained results are summarized as follows: 
1) A Q-switched Ho:YAG laser and an optical fiber were used 
for production of underwater spherical micro shock waves. 
2) Using double exposure holographic interferometric 
quantitative flow visualization generation process and 
propagation of shock waves were observed. Behaviour of the 
induced cavitation bubbles was clarified. 
3) Effects of the optical fiber end configuration on the shock 
waves strength were studied.  
4) The weak shock waves produced by this method have 
potential to be applied for precise medical procedures such as 
revascularization in neurosurgery. 
 

  
Figure 5. Effects of the optical fiber end configuration on peak 
overpressure. 
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Figure 6. Photographs of the optical fibers referring to figure 5: (a) 
Polished, (b) Coarse-1, (c) Coarse-2, (d) hyperboloidal. 

 
Figure 7. Pressure histories measured in water at R=4.0 mm from the 
hyperboloidal end optical fiber. 

 
 
 

 
 

Figure 8. Infinite fringe hologram of the underwater shock wave 
produced 3.2 µs after Ho:YAG laser beam irradiation from hyperboloidal 
end optical fiber. 

 
 
 
Figure 9. Variation of peak overpressure of the laser induced underwater 
shock waves with stand-off distance from the optical fiber of figure 4. 
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Abstract

Three devices that artificially increase the thickness of the

boundary layer in a wind tunnel working section have been

tested. These included a serrated fence to disturb the flow, and

the use of various secondary jet arrays injected into the boundary

layer through the bounding surface. Momentum and turbulence

profiles in the boundary layer downstream from the thickening

devices were measured. The greatest boundary layer thickness

was achieved using an array of varying diameter crossflow jets

with the jet diameter reducing with distance downstream.

However, the fence thickener and a plate with varying jets

increasing in diameter downstream produce a boundary layer

with momentum and turbulence profiles more typical of a natural

equilibrium boundary layer.

Introduction

Aeronautical wind tunnels are generally designed to minimise the

thickness of the boundary layer on the wall in the working

section, in order to maximise flow uniformity. However, there

are occasions when such wind tunnels are used for non-

aeronautical research and a thicker boundary layer is required in

order to simulate the physical phenomenon being modelled. A

typical application of the present work is to model the boundary

layer at the stern of a high-speed catamaran vessel for studies of

the flow in flush type waterjet propulsion intakes [1]. Other

applications include modelling the atmospheric boundary layer

for studies of wind turbine performance.

Atmospheric scale boundary layer simulations in wind

engineering use isolated spires of height equal to the thickened

boundary layer thickness to introduce the momentum deficit [6].

However this technique may introduce undesirable spanwise

variations in the flow. A previous study of techniques to

artificially thicken the boundary layer [2] demonstrated the

usefulness of arrays of crossflow jets and boundary layer fences.

That work has been expanded to include a different, larger

boundary layer fence geometry, and the use of an array of

varying diameter jets with the large jets downstream. In addition

the development of the thickened boundary layer has been

studied in more detail by measuring the turbulence and

momentum profiles at four planes downstream from the thickener

location.

Nomenclature

B Constant

H Shape factor = δ*/θ
K Constant

Q Total flow rate (m3/s)

Reδ Reynolds number =ρuδ/ν
U Mainstream velocity (m/s)

cf skin friction coefficent

q Flow rate per metre width (m3/s/m)

u Velocity (m/s)

u+=u/u*

u* Shear velocity = (τw /ρ)
1/2

y+=yu*/ν
y Distance from wall (mm)

δ* Boundary layer displacement thickness

δ Total boundary layer thickness based on 99% velocity

θ Boundary layer momentum thickness

ν Kinematic viscosity (m2/s)

ρ Density (kg/m3)

τw Wall shear stress

Experimental Technique

Boundary layer thickening devices
The devices used to disturb the boundary layer are shown in

Figures 1-3. The devices were installed immediately upstream of

the wind tunnel working section, in a location where the natural

boundary layer was fully turbulent with a total boundary layer

thickness of 16.7mm, Reθ = 1510. The natural boundary layer

thickness at the midplane of the wind tunnel working section was

22.4 mm, Reθ = 5160.

The fence thickener was inserted into the wind tunnel with the

triangular ‘spikes’ angled at 40° to the wind tunnel wall and their

tips pointing downstream. The spikes were at a pitch of 20 mm

and 20 mm high in the plane of the spike. The regular and

varying hole thickeners were connected to an intake pipe with

bell mouth nozzle to measure the flow rate of air ingested into the

working section. The plates were located in the sidewall of the

wind tunnel, with the downstream edge of the plate 100mm

upstream from the start of the wind tunnel working section. The

regular hole plate had a hole diameter of 2.3 mm at a pitch of 6.3

mm. The varying hole plate had hole diameters 10, 7.5, 5.5, 4, 3,

2, 1.5 mm (Table 1). The standard installation of the varying

holes plate was to have the largest diameter holes upstream. This

plate was also tested in a reversed configuration, with the largest

holes downstream.

 a

Figure 1a. Fence thickener.

20

40°

20

b

Figure 1b: Fence ‘spike’ geometry (dimensions in mm).



Figure 2. Regular hole thickener.

Figure 3. Varying hole thickener.

Hole dia
(mm)

Total no.
holes

No.
Rows

Dist from
leading edge

(mm)

Lateral
pitch (mm)

1.5 660 5 22.8, 43.3,

57.8, 68.0, 75.8

3.0

2.0 88 1 78.8 4.5

3.0 66 1 72.0 7.6

4.0 37 1 62.8 10.6

5.5 26 1 51.0 15.2

7.5 18 1 34.0 21.2

10.0 13 1 7.5 30.3

Table 1: Hole distribution for varying hole thickener (Fig 3.).

Experimental configuration
The closed circuit wind tunnel in the Aerodynamics Laboratory

at the University of Tasmania was used for the present work.

This wind tunnel has a 615mm square working section with

corner fillets and length 1.2m. It is preceded by a 9:1 area ratio

contraction of similar cross-section.

The boundary layer thickening plates were located upstream of

the working section in as shown in the schematic in Figure 4. The

wind tunnel was operated at nominally 23 m/s. The plates could

be easily interchanged, and the air intake system removed when

the fence thickener was used.

Static

Pressure P1

Working Section
1.2 m

Pitot tube

+ Hot wire

Start of the working section
X=0

X=135m

X=320m

thickener location (hole

plate or fence plate)
(150 mm width)

X=790m

X=550

Static pressure

P2

Removable
Intake system

Ambient air
flow

Air flow

100mm

6
1

5
 m

m

Figure 4. Wind tunnel configuration (not to scale).

The flow rate of ingested air was controlled by the pressure

difference between ambient pressure and the lower static pressure

in the wind tunnel at the thickener location. The measured flow

rates for the three different intake configurations are outlined in

Table 2. The flow rates were nominally constant between hole

configurations, at the maximum level possible with the pressure

difference available. The influence of flow rate on boundary

layer thickness will be the subject of future research.

Q( m3/s) q(m3/s/m)

Varying holes 0.0401 0.100

Regular holes 0.0420 0.104

Varying holes reversed 0.0408 0.101

Table 2. Secondary flow rate through hole thickeners.

A boundary layer traverse at the thickener location demonstrated

that the undisturbed boundary layer was fully turbulent at the

thickener location with a displacement thickness, δ* = 1.03 mm

and boundary layer thickness Reynolds number, Reθ = 1510. The

boundary layer was traversed with a 1.26mm diameter pitot tube

and hot wire probes at distances 135, 320, 550 and 790 mm

downstream from the start of the working section to study the

development of the natural and perturbed boundary layers. The

DISA 55M Constant Temperature Anemometer was used with a

single axis hot wire probe (Dantec 55P11), with sensor normal to

the mean flow.

Results

Boundary layer parameters
The boundary layer parameters for the natural boundary layer (no

thickening) and the thickened boundary layers formed using the

four thickening devices summarised in Table 3 demonstrate that

all of the devices achieved some level of boundary layer

thickening.

    x δδδδ* (mm) θθθθ (mm) H Reθ cf

Natural

135 mm 1.545 1.244 1.242 2900 0.00347

320 mm 2.067 1.630 1.268 3800 0.00326

550 mm 2.834 2.215 1.279 5160 0.00306

790 mm 3.848 3.033 1.269 7070 0.00292

Fence

135 mm 4.891 3.698 1.323 8620 0.00266

320 mm 6.032 4.725 1.277 11010 0.00285

550 mm 6.391 5.124 1.247 11940 0.00292

790 mm 6.944 5.560 1.249 12960 0.00279

Varying holes

135 mm 6.400 4.044 1.583 9420 0.00181

320 mm 6.419 4.554 1.410 10610 0.00230

550 mm 6.751 5.074 1.331 11820 0.00256

790 mm 7.172 5.525 1.298 12870 0.00260

Regular holes

135 mm 5.430 3.719 1.460 8670 0.00213

320 mm 5.948 4.430 1.343 10320 0.00260

550 mm 6.793 5.308 1.280 12370 0.00285

790 mm 6.760 5.383 1.256 12540 0.00279

Varying holes

reverse

135 mm 5.511 4.040 1.364 9410 0.00254

320 mm 5.712 4.418 1.293 10290 0.00279

550 mm 6.178 4.900 1.261 11420 0.00285

790 mm 6.518 5.216 1.250 12150 0.00277

Table 3. Measured boundary layer parameters .



Momentum profiles
The velocity profiles at the end of the working section

downstream of the boundary layer thickening devices are shown

in Figure 5. At this location, the boundary layers are fully

developed and there is little difference in the momentum

thickness produced. The momentum deficit produced by the

varying holes device is concentrated near the wall. The fence is

more effective in producing a momentum deficit in the outer

region of the boundary layer. The profiles downstream of the

regular hole plate and the reversed varying hole plate are similar.
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Figure 5. Velocity profiles for established boundary layers (790 mm).

The quality of the thickened boundary layer velocity distribution

is determined by comparing with the standard law of the wall

following Coles [4] with K=0.393 and B=5.56. The wall shear

stress, τw, was measured using a 1.26mm diameter Preston tube

(extending only into the transition region between the viscous

sub-layer and fully turbulent log layer) with the calibration data

provided by Patel [3]. An adjacent wall tapping provided the

static pressure for the Preston tube measurement.

Hence the wall shear velocity, u*=(τw /ρ)
1/2, was determined and

the velocity profiles could be compared using the inner-law

variables:

B
K

y
u +=

+
+ ln

 where 
*u

u
u =+  and 

ν

*yu
y =+ (1)

The thickened boundary layers all show a greater region of wall

similarity (Figure 6) then the natural boundary layer, as might be

expected from the higher Reynolds number for these cases. A

small undershoot of the law of the wall is noticeable in the outer

part of the wall layer for all the thickening devices. The wake

region is very similar for the fence, regular holes and varying

holes (reversed) devices. The varying holes thickener produced a

significantly higher wake component with an associated increase

in shape factor H.

Development of the momentum thickness and shape factor with

distance downstream of the thickening devices is shown in

Figures 7 and 8. The increase in momentum thickness is

comparable for all the devices tested, but the variation with

streamwise distance is less regular for the fence and varying

holes devices.

The development of the boundary layer momentum thickness

along the wind tunnel working section (Figure 7) highlights the

dramatic increase in θ that can be achieved using these

techniques. The increase in θ with downstream location for the

regular holes does not appear to be monotonic, indicating that

this technique may not be suitable for use with models requiring

some development of the boundary layer.

The fence and the varying holes (reversed) show the most rapid

return to an equilibrium condition, as demonstrated by the shape

factor variation with streamwise distance (Figure 8). The

boundary layer created by the varying holes plate demonstrated

the largest disturbance of shape factor, which was not fully at

equilibrium even at the downstream measurement location. The

superior performance of the fence and varying holes reversed

devices is clearly due to the fact that their initial perturbations

from equilibrium are smaller in magnitude. The different

performance of the injection devices, particularly the varying

holes in normal and reversed configurations demonstrates that

hole configuration is important in controlling the boundary layer.
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Turbulence Profiles
Figure 9 compares the turbulence profiles at x = 550 mm for the

natural boundary layer and various thickening devices. The

turbulence levels in the natural boundary layer slightly exceed

those reported by Klebanoff [5] in the wall region. Wall vibration

may have been a factor in this apparent increase.
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Figure 9. Comparison of turbulence profiles at x=550 mm for natural

boundary layer and various thickening devices.
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boundary layers (Smallest increase in b.l. turbulence).

All of the thickening methods produce an elevation of turbulence

level over the natural boundary layer values for 0.2< y/δ < 0.7.

This increase in turbulence may be associated with the

streamwise vortex structure introduced to create the mixing

required to produce the desired momentum profile.

Figures 10-11 show the streamwise development of boundary

layer turbulence profiles for the regular holes and the varying

holes (reversed) devices, which respectively produced the

greatest and least turbulence elevation of all the thickening

devices. The turbulence profiles have essentially stabilised by x =

550 mm, about 10δ (thickened) downstream of the device.

Conclusions
The present work has demonstrated that the boundary layer can

be artificially thickened by naturally aspirating jets, or by a

boundary layer fence. The momentum profiles have

demonstrated that up a to trebling of the momentum and

displacement thickness of the natural boundary layer can be

achieved.

The passive serrated fence and active injection type devices were

all found capable of producing comparable degrees of boundary

layer thickening. The regular holes and varying holes device

were less satisfactory in that they produced higher levels of

turbulence and a slower return to equilibrium with distance

downstream. The performance of the fence and varying holes

(reversed) devices were closely comparable. These are capable of

establishing a reasonably developed momentum boundary layer a

distance of 10δ (thickened) downstream of the device. A trebling

of the natural boundary layer thickness was achieved. All of the

thickening devices produced significantly elevated turbulence

levels in the central region of the boundary layer, which may be

associated with the streamwise vortex structure introduced to

achieve the required mixing.

The measured velocity and turbulence profiles in the artificially

thickened boundary layers indicate that the preferred thickening

devices are the fence and the array of jets with the largest jets

downstream. This choice is based on obtaining a realistic velocity

profile, compared with the law of the wall, and retaining a

turbulence profile most similar to the natural boundary layer.
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Abstract

An experimental investigation into the entrance length for fully
developed turbulent flow in a smooth channel was undertaken.
The Reynolds number based on channel height were approx-
imately 40× 103, 105× 103, and 185× 103. Mean velocity
profiles were taken with a Pitot-static tube between distances
of 70 and 205 heights from the inlet. A vertical shift—the di-
rect result of a change in skin friction—is found to be the most
salient indication of under-development in the velocity profile.
It is suggested that commonly used criteria for fully developed
flow may be inadequate to detect these first instances of under-
development.

Nomenclature

a channel half-height
A universal constant
C f skin friction coefficient
dp Pitot-tube diameter
h channel height (internal)
Kτ Karman number: Kτ = Uτh/ν
p static pressure
Re Reynolds number: Re = Uh/ν
U local mean streamwise velocity
U mean/bulk streamwise velocity
U+ non-dimensional U : U+ = U/Uτ
UCL centreline velocity
Umax maximum streamwise velocity
Uτ friction velocity: Uτ =

√

τw/ρ
x distance in streamwise direction from channel inlet
y distance normal to the channel wall; wall distance
y+ non-dimensional wall distance: y+ = yUτ/ν
δ boundary layer thickness
η non-dimensional wall distance: η = y/a′

κ universal Karman constant
ν kinematic viscosity
ρ air density

τw wall shear stress: τw = 1
2 ρU2C f

Introduction

Duct flow is commonly encountered in engineering. The pre-
cise nature of the evolution of turbulent flow through a duct,
however, requires further investigation despite over a century of
research. Any further understanding of the theoretical mecha-
nisms that underlie such a phenomenon must necessarily rely
on observation. But, for observation to be accurate, experiment
must be exact.

The most basic requirements for a rigorous study of fully de-
veloped two-dimensional channel flow is clearly a knowledge
of the channel dimensions necessary for its establishment. The
minimum aspect ratio of 7:1 postulated by Dean [3] has pro-
vided experimentalists with a reliable standard for the achieve-
ment of nominally two-dimensional flow. By contrast, there is
a distinct scarcity of thorough investigations on the minimum
entrance length for fully developed flow—probably due to the
many challenges such a study encounters. Efforts to compile in-

formation from existing literature have revealed data that is scat-
tered and unreliable. Present-day experimentalists are still with-
out a definitive guide to the necessary length for an intended
experimental facility.

One such effort to compile channel flow data was made by Dean
[3], who noted that references to the entrance length were gen-
erally vague, if not entirely omitted—which is surely symp-
tomatic of the inadequacy of the current state of knowledge.
The lengths (from inlet to measuring station) that he did find
ranged widely from 23 to 300 heights. Notable among Dean’s
sources is the seminal work of Laufer on turbulent channel flow,
which was performed at a length of some 55 heights. His later
work on turbulent pipe flow [4] claimed full flow development
at 30 diameters based on “the measured mean velocity distri-
bution” (p.421). Similarly, in his paper on turbulent pipe flow,
Nikuradse [7] concluded from a comparison of mean velocity
profiles at successive streamwise lengths that the flow was fully
developed by 40 diameters.

No absolute minimum length has been established, but the
lengths of Laufer and Nikuradse were substantially exceeded by
a large number of those surveyed by Dean. Furthermore, none
of the more recent investigations that have employed more strin-
gent criteria have been found to claim entrance lengths much
lower than 100, casting doubts on the state of the flow in these
classical works. Patel [8], for example, in a dedicated study
of entrance length, found a minimum length of 100 pipe diam-
eters for sufficiently high Reynolds numbers. Zanoun, Durst,
and Nagib [10] claim a sufficient channel length at 115 heights
based on the oft-cited work of Comte-Bellot. Zagarola [9] ap-
plied numerous checks to find a pipe entrance length of 160
diameters was adequate for all but the lowest Reynolds number.

This investigation aims to help fill what appears to be a critical
gap in the current knowledge of turbulent duct flow.

The Test Facility and Experimental Equipment

The channel flow facility (shown in Figure 1) is situated in the
Walter Bassett Laboratory at the University of Melbourne. With
a width of 1170 mm and a height of 100 mm giving an as-
pect ratio of 11.7:1, the existence of a region of nominally two-
dimensional flow in the channel is ensured. Spanwise measure-
ments of mean flow quantities in the channel by Monty, Jones
and Chong [6] have since confirmed this. Furthermore, at 22.5
m (or 225h), the length of the channel working section was con-
sidered to be ample for the attainment of fully developed flow.

The air flow is driven by a centrifugal fan capable of volume
flow rates of up to 3.51 m3/s. A diffuser and a settling cham-
ber, which house a honeycomb screen and a series of 12 fine-
mesh screens, serve to straighten the incoming air and minimise
turbulence at the channel entrance. The two-dimensional, 9:1
area ratio contraction—achieved by splicing together a cubic
and quadratic curve—is designed to avoid flow separation and
deliver uniform flow to the channel inlet (at x/h = 0). The ef-
fectiveness of the facility to this point in producing the desired
uniform flow was verified by mean velocity profiles at a number



Figure 1: The channel flow facility (side view).

of spanwise locations. At the inlet the entire perimeter is lined
with a 100-mm wide strip of 80-grit sand paper to promote im-
mediate transition to turbulence, thereby shortening the length
required for the flow to reach a fully developed state.

The channel itself is constructed from 1220× 2440× 18 mm
Medium Density Fibreboard (MDF) that has been repeatedly
varnished and sanded and, finally, waxed on one side to achieve
the required finish for a smooth wall investigation. The floor
boards are supported against deflection under load by three 6-
mm thick extruded aluminium alloy C-section joists. Two 3-
mm thick aluminium alloy C-section beams were bolted be-
tween the channel floor and ceiling boards to serve as the chan-
nel side walls. Wooden stiffeners glued onto the upper side of
the channel at regular intervals constrain any deflection of the
channel ceiling to within 0.5%.

Six measuring station were successively installed along the cen-
treline of the completed channel at a streamwise distances of
x/h = 205, 176, 148, 128, 94, and 70. Four stainless steel pres-
sure taps were inserted into the upper surface of the channel
along the centreline at intervals of approximately 25h, starting
at x/h = 120. The finished taps were inspected for burrs and
other defects, and were tested against a removable static pres-
sure probe before use.

All mean velocity measurements for this investigation have thus
far been performed using a stainless steel Pitot-static tube with
an outer diameter of 1 mm. The Pitot-static tube was connected
to a MKS Baratron pressure transducer. The output from the
transducer was sampled by a computer equipped with a 16-bit
Microstar 4000a Data Acquisition Processor (DAP) board.

Experimental Procedure and Data Analysis Methods

Measurements

Mean velocity profiles were taken at each of the six stations for
Reynolds numbers of approximately 40× 103, 105× 103, and
185×103. Air temperature and pressure were measured before
and after the collection of each mean velocity data set. Their
respective values were adjusted when necessary. The fully de-
veloped streamwise pressure drop, d p/dx, was obtained by ap-
plying a linear curve fit to readings from the four wall-mounted
pressure taps. Scatter within 1% was considered acceptable.
This was also done before and after each data set.

Wall Distance

The initial wall distance was found by first traversing the Pitot
tube down until it pressed against the channel wall. It was then
traversed back upwards an incremental distance of 0.05 mm,
where a reading was taken and compared to the previous read-
ing. This process was repeated until a noticeable difference be-
tween two consecutive readings was seen. This reading was
then taken to correspond to a wall distance of y = 0.05 mm.

This method relies on the specification of a rather arbitrary
threshold value and was not found to be reliably precise (with an
error of ±0.05 mm). The effect of this inaccuracy in the mea-
surement of the wall distance, however, diminishes with each
successive y value, such that the impact of the error on the ve-
locity profile away from the wall is marginal.

Mean Flow Parameters and Non-dimensional Quantities

The local mean velocities are calculated from the Pitot-static
tube data, and the MacMillan correction for shear (∆y = 0.15dp)
[5] is applied to the wall distances. The bulk velocity, U , is then
evaluated from a numerical integration of the velocity profile,
which thereby enables the computation of the Reynolds num-
ber, Re, based on channel height. The wall shear stress, τw,
is calculated for fully developed, two-dimensional channel flow
from a momentum balance equation:

τw =−
h
2

[

d p
dx

]

, (1)

which has been validated by Monty et al. for this channel in [6].
From this, values for the friction velocity, Uτ, and the Karman
number, Kτ, for fully developed flow are obtained.

Now, velocity defect for internal flow is conventionally given
by (UCL−U)/Uτ, where UCL for fully developed channel flow
would correspond to a wall distance equal to largest length
scale, a = h/2, and be equivalent to Umax. The case of develop-
ing channel flow, however, is essentially a study of boundary-
layer flow: the channel centreline is no longer necessarily an
axis of symmetry, and the equivalence of UCL to Umax is no
longer guaranteed. As consistency demands that the velocity
defect vanishes at η = 1, Umax is chosen as a more appropriate
and general reference velocity, and η is accordingly redefined:
η = y/δ, where y = δ when U = Umax such that δ is comparable
to the local mean thickness of the developing boundary layer.

Local Wall Shear Stress: The Clauser-Plot Method

The wall shear stress for the developing flow is determined by
the Clauser-plot method [2], which is based on the assumption
of the existence of a universal logarithmic region for constant
pressure turbulent boundary layer flow. Here, the section of
the velocity profile described by the Prandtl’s law of the wall
(the inner flow region) overlaps that described by von Karman’s
velocity-defect law (the outer flow, or core, region). This over-
lap region can be represented in terms of inner-scaled and outer-
scaled variables, respectively, by

U+ =
1
κ

lny+ +A (2)

and
Umax−U

Uτ
=−

1
κ

lnη+B, (3)
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Figure 2: Mean velocity profiles, where y+ and U+ are scaled
with the fully developed Uτ. Profiles are shown for Re ≈ 40×
103, 105×103, and 185×103, at each of the six stations.

where A and κ are universal constants, and B is dependent on
large-scale flow geometry. The Clauser values of Uτ were used
as an alternative scaling for the mean velocity data, some of
which will be presented in the following section.

Results and Discussion

Figure 2 shows the mean velocity profiles for the three Reynolds
numbers from each of the six stations. This data is found to be
consistent with previous unpublished results in this facility by
Monty (Monty, J.P., 2004, pers. comm.). The inner flow vari-
ables y+ and U+ in this figure remain scaled with Uτ found by
Eq. (1). Because it is unlikely that the flow is fully developed
at the more upstream stations, this scaling means that the col-
lapse of all of the inner flow data is not ensured. Nevertheless,
these plots show that the data is in good agreement with the gen-
eral form of the inner-scaled logarithmic law; the existence of
the universal overlap region is well supported. That inner flow
similarity is still apparent for data from any single given sta-
tion suggests that dependence of entrance length on Reynolds
number is weak.

Also notable in Figure 2 is a small, but discernible increase in
the size of the wake as the inlet is approached—particularly at
the lowest Reynolds number. What is perhaps not clear, how-
ever, is the vertical shift of the profiles that results from the use
of the fully developed value of Uτ. The subplots in Figure 3
show the superposition of velocity profiles from all stations for
the respective values of Re ≈ 40×103 and 185×103. The use
of appropriate velocity scales would see all the data collapse
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Figure 3: Ratio of Uτ for developing flow to that of the fully
developed flow, for Re ≈ 40× 103 , 105× 103, and 185× 103.
Inset plots show the mean velocity profiles, where y+ and U+

are scaled with the fully developed Uτ. Profiles are shown for
Re≈ 40×103 (top) and 185× 103 (bottom) at all six stations.

onto a single profile. Instead, only the profiles from stations
downstream of a distance just short of x/h ≈ 128 (i.e., stations
1 to 4) appear to do so. Profiles taken below this channel length
are increasingly shifted downwards as the inlet is approached.

It should be remarked that this is a surprising finding as it was
expected that, as the inlet was approached, under-development
would first be evidenced in a change in the structure of the
wake. As such, the first instance of vertical shift prompted a
systematic inspection of the equipment and repeated measure-
ments in search of a source of error. Subsequent measurements
have firmly established an undeniable pattern that is certainly
not a product of error. It is thus suggested that the inappropri-
ateness of the velocity scale implied by the vertical shift in the
profiles is indicative of the changing wall shear stress in the en-
trance region of the channel. The actual values of the friction
velocity that enable the collapse of the profiles (found via the
Clauser-plot method, taking κ = 0.395 and A = 4.65 from the
aggregated station 1 data) were plotted as a ratio to the fully de-
veloped friction velocity in Figure 3. This ratio is proportional
to the observed vertical shift.

Though the scale on this plot is greatly magnified, a slight, but
definite increasing trend in the shear stress is evident as the flow
moves along the channel towards full development. It is encour-
aging that the trend seen here towards the end of the entrance
region would seem to be in accord with that observed by Byrne,
Hatton, and Marriott [1]. Their measurements, spanning from
channel inlet to some 36 heights for Reynolds numbers ranging
from 100,600 to 221,000, suggest an initial decrease in shear
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Figure 4: Velocity-defect profiles, where η and Udef are scaled
with local Uτ obtained by the Clauser-plot method. Profiles are
shown for Re≈ 40×103 (top), 105×103 (middle), and 185×
103 (bottom) at all stations.

stress within the first 20 heights, wherein the fully developed
value is overshot, before a final increase to the constant value.
Significantly, no clear dependence of shear stress development
on Reynolds number is observed from the data in Figure 3.

Upon closer inspection of Figure 3, it may appear that constancy
of the shear stress is not convincingly achieved. Consider, how-
ever, that experimental error in the calculated value of Uτ from
Eq. (1) is of the order of ±0.5%. In addition, the error asso-
ciated with the use of the Clauser chart may be greater, espe-
cially at the lowest Reynolds number (as can be seen from the
plot) where as few as three points may occur in the logarith-
mic region. Hence, while it is certain that the shear stress, and
therefore the flow, is still developing up to x/h ≈ 130, nothing
conclusive can be inferred from this plot beyond that length.

The under-development of the flow at stations 5 and 6 suggested
by the above inner-scaled profiles is substantiated in Figure 4.
Their properly scaled velocity-defect profiles—at least those of
the two higher Reynolds numbers—are found to increasingly
diverge from those of the other stations away from η = 1, which
is particularly reflective of the larger wakes seen earlier. (It has
yet to be determined whether the failure of the station 6 data at
Re ≈ 40× 103 to follow this trend is a genuine phenomenon,
or simply a matter of experimental error; though the latter is
suspected.)

Conclusions and Further Research

This preliminary study shows that under-development in rela-

tion to the velocity profile is first manifested as a vertical shift,
which is likely to be indicative of a change in the skin friction.
Tests for fully developed flow that seek changes in the wake
structure of the velocity profile may not detect the earliest in-
stances of under-development. Moreover, testing for fully de-
veloped flow commonly involves two measurements over a dis-
tance that is substantially shorter than that separating the mea-
suring stations used in this investigation. It was seen that even
at these intervals observable changes in the mean velocity pro-
files are slight; shorter intervals may therefore not be adequate
to resolve the vertical shift seen here with any certainty.

It is estimated from the present data that a minimum length
of 130h is required for flow to become sensibly constant with
streamwise direction, although a more conservative entrance
length of 150h could be recommended.

Mean velocity profiles alone, however, would not constitute a
thorough study of the development of turbulent channel flow.
Measurements of turbulence quantities by hot-wire anemometry
are underway.
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Abstract 
The development and use of multi-hole pressure probes for 

measurements in time-varying flows is outlined.  An FFT-based 
dynamic calibration technique is used that permits enhanced 
dynamic response from relatively robust probes.  To enable high 
turbulence flows to be measured, including flow reversals, a 
probe with an extended cone of acceptance is described including 
validation in a variety of turbulent and smooth flows.  The 
pressure-based probes can be used for a range of measurements 
that would normally be outside the scope of HWA, LDA and 
PIV. Some applications are described. 
 
Introduction and Aims  

Measurement of turbulence in “real-world” industrial flows 
with instruments that are primarily designed for laboratory 
applications is problematic.  Such flows are frequently complex 
and may have temperature variations and/or particulate loads and 
can include measurements from moving vehicles (cars, trains, 
planes, etc).  Currently the three main techniques used; hot-wire 
anemometry (HWA), laser-Doppler anemometry (LDA) and 
particle image velocimetry (PIV) have limitations in timely 
documentation of industrial flows.    Drawbacks are often cost, 
complexity of hardware and software, the requirement of seeding 
(for optical methods if particulate levels are low) and the inability 
to cope with significant levels of vibration due to the optics 
needing careful alignment. 
 The method detailed in this work is pressure-based, where 
the differences between pressures sensed on the different faces of 
a probe are related to the velocity vector and static pressure.  This 
technique is not new; multi-hole pressure probes have been used 
for measuring the time-averaged flow velocity (including the 
pitch and yaw angles of the flow relative to the probe) for several 
decades and the interested reader is referred to Schulze et al. [14] 
and Ower and Pankhurst [13] for details.  However in recent 
years the method has been extended to permit relatively rapid 
time-varying measurements to be made, via the use of dynamic 
calibrations coupled with fast Fourier transform (FFT) 
techniques.  The first step is to convert the pressure signal 
measured by each transducer to the frequency domain using a 
FFT.  This provides a frequency spectrum of the pressure signal.  
The second step is to divide the frequency spectrum by the 
complex transfer function, also known as the frequency response 
function, of the pressure tubing.  The transfer function may be 
determined either numerically or experimentally.  The final step 
is to transform the linearised frequency spectra back to the time 
domain, using an inverse FFT, to produce undistorted pressure 
signals as seen by the Probe head.  These undistorted pressure 
time-records are used to determine the time-varying velocity 
vector and static pressure estimates from the calibration surfaces. 

 Robust systems now exist that can accurately capture 
fluctuating flows up to 2000Hz with angular variations of pitch 
and yaw fluctuation of up to 90 degrees.  Typically such probes 
have four or five facetted faces with a centrally disposed pressure 
tap (which when aligned into the flow corresponds to the total 
pressure).  Recently this “zone of acceptance” has been extended 

to encompass much higher fluctuating flow angles via the use of 
an increased number of faces.  The aim of this paper is to give an 
overview of the techniques and to also give examples of 
validation and use of such systems. 

 
Overview of Technique 

The pressure registered by a square headed tube with the 
open end facing an oncoming fluid stream has a response to angle 
of inclination to the flow (i.e. the yaw or pitch angle) that is 
closely sinusoidal.  This response is exploited in multi-hole 
probes by having a system of several parallel tubes in close 
proximity with each offering a different orientation to the flow.  
Historically these were constructed by soldering or brazing four 
or five tubes together (along their length) and turning the end of 
the tube “stack”.  This provided a chamfered end at, usually, 45 
degrees, resulting in each tube presenting a face that was inclined 
at 45 degrees to the flow when the axis of the tube system was 
parallel to the mean flow axis.  Thus yawing and pitching of 
either the tube system or the flow gives pressure differentials 
across pairs of tubes that can be related to the magnitude of 
velocity and the angles between the probe axis and the flow.  
Calibration is effected by putting the instrument in known flows 
and changing the speed and inclination of the probe to the flow.   
Recent manifestations of the system include probe heads that are 
machined from solid such as the probe shown in Figure 1. 

 
Figure 1: The Head of a Typical Five Hole Pressure Probe, from [1]. 

 
Such multi-hole probes usually have five pressure taps as 

shown, although to obtain flow magnitude, direction (yaw and 
pitch angles up to 45 degrees) and static pressure only four 
independent pressure taps are needed.  Five holes are sometimes 
used for ease of manufacture although sometimes it is required to 
obtain flow angles in excess of 45 degrees and/or enhanced 
accuracy through redundancy.  For these reasons several 
researchers have used probes with many pressure ports, see for 
example Cogotti [4] who used a 14 hole probe to provide time-



 

averaged surveys of the wakes of several car geometries.  
However this probe was relatively large (28 mm x 6 mm). 

The response time of the system is the combined response 
time of the flow stabilization time around the head, the tubing 
system and the pressure transducers (including their effective 
internal volumes).  This has meant that until fairly recently the 
use of pressure probes has generally been limited to time-
averaged quantities.  These have included total and static 
pressures, velocity, vorticity and other derived quantities such as 
“micro drag” maps, eg see Cogotti [5]. 

 
Improvement of Frequency Response 

In order to extend the use of such probes into measuring 
time-dependent quantities, the response time can be reduced by 
physical design.  This requires a minimization of tubing lengths 
and volumes (including the “filling in” of excess volume in the 
pressure transducer) or using MEMS technology to mount the 
responding diaphragm on the probe surface.  However a 
drawback of the latter method is that the probe loses some 
robustness.  Alternatively, knowledge of the dynamic response of 
the head/tube/transducer system can be used to reconstruct the 
original time series resulting in a robust probe that has a good 
dynamic response.  The first analytical models and dynamic 
calibration appears to be the work of Berg and Tijdeman [2] with 
other relevant work including that of Irwin et al. [9] and Lewis 
and Holmes [10]. 

The advent of the PC and routines to rapidly permit FFTs 
and inverse FFTs of large numbers of data points, now means a 
reconstruction of the original “undistorted” time data can be 
achieved in a timely manner.  Thus the frequency response of a 
relatively robust yet inherently slow instrument can now be 
optimized such that it can replace some of the more conventional, 
yet less robust, instrumentation.  

 
Improving the Angular Response 

Four or five hole probes accept flow angles of up to about 
+/- 45 degrees. One such manifestation is the High-Frequency 
Cobra Probe.  With reference to Figure 2, the principle of 
operation is to relate the pressure field detected by four pressure 
tap locations on the faceted head to the magnitude of the 
instantaneous local velocity vector, the flow yaw and pitch angles 
and the instantaneous static pressure. 

 
Figure 2: The High-Frequency Cobra Probe. 

 

Pressure signals measured by the transducers in the Probe 
body are linearised to correct for amplitude and phase distortions 
that are inherent in the system, using a dynamic calibration 
procedure as previously described.  The four pressure values are 
then converted to non-dimensional ratios.  These are used as the 
independent variables that are related to the four dependent 
variables of total pressure, dynamic pressure, yaw angle and pitch 
angle through pre-calculated calibration surfaces.  Thus there are 
three stages in the calibration process; static calibration of the 
four pressure transducers by applying steady pressures; 
generation of calibration surfaces from yawing and pitching the 
probe in known flow and; dynamic calibration via the application 
of known fluctuating pressures measured via a reference dynamic 
transducer.  

The calibration surface lookup is performed for all samples 
(usually 5000 samples per second) to produce time varying 
values of velocity, pitch and yaw angles and static pressure.  
Mean and time dependent data can then be displayed and saved 
to disk, as can other data such as turbulence intensity, Reynolds 
stresses etc.  

To enable large flow angles to be accepted the number of 
faces has to be increased.  Very large flow angles are 
encountered in flow close to the back of bluff bodies or (under 
very light wind conditions) atmospheric turbulence and recently a 
13-hole probe offering an extended cone of acceptance has been 
developed, see Figure 3.  The probe head is manufactured from a 
6mm cube and fitted to a stem of 4 mm diameter. 

    
Figure 3: Thirteen Hole ECA Probe. 

 
Validation of the ECA Probe 

Measurements have been made in flows of low and high 
turbulence and swirling flows. Results were compared with 
similar measurements from the Cobra Probe - which has been the 
subject of extensive prior validation.  This prior work includes 
comparison of turbulence quantities with known instrumentation 
such as HWA.  Hooper and Musgrove [7, 8] compare 
measurements of mean velocity and Reynolds stresses in pipe 
flow and found very good agreement except relatively close to 
the wall where wall proximity affects measurements.  Further 
details of validation can be found in Chen et al. [3].  

Data from both the ECA and Cobra Probes in low turbulence 
flow included comparative measurements of turbulence 
intensities – see Figure 4 - where both probes measured 
turbulence intensities that were very close to the freestream 
intensity of 1.7% (measured with HWA).  Other tests included 
rolling the probe axially through a wide range of angles and 
comparing the resolved axial velocity under several speeds – 
good agreement was found and details can be found in Vino and 
Watkins [15]. 

Grid-generated turbulence of 32% (at 20 grid spacings 
downstream) was also used to compare the integral length scales 
calculated via the autocorrelation method - see Figure 5.  The 
corresponding scales from the ECA and Cobra Probes were 117 
and 123 mms.  In smooth flow, spectra revealed there was no 
obvious vortex shedding from the probe.    NB vortex shedding 
from the head might be expected at a Strouhal number of 0.15 to 
0.2 using Strouhal numbers for spheres in the relevant Reynolds 
number range. 



 

 
Figure 4:  Measured Intensities in 1.7% Intensity Flow. 

 

Figure 5: Autocorrelation Functions ECA vs Cobra. 
 

Time histories of angle fluctuations demonstrate that 
instruments with 45 acceptance angles can miss significant 
proportions of turbulent fluctuations for high turbulence levels.  
Figures 6 and 7 show data 20 characteristic lengths downstream 
of a grid.  Note that data that do not fall within the calibration 
zone are flagged by software and not plotted.  90% of data fall on 
the calibration surfaces of the Cobra Probe compared to 98% for 
the ECA Probe (zones of acceptance are 45 and 135 degrees 
respectively).  When Probes were moved to 10 grid spacings 
downstream the figures are 64% and 95%.  A PDF plot of the 
flow angle from the ECA Probe illustrates why, see Figure 8.  

 
Figure 6:  Flow Angles at 20 Grid Spacings – ECA. 

 
Figure 7:  Flow Angles at 20 Grid Spacings – Cobra. 

 
Figure 8:  PDF of Angles at 10 grid Spacing – ECA. 

 
 
Examples of Use 

The robustness of the pressure-based systems has enabled 
new measurements to be made including roadside measurements 
of the turbulence in the wake of commercial vehicles, Mousley 
and Watkins [11].  They used a bank of 3 Cobra probes fixed to 
the ground in order to document the flow field for spray 
suppression studies. 

In order to better understand the on-road environment for 
more realistic CFD and EFD simulations, systems have been 
fitted to moving vehicles to measure turbulence quantities as 
perceived from the moving vehicle.  This is useful in 
understanding the “real” turbulent environment as opposed to the 
relatively smooth conditions that exist in vehicle wind tunnels or 
the boundary conditions in most CFD simulations.  This has also 
enabled understanding of the link between the transient in-cabin 
noise and the external velocity fluctuations, see Watkins et al. 
[16].  Examples of a bank of four Cobra probes used to further 
understanding of the flow environment of birds and micro air 
vehicles traversing atmospheric winds is given in Watkins and 
Melbourne [17]. 

Recent work has included mapping the flow through car 
radiator cores and measuring the flow field around ventilated disc 
brake rotors whilst rotating with a smaller version of the Cobra 
probe (head width of 1.6 mm). This has enabled surveys of 
relatively small jets and wakes such as exiting flows from heat 
exchangers Ng et al. [12].   

 
Concluding Remarks and Future Possibilities 

A considerable advantage of the pressure-based method is 
that the probes are robust and the only periodic calibration 
required is a static calibration of the pressure transducers.  
However despite a very large angle of acceptance care still needs 
to be taken in choosing a suitable flow/probe alignment angle and 
until a 360 degree system is developed this will remain the case. 

It is interesting to note that Hooper and Musgrove [8] claim 
that such systems can measure moments between the fluctuating 
pressure and velocity which are not possible with other systems, 
leading to new insights into turbulence modelling for CFD codes. 

One of the original uses of the probes were to measure 
strongly swirling flow in industrial cyclones (for details see 
Hooper and Watkins, [6]).  A planned extension of this work is to 
attempt measurements in flows with low loads of fine 
particulates. 
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Abstract 
In the simulation of dilute gas-solid flows such as those seen in 
many industrial applications, the Lagrangian Particle Tracking 
method is used to track packets of individual particles through a 
converged fluid field. In the tracking of these particles, the most 
dominant forces acting upon the particles are those of gravity and 
drag. In order to accurately predict particle motion, the 
determination of the aforementioned forces becomes of the 
upmost importance, and hence an improved drag force formula 
was developed to incorporate the effects of particle 
concentration. This study examines the individual effects of 
particles located both perpendicular and parallel to the flow 
direction, as well as the effect of a particle entrain within an 
infinite matrix of evenly distributed particles. Results show that 
neighbouring particles perpendicular to the flow (Model II) have 
an effect of increasing the drag force at close separation 
distances, but this becomes negligible between 5-10 particle 
diameters depending on particle Reynolds number (Rep). When 
entrained in an infinite line of particles co-aligned with the flow 
(Model I), the drag force is remarkably reduce at close separation 
distances and increases as the distance increases. The results of 
the infinite matrix of particles (Model III) show that, although not 
apparent in the individual model, the effect of side particles is 
experienced many particle diameters downstream. 

 

Introduction  

CFD (Computational Fluid Dynamics) is utilised to model many 
industrial flows for a number reasons ranging from the design 
stage to monitoring flows where experimental measurements are 
unavailable. One such area is the distribution piping on a coal-
fired burner as used by the coal industry in the generation of 
electricity. These flows consist of a carrier fluid, transporting 
particles from the mill to the burner outlet. Due to the low mass 
loadings (10%) of coal, the use Lagrangian Particle Tracking is 
the most appropriate, where the air flow field is solved using the 
full Navier-Stokes equations, and then packets of particles are 
individually tracked through the fluid according to Newton’s 2nd 
law of motion. The motion of a particle is governed by the 
following equation: 
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where the forces affecting the particle include the drag force and 
gravity force, and to a lesser extent, the added mass and Basset 
forces. For small particles such as those used in coal industry � ��������� 	�
��� ������������������������� � � !#"$���%���&('���%�$�	)��� ���*	+$,&�
dominant and as such the determination of these forces is of the 
upmost importance in the accurate prediction of the particle 
phase motion. 
 

The drag force of a spherical particle is calculated using the 
following theoretical formula: 
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where CD is the coefficient of drag, AP is the frontal projected 
area and Vrel is the relative velocity between the particle and the 
carrier fluid. The most common approach to determine the drag 
force on a particle is using the standard drag coefficient curve, 
which is based on experimental studies of a sphere in unbounded 
fluid flow. The most commonly accepted approximation of this 
curve is given by the following equation: 
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As it can be seen, the above equation is solely a function of the 
local particle Reynolds number, and as such, discounts other 
effects that may affect the drag on a particle. In a situation 
whereby particles are relatively spread out, this assumption can 
be correctly employed to accurately predict particle motion, but 
in many industrial flows, it is impossible to assume that the 
distribution will be such that particles will not interact and in turn 
will affect each others motion. Kuan [2] found that reducing the 
drag coefficient to 65% of the standard CD, predicted particle 
velocities better matched those of the validating experimental 
results of a vertical gas-particle flow. These results are based on a 
mass loading of 0.3, which corresponds to an average particle 
concentration, or particle volume fraction, of 1.5 x 10-4. Although 
this is considered to be dilute flow, the interactions between 
particles cannot be ignored, which has been common practice in 
the past due to computer limitations and a lack of understanding 
of the interaction phenomenon.  
  
A number of researchers have tried to measure the influence on 
the drag force of a particle in the presence of other particles [1, 3-
6]. Liang [1] experimentally measured the forces in a number of 
particle orientations. The main findings of this research show that 
the drag force experienced by a particle is significantly affected 
by surrounding particles, more so when the particle are co-
aligned. The work of Liang [1] looked at three particles co-
aligned and at separation distances up to 7 particle diameters, 
which corresponds to a particle volume fraction of approximately 
10-3.  
 
It is necessary to assume that for a given particle concentration, 
that the particles are evenly distributed throughout the cell. Using 
this assumption it is possible to relate volume fraction to a 
uniform separation distance using the follow relation: 
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where c is the volume fraction, L is the distance between particle 
centres, X is the distance between particle surfaces and d is the 
particle diameter (See figure 1). 
 
In order to extend this work to investigate the effects at lower 
concentration values, 10-4, which is common in many dilute 
phase industrial flows, a full CFD study of this work was 
undertaken. To gain confidence in the ability of the software to 
predict the trends outside of the experimental work, validation of 
Liang’s work [1] will also be presented. The extension will 
include the individual effects of particle aligned both 
perpendicular and parallel to the flow direction, and also the final 
set of results will pertain to an infinite matrix of particles. 
 

Governing Equations 
As the range of Reynolds numbers of the simulated flows in this 
study are well within the bounds for laminar flow, the continuity 
and momentum equations take the forms: 

0=⋅∇ U                                        (5) 
 

( ) UpUU 2∇+−∇=⋅∇ µρ                            (6) 

 
 

where U is the velocity vector and p is the pressure. Boundary 
conditions will be discussed within the different models. 
 
Results and Discussion 
 
Model Validation 
In order to extend the work experimental work of Liang [1], it 
was necessary to simulate the published experimental results to 
give confidence that CFX 5.6 could accurately predict the flows 
and forces. The set-up consisted of three co-aligned particles of 
1.58cm diameter inside a plexi-glass circular pipe of 15.24 cm 
diameter.  
To accurately replicate the experimental conditions, a fully 
developed laminar pipe flow condition is used at the inlet 
boundary: 
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where u0 is the flow velocity at the centre of the pipe. No slip 
wall boundary conditions were applied to the particle surface and 
the pipe walls. 

Effect of separation distance on the coefficient of 
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Figure 2 Validation of Liang’s Experimental work at Re=54 

The fluid used in both the experiments and simulation was a 
glycerin/water solution approximately 82% glycerin with a 
density of 1206 kg/m3 and a viscosity of 0.057. For consistency 
to same fluid was used for all models in this paper. 
 
Figure 2 shows the comparison between the experimental work 
of Liang [1] and the CFD results where A, B and C refer to the 
leading, middle and trailing particles respectively. It can be seen 
that the present simulation quite accurately replicates the 
experimental results even picking up the region at a separation 
distance of approximately 1.5 where the middle starts to 
experience more drag than the trailing particle. 
 
Model - . 
This model contains an infinite number of particles co-aligned 
with the flow direction. A single particle was simulated using 
wall boundaries, with free slip boundary conditions, at a distance 
of 20 particle diameters to ensure negligible effects on the flow 
results. A periodic boundary condition was utilized in the stream 
wise direction and a body force is applied to the fluid to ensure 
that the momentum was conserved throughout the simulation. 
The fluid field was initialized with a u velocity as no inlet 
boundary conditions were specified. To ensure the simulation 
predictions were correct, this method was used to calculate the 
force on a isolated particle by conducting simulations with a 
separation distance of 60 and 80 particle diameters and compared 
the simulated forces with the theoretical forces using the standard 
approximating formula for CD. The error difference between the 
CFD results and the theoretical values were within 3%, and given 
the fact that the formula for CD is only an approximation it would 
be virtually impossible to expect any greater accuracy. 
 
The results from this model (See Figure 3) show that at smaller 
separation distances, the CD/CD0 ratio becomes much smaller 
than unity, due manly to the fact that the fluid does not have time 
to return to its previously uniform state before it encounters the 
next particle. As the Reynolds number increases this difference 
becomes greater. Figure 3 shows that even up to a separation 
distance of 20 particle diameters, the limit of this study, that there 
is still a noticeable effect especially at higher Reynolds numbers. 
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Figure 1 Particle Arrangement assuming even distribution. 
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Figure 3 Comparison of Drag Coefficients for Models I and II 

 
Model -�- . 
Model II consists of a single line of infinite particle along 
perpendicular to the flow direction. This model has been 
simulated using symmetry boundaries on the four walls running 
parallel to the flow. Although grid independency was completed 
for all models, Model II required a geometry independence test 
also. A number of different stream wise length models were 
tested to ensure that the drag force results were unaffected. It was 
found that as long as the stream wise length is at least twice as 
long as the separation distance, the results were unaffected. As in 
the stream wise direction, only a single particle was being 
simulated, the standard inlet and outlet boundary conditions were 
utilised. A uniform velocity profile was applied to the inlet 
boundary and a pressure boundary to the outlet. The results show 
that at small separation distances (See Figure 3) the drag 
experienced by the particle is drastically increased due to the 
squeezing effect of the flow as the flow area is reduced around 
the particle. As the coefficient of drag is highly affected by 
Reynolds number, it is worth noting that a lower Reynolds 
numbers the squeezing effect more pronounced. Depending on 
Re number, the effects of side neighbouring particles becomes 
negligible at a separation distance between 5-10 particle 
diameters. 
 
Model -�-�- . 
Model III consists of a combination of Models I and II 
representing an infinite matrix of particles. Figure 4 shows that 
the effect of neighbouring particle perpendicular to flow cause a 
dramatic rise in the experienced drag force due to the squeezing 
of the flow between the particles as mentioned in Model II. 
 

Drag Coefficients at various Re numbers (Model III)
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Figure 4 Drag Coefficients for Model III at Various Reynolds numbers. 

Also beyond a separation distance of 5 particle diameters the 
CD/CD0 ratio slowly approaches unity. This is due to influence of 
results witnessed in Model I, although it must be pointed out that 
the CD/CD0 ratios are higher than those seen in Model I. This 

difference has been highlighted in figure 5. In figure 5 the 
influence of Model II can be seen to be negligible but there is 
significance difference between Models I and III. This difference 
means that although not noticeable in Model II, the effects of 
neighbouring perpendicular particles do indeed effect the flow 
structure further downstream than first thought. 

Drag Comparisons of the 3 Different Models
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Figure 5 Comparison of the drag coefficient of the 3 models at Re=50 

 
Figure 6 shows the normalised velocity contours of comparative 
simulations of Models I and III (Re = 20 and separation distance 
= 16d). The contours of model III carry over the squeezing effect 
so noticeable in the results of Model II, with the individual 
contours being smaller in both horizontal and vertical directions. 
These smaller contours mean that the average velocity in the 
vicinity of the particle is higher and as such we see higher drag 
forces experienced than those seen in Model I. 
 

 

Figure 6 The Velocities at Re=20 for Models I and III 

 
Curve Fitting 
To development of a new approximation for CD that is a function 
of Reynolds number and particle volume fraction, a Least 
Squares Curve Fitting program was used. The generic form of the 
equation was chosen as: 
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where C is the particle volume fraction, Re is the local particle 
Reynolds number and a, b, c and d are unknown constants. 
Solving for these unknowns, the equation that best fits the data 
was found to be: 
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The above is valid for re numbers ranging from 1 to 50 and 
particle volume fractions ranging from 0.00005 to 0.01. It is 
appropriate to specify these limits on the volume fraction because 
at higher volume fractions, the Lagrangian particle tracking is 
less accurate due to the lack of particle-particle interactions, 
which become the dominant factor in particle motion. 
 
Conclusion 
A validating study of Liang’s experimental work was conducted 
to test the ability of CFX 5.6 to predict flow patterns and drag 
forces on three co-aligned particles at several separation 
distances and Reynolds numbers. The study showed that the 
software was able to quite accurately predict the drag forces and 
even picked up the region highlighted in the experimental work 
where the middle particle began to experience more drag than the 
trailing particle. This validation gave confidence to extend the 
work to larger separation distances corresponding to lower 
particle volume fraction so as to develop a new coefficient of 
drag approximation to include the effects of volume fraction as 
well as Reynolds number. Three model configurations were 
studied to examine the individual effects of particle arrangement 
on the experienced drag of a particle. Model I consisted of an 
infinite number a co-aligned stream wise particles and results 
showed that a significant reduction in drag force was experienced 
by the particle, compared to that of an isolated particle, especially 
at small separation distances and higher Reynolds numbers. 
Model II consist of an infinite line of particles perpendicular to 
the flow direction. At very close separation distances, the 
experienced drag force increased due to increase in velocity as 
the flow is forced between the neighbouring particles. Beyond a 
separation distance of 5-7 particle diameters, the effects become 
negligible on the measured particle. But to the contrary when the 
two models were combined, forming Model III, an infinite matrix 
of particles, the effects of the side particles seem to have an effect 
on particles downstream up to 20 particles diameters 

downstream. Comparing Models I and III a distinguishable 
difference is noticed in reduction of the drag force seen in Model 
I. A new approximation for the coefficient of drag for use with 
dilute flows has been developed according to the data of this 
study.  
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Abstract

A laboratory study is used to investigate the baroclinic basin-
scale response to an imposed external periodic forcing. It is
shown that near-resonant periodic forcing results in the gener-
ation of Kelvin and Poincaré modes of the basin which satisfy
the initial condition as well as a forced response. Forcing at
the resonant frequency results in the amplification of the Kelvin
mode as well as higher harmonics of the forcing frequency, thus
providing a mechanism by which energy may be transferred di-
rectly from a periodic basin-scale external forcing to higher fre-
quency internal waves. Despite the resonant amplification of the
Kelvin wave, there is little suggestion of nonlinear steepening
of the basin-scale wavefront and the transfer of energy to higher
frequency waves previously noted in the non-rotating analogue
of the experimental study considered here.

Introduction

The hydrodynamics of small to medium stratified water bod-
ies unaffected by rotation has been studied extensively (for a
detailed review see [9]). Recent work has noted that a single
basin-scale external forcing event (due to the wind) excites a
baroclinic basin-scale wave response which exhibits nonlinear
steepening of the wavefront resulting in the transfer of up to
20% of input energy to shorter wavelength waves after some
time [8, 5]. These shorter wavelength waves may then prop-
agate to the lake boundary where they break, resulting in en-
hanced vertical transport of pollutants in this region [13, 4]. The
temporal evolution and, hence, the energy pathways of these
basin-scale waves was found to be dependent on the amplitude
of the initial forcing and the ambient stratification [8].

In large stratified lakes, the hydrodynamics are influenced by
the Earth’s rotation, so that the progressive baroclinic response
to a single basin-scale external forcing event consists of basin-
scale Kelvin and Poincaré waves which propagate in a cyclonic
or anticyclonic fashion around the lake boundary [7, 1]. A re-
cent laboratory study [14] demonstrated that in a circular do-
main, the temporal evolution of the Kelvin and Poincaré waves
excited by a single forcing event was essentially linear with fric-
tional effects at the boundaries steadily dissipating wave energy.
The authors concluded that rotation acts, via Ekman dynamics,
to damp the wave motion before one can observe significant
nonlinear behaviour associated with the basin-scale wave.

Field observations in large stratified water bodies subject to
periodic forcing by the wind have noted amplification of the
gravest natural mode of the basin (a Kelvin wave in most in-
stances), when the forcing events occur at approximately the
resonant frequency [2, 11]. Resonant forcing of the wave re-
sponse may result in a sufficient increase in amplitude that
nonlinear wave behaviour (e.g., steepening of the wavefront,
wave/wave interactions) may be observed which, in turn, would
modify the energy pathways for the basin-scale waves and may
provide an explanation for the high frequency waves observed
in large stratified lakes [12, 4].

The objective of this paper is to use a laboratory experiment
to determine the influence of periodic forcing on the energy
pathways of baroclinic basin-scale waves in rotating stratified
basins.

Laboratory Facility

The experiments were conducted in a 95 cm diameter cylindri-
cal perspex tank of depth 50 cm filled with a two-layer density
stratified fluid. The tank was mounted on a rotating turntable
that revolved counterclockwise at a constant rate Ω = f /2 (fig-
ure 1). In a typical experiment, the tank was filled with fresh
water to the desired upper layer depth and allowed to spin up
into solid body rotation. A saline solution was then carefully
introduced beneath the lighter, fresher water until the desired
lower layer depth was achieved. A semi-cylindrical perspex in-
sert (closed at the bottom), attached via a pulley system to a
small DC motor mounted on the rotating turntable frame, was
initially positioned at the free surface over one half of the circu-
lar domain.

A basin-scale external forcing was modelled by oscillating the
insert, using an eccentric crank and arm attached to the DC mo-
tor, so that over one forcing period the free surface over half
of the tank was depressed 1.5 cm before being restored to its
initial position. The observed response to such a forcing was
predominantly baroclinic in nature. Periodic forcing was ob-
tained by repeatedly driving the insert at a constant frequency
of oscillation σ. The interface displacement created by forcing
the free surface was sampled at 5 Hz at three positions by ul-
trasonic internal wave gauges [10] that were positioned along a
radial transect perpendicular to the insert (figure 1).

The radius of the semi-cylindrical forcing mechanism was equal
to the radius R0 of the cylindrical tank, as shown in figure 1.
The baroclinic Rossby radius of deformation is given by R =
c0/ f where c0 = (g′H1H2/(H1 +H2))1/2 is the baroclinic phase
speed and g′ = g(ρ2 − ρ1)/ρ2, where g is acceleration due to
gravity and ρ2 and ρ1 is the density of the upper (H1) and lower
(H2) layer depths respectively, thus defining the Burger number
S = R/R0, that provides a measure of the relative importance
of stratification versus rotation [1]. The inertial frequency f
and the baroclinic phase speed c0 where varied so that S varied
between 0.5 and 0.25. The total fluid depth was 20 cm while
the ratio of the layer depths H1/H2 = 1. All densities were
measured with a digital densimeter.

Timescales

The experimental configuration presented in figure 1 suggests
three timescales that may be important in determining the baro-
clinic basin-scale wave response to periodic forcing.

The time taken for rotation to influence the hydrodynamics is
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Figure 1: The experimental facility. The three ultrasonic wave
gauges were positioned 3 cm, 13 cm, and 38 cm from the tank
sidewall.

given by the inertial period

TI =
2π
f

. (1)

The closed nature of the circular basin introduces a second
timescale

TN =
2π
ω

, (2)

where ω is the frequency of the gravest natural mode of the
basin (a Kelvin wave for the range of S considered here). This
timescale characterizes the time taken for the Kelvin wave to
propagate around the basin.

The periodic nature of the forcing introduces a third timescale

TF =
2π
σ

, (3)

where σ is the frequency of the forcing.

Results

Single Forcing Event

Consider first the baroclinic response following a single oscilla-
tion of the forcing mechanism (step forcing). Interface displace-
ment and time series measured by the radial array of ultrasonic
wave gauges are presented in figure 2 (a) for S = 0.5. The tran-
sient response to the forcing event is similar to the laboratory
experiments of [14], consisting of multiple frequencies which
decay in time with no wave motion evident after 30 TI . Compar-
ison of time series between positions 1 and 3 clearly shows that
the interface displacement amplitude decays offshore. Power
spectra of the interface displacement time series in figure 2 (a)
is shown in figure 2 (b). Two waves of significance can be iden-
tified for this run: a sub-inertial (Kelvin) and a super-inertial
(Poincaré) wave with non-dimensional frequencies (ω/ f ) of
0.55 and 1.51 respectively.

The frequencies of the natural modes for a circular basin
containing a two-layer stratification can be predicted using the
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Figure 2: (a) Time series of the interface displacement for
S = 0.5 following a step forcing. (b) Power spectra of the in-
terface displacements shown in (a). The wave frequency ω is
scaled by f with the dashed vertical line identifying the iner-
tial frequency f . Spectra have been smoothed in the frequency
domain to improve confidence, with the 95% confidence level
is given as the difference between the two dotted lines at a pre-
scribed frequency [3].

dispersion relations derived by [7]. For S = 0.5, the gravest
mode of the basin is an azimuthal mode one, radial mode one
Kelvin wave predicted to have a non-dimensional frequency
of 0.65 while the azimuthal mode one, radial mode one
Poincaré wave has a non-dimensional frequency of 1.51. The
good agreement between observed and predicted frequencies
suggests (see also [14]) that such a frequency comparison
can be used to identify the structure of the basin-scale modes
observed following a single forcing event

Periodic Forcing

The baroclinic response subject to continuous forcing is illus-
trated in figure 3. Comparing the response to a step forcing
presented in panel (a) with that observed for periodic forcing
shown in panel (b) it is clear that there is an amplification of the
interface displacement with the wave period being determined
by the forcing period TF . Once the forcing has ceased, how-
ever, the wave period is determined by the period of gravest
(Kelvin) mode of the basin TN and the rate of internal wave de-
cay is comparable to what is observed following a single forc-
ing event. Moreover, the baroclinic response appears to behave
in an analogous fashion to a damped mass-spring system. In
particular, when the forcing period TF is similar to the period of
gravest (Kelvin) mode of the basin TN , there is evidence of wave
beating during continuous forcing (see figure 3 (b)). When the
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Figure 3: Time series of interface displacement recorded at
position 1 for S = 0.5 subject to (a) a step forcing (b) 10
forcing events with TF/TN = 0.8 (c) 10 forcing events with
TF/TN = 0.94.

non-dimensional forcing period TF/TN ≈ 1, resonant forcing is
observed, with a noticeable amplification of the interface dis-
placement which reaches a steady state after approximately 5
forcing events and is sustained for the duration of the periodic
forcing event (see figure 3 (c)).

Figure 4 demonstrates the amplification of the interface dis-
placement as TF/TN → 1. Note that maximum amplification
is achieved when the dimensionless forcing period is slightly
less than 1 (TF/TN = 0.94), due to the influence of frictional
effects, which is consistent with analytically derived results for
the classical damped mass-spring system forced at resonance
[6]. As noted earlier, frictional dissipation by complicated Ek-
man dynamics plays an important role in determining the hy-
drodynamics in the current experimental configuration [14].

Now consider the power spectra of interface displacement time
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tion 1 as a function of the dimensionless forcing period TF/TN
for S = 0.5 (filled triangles) and S = 0.25 (circles). Steady state
interface displacements were measured after 20 forcing events
and are normalized by the interface displacement at resonance
TF/TN = 0.94.
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Figure 5: Power spectra of the interface displacement recorded
at position 1 for S = 0.5 subject to 20 forcing events with
TF/TN = 0.8 and TF/TN = 0.94. The solid vertical lines indi-
cate the frequency of the natural modes of the basin (see figure
2 (b)) which satisfy the imposed initial condition. Spectra were
smoothed in a similar manner to figure 2

series following near-resonant (TF/TN = 0.8) and resonant
(TF/TN = 0.94) periodic forcings presented in figure 5. As
noted earlier in figure 2, two modes of the basin are observed
following a step forcing: a Kelvin and Poincaré wave. When
TF/TN = 0.8, these natural modes of the basin are observed but
there is also a third peak which dominates the power spectra
corresponding to the forcing frequency at ω/ f = 0.7.

When forcing at the resonant frequency, the dominant spec-
tral peak is now associated with the Kelvin wave (the fre-
quency of which now coincides with the forcing frequency) but
at least 4 other spectral peaks can be clearly identified with
non-dimensional frequencies of 1.1, 1.66, 2.24, and 2.80, re-
spectively. The non-dimensional forcing frequency is 0.55 (the
Kelvin wave frequency), suggesting that the higher frequency
waves are harmonics of the resonant forcing frequency.

The interface displacement time series observed when forcing
at the resonant frequency can be bandpass filtered to isolate the
contribution of the Kelvin wave and the higher frequency har-
monics. The filtered signals for the Kelvin wave and the first
harmonic of the forcing frequency are presented in figure 6. It
is evident that forcing at the resonant frequency not only results
in amplification of the gravest mode of the basin but also es-
sentially simultaneously the first harmonic until a steady state
interface displacement is achieved which is then sustained until
the periodic forcing ceases.

Nonlinear steepening of the basin-scale wavefront and the sub-
sequent transfer of energy to higher frequency waves after some
time, previously noted in non-rotating stratified basins, does not
readily explain these observations due to the fact that energy re-
sides in the higher frequency waves almost immediately after
initiation of the resonant forcing (see figure 6 (b)). Instead, the
results presented here suggest that energy may be transferred di-
rectly from the basin-scale external forcing to higher frequency
internal waves which are harmonics of the resonant forcing fre-
quency.

Conclusions

We have investigated the baroclinic basin-scale wave response
to periodic forcing in a rotating stratified basin. It was demon-
strated that the response was analogous to a damped string-mass
system with continuous forcing at near-resonant forcing result-
ing in the generation of Kelvin and Poincaré modes of the basin
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Figure 6: Bandpass filtered time series of interface displace-
ment recorded at position 1 for S = 0.5 subject to 10 forcing
events with TF/TN = 0.94 for (a) the Kelvin wave, (b) first har-
monic of the forcing frequency.

which satisfy the initial condition as well as a forced response.
Forcing at the resonant frequency resulted in the amplification
of the Kelvin mode as well as higher harmonics of the forcing
frequency thus providing a mechanism by which energy may be
transferred directly from a periodic basin-scale external forcing
to higher frequency internal waves. The exact nature of this
transfer mechanism remains to be determined and will be the
focus of subsequent studies. Despite the resonant amplification
of the Kelvin wave, there was little suggestion that this mech-
anism was associated with nonlinear steepening of the basin-
scale wavefront and the transfer of energy to higher frequency
waves.
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Abstract

A laboratory based closure scheme is presented to parameterize
the evolution and subsequent degeneration of high-frequency
internal waves in geophysical numerical models. These waves
are typically not resolved by discretized governing equations.
Our results are suitable for inclusion into field-scale hydrody-
namic and water-quality models applied to lakes or reservoirs.
In such systems the high-frequency waves result from the non-
hydrostatic degeneration of the wind forced basin-scale internal
seiche and are believed to sustain a quasi-steady flux of 20% of
the introduced wind energy to the benthic boundary layer.

Introduction

Reservoirs are constructed to impound water for later release,
hydroelectric power generation and flood control. Reservoirs
and natural lakes are often subject to water-quality problems,
for example those situated in agricultural regions may suffer
nutrient loads via runoff that are in excess of the assimilative
capacity of the waterbody. A primary tool for diagnosing poor
water-quality and formulating remediation strategies is the cou-
pled hydrodynamic and water-quality model [4]. The predictive
capability of such models is limited by the ability of the hy-
drodynamic scheme to simulate the temperature, salinity and
physical transport processes affecting the biogeochemical cy-
cle. In turn, practical field-scale hydrodynamic models (e.g.
CE-QUAL-W2, DYRESM, ELCOM and POM) are hindered
by their inability to resolve small-scale dynamics. Fortuitously,
the fundamental energy flux from the surface wind field to the
basin-scale internal wave field may be adequately simulated [7].
However, modelling the down-scale degeneration of the basin-
scale motions into high-frequency internal waves has not been
addressed and remains a challenge to all modellers [6]. This
degeneration process is not described by the governing hydro-
static equations [8] and the high-frequency waves typically have
wavelengths of order 100 m [1], much smaller than the feasible
grid spacing of field-scale hydrodynamic models [6].

The down-scale energy flux has significant implications for hy-
drodynamic modelling. Laboratory experiments suggest that in
most lakes the basin-scale internal waves will degenerate into
progressive solitary waves through nonlinear steepening [9].
During this process, up to 20% of the availible potential en-
ergy (APE) input by the wind may be found in the solitary wave
field [2]. As the high-frequency internal waves shoal upon slop-
ing topography, up to 80% of the incident wave energy may be
lost to dissipation and mixing [3] with between 5% and 25%
[11] of the incident energy (1% to 5% of the APE) being con-
verted through diapycnal mixing to an irreversible increase in
the potential energy of the water column. The localized nature
of these mixing events in space and time may strongly influence
biogeochemistry within the littoral zone [10].

The aim of this paper is to parameterize the unresolved internal
wave dynamics in terms of parameters that are easily computed
from the resolved flow (e.g. wind speed and direction, boundary
slope, quiescent stratification, etc.). This parameterization must
accomplish the following.

• Quantify the energy transfer to progressive high-
frequency internal waves.

• Determine the traveltime until the high-frequency internal
waves shoal upon sloping topography.

• Quantify the energy loss from the incident high-frequency
wave packet and the fraction of energy being converted
through diapycnal mixing to an irreversible increase in the
potential energy of the water column (mixing efficiency).

• Determine the position upon the slope where the waves
break.

To do so we use results from the laboratory experiments by [11],
[9], [2] and [3].

The Internal Solitary Wave Parameterization

During the summer months a stratified lake will typically pos-
sess a layered structure consisting of an epilimnion, metal-
imnion and hypolimnion. If the vertical density gradient is
abrupt through the metalimnion, the lake may be approximated
as a simple two-layer system [9] of depth h1 and density ρ1 over
depth h2 and density ρ2, where H = h1 + h2 is the total depth
and L denotes the basin length. Internal waves may be initiated
within a stratified lake by an external disturbance such as a sur-
face wind stress τ. This stress advects surface water toward the
lee-shore, thus displacing the internal layer interface through a
maximum excursion ηo as measured at the ends of the basin.
The excursion is dependent upon the strength and duration of
the wind event. A steady state tilt of the interface is achieved
when a steady wind blows for at least one quarter of the funda-
mental seiche period (defined below) [13] and ηo may be cal-
culated from the integral of the shear velocity u∗ =

√
τ/ρo as

ηo ≈ Lu2∗
g′h1

, (1)

where ρo is a reference density and g′ = g(ρ2 −ρ1)/ρ2 is the
reduced gravity at the interface [12]. To first order, the APE
introduced by the tilted interface is given as [2]

APE =
16gL(ρ2−ρ1)η2

o

π4 . (2)

Upon termination of the wind stress, the period of the funda-
mental basin-scale internal standing wave (or seiche) for the
two-layer system is

Ti =
2L
co

, (3)

where co =
√

(g′h1h2)/(h1 +h2) is the linear long-wave speed.

Moderate forcing (0.3 < ηo/h1 < 1.0) results in the develop-
ment of a nonlinear surge and dispersive solitary wave packet
(figure 1) [14, 9, 2]. The temporal development of the nonlinear



surge may be quantified by the nonlinearity parameter defined
in [2] as

I =
αηo

co
, (4)

where the nonlinear coefficient α = 3
2 co(h1−h2)/(h1h2). If the

interface is at mid-depth, α vanishes, steepening can not occur
and there is no production of solitary waves. As the progressive
nonlinear surge steepens, its length scale decreases until non-
hydrostatic effects become significant and the wave is subject
to dispersion. This occurs as t → Ts, leading to the steepening
timescale [9]

Ts =
L

αηo
. (5)

Steepening is eventually balanced by dispersion and the surge
degenerates into a high-frequency internal solitary wave packet.
The horizontal length scale λ of a particular wave is [5]

λ2 =
12β
aα

, (6)

where the dispersive coefficient β = 1
6 coh1h2. Note the inverse

relationship between the wavelength λ and amplitude a for the
nonlinear waves and that a∼ ηo [8].

(a) t = 0

(b) t = 56 s

(c) t = 108 s

(d) t = 133 s

(e) t = 167 s

(f) t = 222 s

(g) t = 240 s

(h) t = 272 s

Figure 1: Video frames showing the wave field evolving from
the initial condition of upwelling at the slope in (a). The surge
and internal solitary wave packet are propagating to the right in
(b), (c) and (f) and to the left in (d), (e) and (g). Wave breaking
is shown to occur upon the slope. For this experiment h1/H =
0.29 and ηo/h1 = 0.90. The apparent dye-free layer near the
tank bottom is a spurious artifact of light reflection. Reproduced
from [3].

Temporal energy transfer to high-frequency waves

From the laboratory experiments, we have quantified the tem-
poral evolution of the energy in the high-frequency internal soli-
tary waves. This was accomplished by integrating the square of
the interfacial displacement associated with the passage of each
wave. Interfacial displacement timeseries were recorded using
ultrasonic wavegauges as depicted in figure 1. In figure 2a this
energy is shown as contours normalized by the APE, where the
vertical axis (αηo/co) indicates the relative magnitudes of the
linear and nonlinear components of the internal wave field [3]
and the horizontal axis (Ti) reveals how the system evolves in
time.
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Figure 2: Evolution of the internal wave energy EISW /APE: (a)
Normalized energy for the case of no slope. Contours are least-
squares fit to the data points (indicated by ·) as described in
the text. Normalized energy for the initial conditions of (b) up-
welling and (c) downwelling along a 0.145 slope. In all panels
the contours are presented as a percentage of the APE intro-
duced at t = 0 with a contour interval of 5%. The ratio Ts/Ti for
a particular αηo/co is indicated by —. The times at which the
solitary wave packet shoals upon the sloping beach are denoted
with – –. Reproduced from [3].

For systems where αηo/co → 1, the energy in the solitary waves
EISW is shown to increase to as much as 20% of the APE. For
the experiments shown in this figure, the end walls of the do-
main were vertical, thus favouring wave reflection over break-
ing and the energy in the solitary wave packet was ultimately
lost to viscosity on timescales of order 3Ti to 5Ti. The contours
in figure 2a are calculated from the data points through fitting
a third-order two-dimensional polynomial to the data in a least-
squares sense with a RMS error of 3% of the APE. The equation
for the polynomial is

EISW

APE
= 0.0169I2T 3

i −0.0346I2T 2
i −0.1693IT 2

i

−0.2624I2Ti +0.1714I2 +0.0081IT 3
i

+0.6896ITi−0.2301I−0.0021T3
i

+0.0259T 2
i −0.0821Ti +0.0292. (7)

Traveltime of the Progressive Internal Waves

The solitary wave packet evolves from the large-scale flow at
t ≈ Ts (figure 2a and [9]). This packet will first encounter slop-
ing topography after traveltimes of Ts/Ti =0.5, 1.5, 2.5, etc. and
Ts/Ti =1, 2, 3, etc. for the initial conditions of upwelling (figure
2b) and downwelling (figure 2c) along the slope, respectively
[3]. Clearly, significant energy is lost from the high-frequency
internal wave field due to wave breaking at the boundary. The
actual time at which a particular solitary wave packet shoals,
may be computed as the travletime appropriate to the forcing di-
rection (upwelling or downwelling along the slope) subsequent
to t = Ts.

Mixing and Dissipation Due to Wave Breaking

The ratio of the beach slope S to the wave slope (a/λ) is com-
monly used to classify breaking surface waves. This ratio may



be expressed as the off-shore form of the Iribarren number ξ,

ξ =
S

(a/λ)1/2
. (8)

The Iribarren number has also been shown to be appropriate
for internal waves, describing the energy loss along the slope,
the mixing efficiency and the breaker type [3]. However, the
difficulty in measuring the unresolved parameters λ and a ne-
cessitates recasting ξ in terms of the resolved flow variables. To
do so a knowledge of the internal wave profile is required.

In figure 3, published observations (as described in [2]) suggest
that when the inverse Wedderburn number, which is given for
our two-layer system as

W−1 =
ηo

h1
∼ a

h1
, (9)

is greater than 0.4 the internal solitary waves will have a sech2

profile and a/λ ∼ αηo/co [2], hence (8) becomes

ξsech =
S

(αηo/co)1/2
. (10)

Conversely for W−1 < 0.4, the progressive internal waves will
have a sinusoidal profile, a/λ ∼ f ηo/co and (8) becomes

ξsin =
S

( f ηo/co)1/2
. (11)

From figure 3 we take the wave frequency f ∼ 10−4 Hz.
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Figure 3: Observations of progressive internal waves as re-
ported in [3]. A relationship between the wave nonlinear-
ity (a/h1 ∼ ηo/h1), profile (see legend) and frequency ( f ) is
shown. Reproduced from [3].

The high-frequency internal solitary wave packets have been
observed to break upon encountering sloping topography (fig-
ure 1). In figure 4, the reflection coefficient R = Er/Ei (where
Er and Ei are the energy in the reflected and incident wave pack-
ets, respectively) and mixing efficiency are expressed as func-
tions of ξ for individual breaking events (data from [11] and

[3]). For small ξ, the wave slope is steep relative to S, spilling
breakers are observed, R → 0, viscosity dominates and mixing
efficiencies are small. Conversely, for waves with very large ξ,
R → 1, buoyancy dominates and the collapsing breakers again
induce minimal mixing. Intermediate to these extremes inertia
dominates and plunging breakers develop with gravitational in-
stabilities that drive mixing efficiencies peaking near 25%. As
the incident waves contain as much as 25% of the APE, it im-
plies that 6% of the APE may be converted by diapycnal mixing
to an irreversible increase in potential energy in the near bound-
ary regions.
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Figure 4: Reflection coefficient (R), mixing efficiency (Γ) and
breaker type classified according to the various forms of the
Iribarren number: (a) breaker type and R versus ξsin, (b) breaker
type and Γ versus ξsin, (c) breaker type and R versus ξsech and
(d) breaker type and Γ versus ξsech. The – – lines demarcate the
breaker classifications and are inferred in panels b and d from
panels a and c, respectively. The lines of best fit are described
in the text and the symbols are: (◦) spilling breakers, (�) col-
lapsing breakers, (�) plunging breakers, (�) from [11] and (*)
Lake Pusiano. Reproduced from [3].

Using the least-squares regressions presented in figure 4, both R
and Γ may easily be evaluated for a particular ξ. The regressions
are

R(ξ) = a1ξ2 +a2ξ (12)

and

Γ(ξ) = b1 +b2


 1

1+exp
[−(ξ−b3+b4/2)

b5

]



×

1− 1

1+exp
[−(ξ−b3−b4/2)

b6

]

 . (13)

In figure 4a and 4b (W−1 < 0.4 and ξ ≡ ξsin), a = [-0.1751
0.6454] and b = [0.0646 0.4863 0.4913 -0.0747 0.0820 0.3385].
In figure 4c and 4d (W−1 > 0.4 and ξ ≡ ξsech), a = [-2.0852
2.6105] and b = [0.0744 0.3967 0.1019 -0.0186 0.0147 0.1198].
Note that the standard error associated with (12) is approxi-
mately ± 0.1.



Breaker Position

As a wave travels along the slope it steepens, a increases and
the streamlines approach vertical. During steepening, the max-
imum horizontal fluid velocity in the direction of wave propa-
gation will increase more rapidly than the wave velocity and a
limiting amplitude may be achieved where the velocities in the
wave crest become equal to the phase velocity. This limit is de-
fined as the breaking limit and the location on the slope where
this limit is observed is the breaking point. In [3] the breaking
limit is shown to occur along the slope where a ∼ h1 (figure
5). Assuming the wave-slope interaction is sufficiently rapid
that mixing and reflection do not occur prior to wave breaking,
the breaking limit may be found for an initial wave character-
ized by the off-shore parameters a and λ (ie. aλ = constant
[3]). Progressing incrementally along the slope in x according
to h′2 = H−h1− (H/Ls)x, where Ls is the slope length and the
′ denotes a quantity that is variable in x, we discretely evaluate
c′o, α′ and β′ with h1 = constant. Substitution into (6) gives

λ′ = 12β′

α′aλ
(14)

which may be rearranged as

a′ =
12β′

α′λ′2
. (15)

Note the transformation of the wavelength-amplitude depen-
dence in (6) to a wavelength-initial condition dependence in
(14). Assuming the off-shore wave characteristics may be ap-
proximated as a ∼ ηo and λ ∼ co/(10−4Hz) for W−1 < 0.4 or
λ ∼ √

12β/ηoα) for W−1 > 0.4, equations (14) and (15) may
be used to determine the location x along the slope where the
breaking limit a′ ∼ h1 occurs.
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Figure 5: Theoretical breaking limit versus measured break-
ing point. The breaking limit is determined as the position on
the slope where a′ ∼ h1 from (14) and (15). The symbols are
as follows: (◦) spilling breakers, (�) collapsing breakers, (�)
plunging breakers, (�) shoaling undular jump. Error bars de-
note uncertainty in determining the breaking point due to par-
allax (shows maximum and minimum position). Reproduced
from [3].

Conclusions

We have presented a parameterization for the inclusion of high-
frequency intenal waves into hydrodynamic lake models. This
scheme accounts for the generation, propagation and breaking
of the waves at the lake boundary. The parameterization is in

terms of the resolved time averaged quantities h1, h2, ρ1, ρ2,
the longitudinal wind direction (ie. upwelling or downwelling
along the slope), the integral of τ over t > Ti/4 and the basin
morphology L and S.
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Abstract 
Many instances of differential diffusion, i e, different species 
having different turbulent diffusion coefficients in the same flow, 
can be explained as a finite mixing length effect. That is, in a 
simple mixing length scenario, the turbulent diffusion coefficient 

has the form 21 ( )m
m m

c

lK w l O
L

 
= + 

 
where, wm is the mixing 

velocity, lm the mixing length and Lc the overall distribution scale 
for a particular species. The first term represents the familiar 
gradient diffusion while the second term becomes important when 
lm/Lc is finite. This second term shows that different species will 
have different diffusion coefficients if they have different overall 
distribution scales. Such different Lcs may come about due to 
different boundary conditions and different intrinsic properties 
(molecular diffusivity, settling velocity etc) for different species.  
For momentum transfer in turbulent oscillatory boundary layers the 
second term is imaginary and explains observed phase leads of 
shear stresses ahead of velocity gradients. 
 
Introduction 
Understanding and modelling natural and industrial processes 
requires in very many cases understanding of turbulent mixing. The 
present paper addresses an aspect of turbulent mixing, which is still 
not well understood namely, differential diffusion. The term 
differential diffusion refers to the observation of different turbulent 
diffusion coefficients K defined by 
 

  
gradientionconcentrat

densityfluxmixingturbulent
−=K  (1) 

 
 for different species in a given flow.  
 
In physical oceanography, the species in focus are usually, 
momentum, heat and salt, and differential diffusion of these has 
been argued by Gargett [4] to be an important player in many 
oceanographical processes. Laboratory experiments, e g, Turner 
[13], Nagata & Komori [9] and Jackson & Rehmann [7] have 
shown differential diffusion of heat and salt. Turner [13] and 
Jackson & Rehmann [7] found Kheat>Ksalt, and this has been 
rationalized, by Turner [13] and others, as being due to heat having 
a greater molecular diffusivity than salt. However, Nagata & 
Komori [9] found the opposite, i e Kheat<Ksalt, in experiments which 
had a different geometry. Hence, differential diffusion cannot be 
totally due to differences in molecular diffusivity.  
 
The idea that species with greater molecular diffusivity should 
diffuse more rapidly in turbulence has also been applied to various 
species in flame combustion by Kronenburg & Bilger [8]. Chanson 
([1], [2]) has reported data, which show differential diffusion of 
momentum and bubbles in supercritical free surface flows. 
Differential diffusion of momentum and different sediment sizes 
has been documented for steady flows by Coleman [3] and Graf & 
Cellino [5] and for oscillatory flows by Nielsen [10] p 220. 
 

Nielsen & Teakle [11] reconsidered the simple mixing length 
scenario of Figure 1, where parcels with vertical spacing lm, the 
mixing length, are swapping positions traveling with vertical speed 
wm, the mixing velocity.  
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Figure 1: A simple mixing length scenario involving a single mixing length 
lm and corresponding mixing velocity wm. 
 
The resulting flux density is then 
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which, by the definition (1), gives the diffusion coefficient 
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explanation for differential diffusion as a finite mixing length effect. 
Examples are given below. 
 
Steady Sediment Suspensions  
Consider sediment particles with a range of settling velocities ws 
suspended in the same turbulent flow, and adopting velocity 
fluctuations with the same statistics as those of the fluid. The 
turbulent swapping process in Figure 1 then creates an upward flux 
density given by (2), which in a steady situation is balanced by the 
settling flux –ws c(z)  i e, 
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In general (wm, lm) may be functions of z. However, the essence of 
differential diffusion as a finite mixing length effect is captured by 



 

the simple case of homogeneous turbulence, i e, constant (wm, lm). 
In this case Equation (3) has solutions of the form 
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The corresponding diffusion coefficient is given by 
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This result quantifies differential diffusion for different sand sizes 
in homogeneous turbulence. It is however also in general 
qualitative agreement with data from river flows, where the 
turbulence is not homogeneous, see e g, Coleman [3], Graf & 
Cellino [5]. Indeed, van Rijn [14] suggested the empirical 
correction factor 

  2

*
)(21

u
w

v
K s

t
s +==β  (7) 

for dealing with the observed differential diffusion of momentum 
(with diffusion coefficient vt) and different sand fractions in natural 
rivers. Van Rijn’s formula is seen to have the same dependence 
upon ws/wm ~ ws/u*  as the finite mixing length result (6). 
 
We acknowledge that the example, which leads to (6), does not 
deal with all details, i e, in a natural scenario, particles with 
different settling velocities, and hence different response times ws/g, 
do not get identical turbulent velocity statistics (~ same wm). 
However, this is usually totally overshadowed by the finite-mixing-
length–effect. That is, the two act in opposite directions, but all the 
experimental data show Ks  to be an increasing function of ws as 
predicted by the finite-mixing-length model. 
 
The importance of boundary conditions 
The above example, of sediment particles with different ws but 
statistically identical velocity fluctuations in homogeneous 
turbulence, can also be used to illustrate the importance of 
boundary conditions for the occurrence of differential diffusion. 
Consider point injections of such sediments into an infinite, 
homogeneous turbulence field, Figure 2. Each sediment type will 
then form a cloud, which sinks at an average rate of ws. At the same 
time, each cloud grows in accordance with the theory of Taylor 
[12], i e, the vertical extent σz of each cloud grows in accordance 
with  
 

  ∫ ∫′=
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θττρσ  (8) 

where ρww is the autocorrelation function for w(t). This standard 
deviation, or cloud size, is independent of ws under the assumption 
of identical fluctuation statistics. There is thus no differential 
diffusion in Taylor’s infinite, unsteady scenario. Differential 
diffusion only occurs when a boundary condition, e g, c(0,t) ≡ Co, 
as in the example above, is enforced. 
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Figure 2: Successive concentration profiles c(z,t), after 5, 10 and 20 seconds 
of particles with ws=1cm/s (♦), and 3cm/s (�) respectively settling with 
statistically identical velocity fluctuations after being released as point 
injections at z=1m at t=0. At any time the concentration profiles have the 
same shape, irrespective of ws. 
 
Finite Mixing Length Effects on Eddy Viscosities 
Steady current profiles, e g, the log-profile can be understood in 
terms of a mixing length model where only the first term (the 
gradient term) of (2) is retained. That is however not possible for 
oscillatory turbulent flows.  The most obvious feature of oscillatory 
turbulent boundary layers, which requires finite mixing length 
terms, is the observed phase lead of local shear stresses ahead of 
the local velocity gradients, cf Figure 3. 
 
In a formalism with real-valued eddy viscosities, shear stresses 

),( tzτ being out of phase with the local velocity gradients ∂u/∂z 

leads, through the usual definition, 
zu

vt ∂∂
=

/
/ ρτ

 to wildly 

variable [-∞; ∞] eddy viscosities. Alternatively one can (for the 
simple harmonic case) use constant, but complex-valued eddy 
viscosities with argument equal to the phase lead of  

),( tzτ relative to ∂u/∂z. The complex-valued eddy viscosities are 
however just nominal and rather ad hoc tools. In the following, we 
make the case that the phase lead of ),( tzτ relative to ∂u/∂z is in 
fact a finite-mixing length effect. In this case the finite mixing 
length term in (2) is imaginary corresponding to the observed phase 
shift between ),( tzτ relative to ∂u/∂z. 
 



 

Figure 3: Velocity gradient and shear stress in a turbulent oscillatory 
boundary layer. The stress leads the velocity gradient. Measurements by 
Jonsson & Carlsen [6]. 
 
To show this we first note that, in the simple mixing length 
scenario in Figure 1 the upward flux of x-momentum (= -τ)  is 
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The velocity in a simple harmonic oscillatory boundary layer flow 
is often expressed in terms of the free stream velocity u∞(t) and the 
complex velocity defect function D(z) defined by  
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in terms of which the shear stress is 
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In combination with (9) this leads to the finite mixing length 
momentum equation 
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This equation must, with the relevant expressions for lm(z) and wm(z) 
be solved with the boundary conditions  D(0) = 1 and D(∞) = 0. By 
letting lm  tend to zero, one sees that Equation (12) is the finite-
mixing-length equivalent to the laminar 
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which, with the above mentioned boundary conditions has the 
solution 
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To see the essence of the finite mixing length effect on the 
momentum flux (9) and hence on vt it suffices to consider the 
simplest scenario: homogeneous turbulence with constant (lm,wm). 
In this case, the momentum equation (12) has an analogous solution 
to the “lm→0 solution” (14). 
 
Inserting a solution of this form, i e,  D = eαz, into (12) leads to the 
following expression for α 
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This expression for the exponent shows by comparison with the 
laminar solution (14) that the eddy viscosity is given by  
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where the second, imaginary term shows that the phase lead of τ 
ahead of ∂u/∂z develops as  lm  becomes large compared with the 
vertical scale Lω= wm/ω ~ u*/ω defined by the mixing (friction) 
velocity and the wave frequency. For very slow oscillations the 
second term vanishes and the classical von Karman-Prandtl mixing 
length theory suffices. 
 
Differential Diffusion at an Interface 
Consider mixing at an interface as in Figure 4. The density 
variation may be due to temperature, salinity or suspended 
sediment. Horizontal fluid momentum may vary in a similar 
fashion at the interface. 

 Figure 4: Assumed density distribution at an interface where turbulent 
mixing can be described by Equation (2) in terms of a single mixing length 
lm and a single mixing velocity wm.  
 
Consider density as an example and, for simplicity, assume that the 
density profile is given by 

               )tanh(
2

)(
L
zz o

ρρρ
∆

−=  (17) 

 
In this situation the mixing flux corresponding to the mixing length  
lm and the mixing velocity wm is 
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which for  z<<L  is simplified to 
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The second term, the finite mixing length term, thus indicates 
greater diffusion coefficients for species with greater L. Equation 
(19) could thus explain the observed differential diffusion of salt 
and temperature with Ks< Kt  if the mixing length  lm is a finite 
fraction of the distribution scales and if the scale for the 
temperature Lt is greater than that of salt, Ls. In this case a positive 
feed back loop exists: Greater L ⇒ greater K ⇒ greater L … 



 

Jackson & Rehmann [7] found that the differentiation disappears 
when the mixing gets very vigorous. That could also be explained 
by (19). That is, if the mixing is enhanced essentially by increasing  
wm while lm  is more or less fixed. Both of  Lt and Ls will then 
increase compared with  lm  and the second term in the bracket (the 
finite mixing length effect) becomes insignificant. 
 
Conclusions 
In classical mixing length models, including those of Prandtl and 
von Karman, only the first term, the gradient term, is maintained in 
the Taylor expansion of the turbulent mixing flux: 
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This leads to K=wmlm for all species in a given flow. In other words, 
differential diffusion is not anticipated by these models, at least not 
for species with the same wm, lm. On the other hand, differential 
diffusion is quite commonly observed even for species between 
which no significant differences in wm, lm are expected. 
 
We have shown that keeping just one more term yields 
explanations for a number of conundrums related to turbulent 
mixing. That is, the second term in the mixing flux, which becomes 
important when lm/Lc is finite, can explain that different sediment 
sizes suspended in the same flow display K-values which increase 
with increasing settling velocity. 
 
For the mixing of momentum, salt and heat at an interface, 
Equation (2) also holds a possible explanation for differential 
diffusion. That is, if one species, for some reason, has a greater L, 
the finite mixing length terms will make it diffuse faster and thus 
provide a positive feedback loop for this difference. 
 
While the classical theory of Taylor [12] does include finite mixing 
length effects in a Lagrangian sense, these are not expressed in 
terms of differential diffusion until steady boundary conditions are 
enforced. 
 
For the transfer of momentum in turbulent oscillatory boundary 
layers the finite mixing length term is imaginary and explains 
observed phase leads of shear stresses ahead of velocity gradients. 
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Abstract 
The use of a Fickian (infinitesimal–mixing–length) framework 
for the case of turbulent mixing can necessitate the use of ad hoc 
modifications (e.g. β–factors) in order to reconcile experimental 
data with theoretical expectations.  This is because in many cases 
turbulent mixing occurs on scales which cannot be considered 
infinitesimal.  In response to this problem a Finite–Mixing–
Length (FML) model for turbulent mixing was derived by 
Nielsen and Teakle [10].  This paper considers the application of 
this model to the scenario of suspended sediment in steady, 
uniform channel flows.  It is shown that, unlike the Fickian 
framework, the FML model is capable of explaining why β–
factors are required to be an increasing function of ws/u*.  The 
FML model does not on its own explain observations of β < 1, 
seen in some flat–bed experiments.  However, some potential 
reasons for β < 1 are considered. 
 
Introduction 
Fickian (gradient) diffusion is the usual theoretical framework 
applied to modelling the turbulent suspension of sediment.  
However, measurements of actual suspended sediment profiles in 
the laboratory and in the field demonstrate that pure gradient 
diffusion models are not capable of satisfactorily performing this 
task.  In particular, a strong dependence of the observed Fickian 
sediment diffusivity, εFick, on sediment settling velocity, ws, has 
been clearly established by experiments covering a large range of 
flow situations from laboratory channels, to rivers and even to 
wave flumes and coastal locations involving oscillatory flows.  
This positive dependence, (↑ εFick for ↑ ws) implies that the larger, 
more inert particles are mixed more efficiently by the turbulence 
than their less heavy counterparts.  Coleman [3] obtained an 
experimental dataset that clearly demonstrated this phenomena, 
see figure 1.  This seemingly strange nature of apparent Fickian 
sediment diffusivities has typically necessitated the application of 
ad hoc modifications (β–factors) to this parameter for modelling 
purposes. 
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Figure 1.  Coleman’s [3] dataset clearly showing ↑ εFick for ↑ ws. 

 

β is defined as the ratio of the apparent Fickian diffusivity of 
sediment and of momentum (the eddy–viscosity, νt), 

Fick tβ ε ν= .  This parameter describes the relative turbulent 
mixing efficiency of momentum compared with sediment in the 
same flow.  β–factors greater than and less than 1 have been 
observed in turbulent channel and river flows.  However, a 
universally observed feature is the strong dependence in a given 
series of experiment of β on the ratio, ws/u*. 
 
Nielsen [9] explains that the observed behaviour is due to the 
importance of large–scale convective transport mechanisms in 
turbulent mixing.  However, the assumption implicit in the 
derivation of the gradient diffusion framework is that mixing 
occurs on purely infinitesimal scales.  Nielsen and Teakle [10] 
derived a new Finite–Mixing–Length (FML) framework for 
turbulent diffusion which is capable of explaining the observed 
trend of increasing εFick with increasing ws/u*.  However, some 
other features of the data such as β < 1 for flat–bed laboratory 
experiments could not be reconciled with the FML model alone.  
In order to investigate possible improvements to the model, some 
of the dynamic interactions that may occur between sediment and 
fluid are also qualitatively considered. 
 
Finite–Mixing–Length Model 
Nielsen & Teakle [10] consider in detail the derivation of the 
FML theory and its application to a number of simple situations.  
The following section will provide a brief summary of this work. 
Turbulent mixing is capable of generating a net vertical flux of 
suspended sediment which can be quantified in terms of the 
simplified scenario involving the swapping of fluid parcels 
(including suspended sediment) shown in figure 2. 
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Figure 2.  The upward sediment flux due to turbulent mixing can be 
understood in terms of swapping fluid-sediment-mix parcels over a 
vertical distance lm. 
 
The resulting sediment flux density is, 
 ( ) ( )2 2m m m mq w c z l c z l= − − +    (1) 



 

and by Taylor expansion of  ( )2mc z l± , 
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The term in front of the brackets is the familiar gradient diffusion 
flux.  The higher order terms disappear for the case of 
infinitesimal mixing length, lm→0, demonstrating that Fickian 
diffusion is only a particular limit of the more general turbulent 
mixing scenario.  It is the effect of the higher-order terms for 
cases of finite lm which can account for much of the previously 
irreconcilable behaviour of suspended sediment profiles in 
turbulent flows. 
 
Apparent Fickian Diffusivities 
The sediment continuity equation for a 1D vertical, steady 
scenario can be written, 
 ( ) 0m sq w c z− =  (3) 
If the gradient diffusion framework is adopted, the mixing flux is 
simply assumed to be, 
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Using Eqs. (2), (3) and (4) it can be seen that, according to the 
FML framework, the apparent Fickian diffusivity is, 
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Therefore, Fickε , is not purely a function of the turbulence 
parameters wm and lm, it is also dependent on the higher order 
terms in Eq. (5).  The nature of these higher order terms can be 
more clearly seen by considering an exponential concentration 
distribution, 
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Substituting this into Eq. (2) gives for the mixing flux, 

 2

2 sinh
2

11 ....
24

c m
m m m

m c

m
m m

c

L lcq w l
z l L

lcw l
z L

  ∂
= −   ∂   

  ∂
 = − + + ∂    

 (7) 

From Eq. (7) it can be seen that the higher order terms are zero 
and the turbulent mixing process is correspondingly Fickian only 
for the limit of lm/Lc→0, i.e. when the turbulent mixing length is 
small compared with the distribution length–scale Lc.  Coarser 
particles (larger w0) are seen to have larger Fickε  than fine 
particles due to the fact that they have a relatively smaller Lc (and 
hence larger higher order terms according to Eq. (7)) in a given 
turbulent mixing regime. 
 
FML Concentration Distributions 
For a couple of simple turbulent mixing scenarios the FML 
model predicts concentration distributions that are analogous to 
the corresponding Fickian distributions: 
 
Homogeneous Turbulence; constant wm and lm 

In this case the concentration profile derived from the pure 
gradient diffusion theory (combining Eqs. (3) and (4)) gives an 
exponential distribution, Eq. (6), where the distribution length–
scale is given by, 

 m m
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The FML framework (combining Eqs. (1) and (3)) gives an 
analogous solution to (6), however in this case the distribution 
length–scale is, 
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Figure 3 illustrates this relationship and demonstrates that the 
Fickian approximation is exact for wm/ws→0, while it 
underestimates Lc for finite ws/wm.  Interestingly, van Rijn’s [12] 
empirical β–factor formula shows a similar dependence on ws/u* 
to Eq. (9), 
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Figure 3.  Solid line showing finite-mixing-length model exponential 
lengthscale, Lc , for homogeneous turbulence compared with the 
corresponding Fickian prediction (dotted line). 
 
Constant Stress Layer; linear lm(z) and constant wm 
This turbulence distribution is usually assumed to apply to the 
“constant–stress–layer” in wall–bounded shear flows, e.g. Pope 
[11].  In particular Nielsen and Teakle [10] made the general 
assumption that, 
 ( )ml z zλ= , and (11) 

 *mw uγ=  (12) 

where, * 0u τ ρ≡ is the bed, friction–velocity.  This is similar 
to Prandtl’s mixing–length hypothesis except that Prandtl made 
the further assumptions that γ = 1, λ = κ, and that the mixing 
process was Fickian in nature. 
 
Nielsen and Teakle [10] sought a unified and consistent turbulent 
mixing model for both momentum and sediment for the constant 
stress layer.  Firstly, considering the FML model (figure 2) 
applied to momentum transfer with mixing parameters given by 
Eqs. (11) and (12), they got, 
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This equation is found to satisfy the usual logarithmic velocity 
profile, 
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when λ and γ satisfy, 
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This equation approaches the Fickian limit λ γ → κ as λ→0.  
Physically λ = 2 is the upper limit in the mixing scenario of figure 
2. 
 
The sediment distribution obtained using the Fickian 
approximation is a power–function in the case of a constant–
stress–layer, 
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The FML model also yields a power–function for the sediment 
distribution, 
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where p satisfies, 
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The FML model approaches the Fickian distribution, 
( )*sp w uλγ= − , when ws/u*→0.  As λ→0 the homogeneous 

FML solution (figure 3) is approached.  The strength of the FML 
mixing enhancement is determined by the magnitude of the 
mixing length gradient, λ.  This raises the issue of how the model 
parameters λ and γ should be chosen.  In the Fickian mixing 
scenario wm and lm only ever appear in combination, i.e. wmlm, 
therefore in the Fickian model it does not matter how these terms 
proportionately contribute to the mixing.  However, in the FML 
model (Eq. (5)) the relative size of the mixing length is seen to 
determine the strength of the FML effects.  Therefore, in this case 
the model parameters will be chosen to best match the available 
constant–stress–layer data. 
 
Comparison With Experimental Data 
The most convenient way to compare the model with 
experimental data makes use of the β–factor, 
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For the constant–stress–layer case (log–function velocity and 
power–function sediment distribution) this gives, 
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The comparison of the FML model with data is shown in figure 
4, for three different choices of λ.  The data points were obtained 
by only considering the constant–stress–layer portion (z/h < 0.5) 
of the concentration profiles from channel and river flow 
experiments.  In order to maintain a consistent approach between 
datasets, some of which did not include detailed velocity 
measurements, it was assumed that κ (in effect the velocity 
gradient) maintained its clear–water value of 0.4 in all cases, 
even though this was demonstrated not to necessarily be the case 
where velocity measurements were available.  β is seen to be an 
increasing function of ws/u* in good qualitative agreement with 
the data.  The choice of larger values of λ produces a stronger 

increase with ws/u*.  The slope of the data suggests that λ =1.9 
best describes the increase of β with ws/u*.  This has an 
interesting physical interpretation when it is considered that as 
λ 2 the mixing scenario shown in figure 2 corresponds to 
mixing between an upper parcel and a lower parcel that always 
originates from the vicinity of the bed. 

0.1

1

10

0.01 0.1 1 10ws/u*

β
λ = 0.1

λ = 1

λ = 1.9

 
Figure 4  Lines showing theoretical β-values for the constant stress layer 
model.  Experimental β-values from the constant stress layer of channel 
flows; ♦ Graf & Cellino (no bedforms) [6], ● Graf & Cellino (bedforms) 
[2], ▲ Anderson (Enoree River) [1], x Coleman [3], � Coleman [4]. 
 
While the FML model predicts increasing β with increasing ws/u* 
in qualitative agreement with the data, the quantitative 
description shown in figure 4 is not yet convincing.  For instance 
the model predicts β ≥ 1 for all sediment sizes while some of the 
flat bed experiments indicate β < 1.  The fact that the data does 
not collapse when plotted in this manner also suggests that 
processes other than those considered in this analysis are most 
likely important.  Some of these additional processes are briefly 
considered in the next section. 
 
Dynamic Interaction of Fluid and Sediment 
The constant–stress–layer analysis shown in the previous section 
was based on the assumption that suspended sediment is a 
passive scalar in a turbulent flow.  However this is not usually the 
case, the presence of suspended sediment is known to change the 
suspending fluids mean velocity and turbulence profiles from the 
clear water equivalent.  Furthermore, the presence of turbulence 
may significantly affect the velocity statistics of the suspended 
sediment due to a process called “selective sampling”.  This can 
lead to the bulk settling velocity of the sediment in turbulence 
being different from its clear water value, as well as the turbulent 
fluctuations of the sediment being different from that of the 
suspending fluid. 
 
Effect of Suspended Sediment on Fluid Velocity 
The addition of a suspended load of heavy particles to a steady, 
uniform, clear–water, channel flow has been shown to increase 
the near–bed velocity gradient.  This is usually explained by 
turbulence attenuation resulting from the stable stratification 
induced by the sediment concentration gradients, [7].  This effect 
implies that the presence of sediment causes momentum to be 
less efficiently mixed, which should be accounted for in the 
calculation of β (Eq. (19)).  In order to investigate the importance 
of this stratification effect the dataset of Coleman [4] was 
considered.  Both velocity and sediment concentration 
measurements were obtained as sediment load was gradually 
increased in a series of experiments.  In order to simply 
demonstrate any first–order effects, the following analysis 



 

assumes that a log–law velocity and power–law concentration 
profile remain valid.  Figure 5a shows how the apparent von 
Karman constant, κ’, varied with suspended sediment 
concentration (simply a convenient abscissae).  Figure 5b 
compares β obtained assuming κ = 0.4 with that obtained 
allowing for variation, β’.  This shows that, in the case of 
Coleman’s data, β < 1 in the original analysis can be accounted 
for by the reduction in velocity gradient.  Unfortunately the same 
explanation does not seem to account for β < 1 in Graf and 
Cellino’s [6] data. 
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Figure 5a  Showing the variation in κ’ with increasing sediment load. 
Data from Coleman (1986) [4].  ws/u* = 0.2;  ws/u* = 0.6; ▲ ws/u* = 
1.5.  5b  Comparing β (hollow symbols) and β’ (solid symbols).  Symbols 
as for 5a. 
 
Sediment Velocity 
Most models of suspended sediment and many experiments have 
assumed that the sediment and fluid have essentially identical 
velocity statistics.  However, an interesting experiment by Muste 
and Patel [8] used a discriminator LDV to measure separate fluid 
and suspended sediment velocities in dilute sediment–laden flow.  
Their results suggest that there is a lag between fluid and 
sediment mean stream–wise velocities of up to 4%.  Their most 
intriguing finding was that stream–wise turbulence intensities of 
water and sand were very similar, whereas the vertical sediment 
turbulence intensities were significantly damped compared with 
the fluid (by approximately 20%).  In the context of the FML 
model this could be interpreted as a reduction of the sediment 
mixing velocity, wm, compared with that of the fluid.  This would 
lead to β < 1 for small ws/u*.. 
 
This phenomenon could perhaps be explained by the particles 
“selectively–sampling” the turbulent fluid velocity field.  That is, 
in a fluid velocity field comprising spatially and temporally 
coherent turbulent structures, suspended particles with inertia 
differing from that of a fluid particle have been shown to 
preferentially migrate due to centrifugal action to certain regions 
of the flow field [5].  This “preferential concentration” implies 
that the suspended particles are “selectively sampling” the fluid 
velocity field and therefore different velocity statistics between 
the fluid and sediment become possible. 
 

Selective sampling has been shown to change the bulk settling 
velocity of particles in turbulence from its clear water value.  For 
heavy particles in a strong turbulence field this is expected to 
result in an increase in bulk settling velocity [13].  This increase 
in settling velocity due to turbulence would have the same effect 
on the concentration profiles as a reduction in mixing efficiency 
and thus would manifest itself as β < 1. 
 
Conclusions 
This paper has demonstrated the application of a Finite–Mixing–
Length (FML) theory to the case of sediment suspensions in 
steady, uniform flows.  Unlike the Fickian diffusion framework 
the FML theory is capable of explaining why β–factors are 
required to be an increasing function of ws/u*.  A unified FML 
description of momentum and sediment mixing in a “constant–
stress–layer” was shown to adequately describe the observed 
trend in the data. 
 
The large scatter in the data for small ws/u* and the occurrence of 
β < 1 was considered in some further detail.  The dynamic 
interaction of fluid and suspended sediment was shown to 
significantly alter both the momentum and sediment mixing 
efficiencies.  The potential importance of a “selective–sampling” 
mechanism was also postulated. 
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Abstract 
In this paper, modelling gas-liquid bubbly flows is achieved by 
the introduction of a population balance equation combined with 
the three-dimensional two-fluid model. An average bubble 
number density transport equation has been incorporated in the 
commercial code CFX5.7 to better describe the temporal and 
spatial evolution of the geometrical structure of the gas bubbles.  
The coalescence and breakage effects of the gas bubbles are 
modelled according to the coalescence by the random collisions 
driven by turbulence and wake entrainment while for bubble 
breakage by the impact of turbulent eddies. Local radial 
distributions of the void fraction, interfacial area concentration, 
bubble Sauter mean diameter, and gas and liquid velocities, are 
compared against experimental data obtained at Prudue 
University. Satisfactory agreements for the local distributions are 
achieved between the predictions and measurements.  
 
Introduction  
The range of applications for two-phase flow systems is 
immense. In many chemical industries, bubble column reactors 
are extensively employed for handling processes that require 
large interfacial area and efficient mixing processes. Engineering 
systems such as heat exchangers also widely employ the two-
phase flow mixture of gas and liquid for efficient removal of heat 
generation. In the nuclear area, the capability to predict void 
fraction profile and other two-phase flow parameters in 
subcooled boiling flows is of considerable importance to ensure 
the safe operation of the reactor. 
 
In the present state-of-the-art, the two-fluid model can be 
considered as the most detailed and accurate macroscopic 
formulation of the thermal-hydraulic dynamics of two-phase flow 
systems. Within the field equations, expressed by conservation of 
mass, momentum and energy for each phase, interfacial transfer 
terms appear in each of the equations. These terms determine the 
rate of phase changes and the degree of mechanical and thermal 
non-equilibrium between phases. They represent essential closure 
relations, which should be modelled accurately. However, the 
closure relations for the interfacial transfer terms are presently far 
from resolution and they are still the weakest link in the two-fluid 
model.   
 
In the two-fluid model, the interfacial transfer terms are strongly 
related to the interfacial area concentration and the local transfer 
mechanisms such as the degree of turbulence near the interfaces. 
Fundamentally, the interfacial transport of mass, momentum and 
energy is proportional to the interfacial area concentration aif and 
driving forces. The interfacial area concentration (interfacial area 
per unit volume) characterises the kinematic effects; it is related 
to the geometrical effects of the interfacial structure. 
Nevertheless, the driving forces for the inter-phase transport 
characterises the local transport mechanism. 
 

Since the interfacial area concentration aif represents the key 
parameter that links the interaction of the phases, much attention 
have been concentrated towards better understanding the 
coalescence and breakage effects due to interactions among 
bubbles and between bubbles and turbulent eddies for gas-liquid 
bubbly flows. The primary aim is to better describe the temporal 
and spatial evolution of the two-phase geometrical structure. 
Some empirical correlations [1], models [2], population balance 
approaches [3], volumetric interfacial area transport equation [4-
6] have been proposed to predict the interfacial area 
concentration. 
 
The MUSIG (Multiple Size Group) model has been implemented 
in CFX4.4 to account for the non-uniform bubble size 
distribution in a gas-liquid mixture. In CFX5.7, it is currently 
provided as a beta version. The model was developed by Lo [7] 
and solves a range of bubble classes. Because of the possible 
wide range of bubble sizes that may exist in the two-phase flow 
system, it requires a substantial number of equations to 
adequately track the bubble sizes. From our recent studies [8] of 
a subcooled boiling flow in an annulus channel, we have 
employed 15 transport equations in addition to the two sets of 
conservation equations of mass, momentum and energy to track 
the range of bubbles sizes ranging from 0 mm to 9.5 mm in 
diameter. For flows where large bubbles can exist especially in 
bubble column reactors, this could amount to the consideration of 
greater than 15 transport equations, which the numerical effort to 
solve such problem could be enormous. Therefore in practical 
calculations if the bubble classes chosen are limited, the size 
distribution of the bubbles cannot be adequately represented. 
 
In this paper, the average number density transport equation is 
considered. Here, only one additional equation is solved. To 
demonstrate the possibility of a simpler approach of combining 
population balance with computational fluid dynamics (CFD), 
this transport equation is implemented in the generic commercial 
CFD code CFX5.7. In this equation, the coalescence and 
breakage mechanisms of the bubble are accommodated for the 
gas phase. The two-fluid and standard k-ε models are employed. 
Within the source terms of the turbulent kinetic energy k, the 
energy exchange between the interfacial free energy and liquid 
turbulent kinetic energy due to bubble coalescence and breakage 
is incorporated. Respective coalescence and breakage 
mechanisms by Wu et al. [4], Hibiki and Ishii [5] and Yao and 
Morel [6], implemented as source terms in the average number 
density transport equation, are assessed. The model predictions 
are compared against experimental data of an isothermal gas-
liquid bubbly flow in a vertical pipe performed in Prudue 
University [5].  
 
Physical Model 
Governing Equations 
The numerical simulations presented are based on the two-fluid 
model Eulerian-Eulerian approach. The Eulerian modelling 
framework is based on ensemble-averaged mass and momentum 



 

transport equations for each phase. Regarding the liquid phase 
(αl) as continuum and the gaseous phase (bubbles) as disperse 
phase (αg), these equations without mass transfer can be written 
as: 
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where Fk represents the sum of the interfacial forces that include 
the drag force FD, lift force FL, virtual mass force FVM, wall 
lubrication force FWL and turbulent dispersion force FTD. 
Turbulence of the liquid phase is modelled using a standard k-ε 
model while a zero equation turbulence model is employed for 
the disperse phase. Bubble induced turbulence caused by wakes 
of bubbles is accounted according to Sato’s bubble-induced 
turbulent viscosity [9].  
  
Detail descriptions of the interfacial forces that appear in the 
momentum equation can be found in Anglart and Nylund [10]. 
Briefly, the inter-phase momentum transfer between gas and 
liquid due to drag force is given by  
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In a vertical pipe flow, the non-drag forces that are the lift, virtual 
mass, wall lubrication and turbulent dispersion are forces that are 
directed perpendicular to the flow direction. Lift force in terms of 
the slip velocity and the curl of the liquid phase velocity can be 
described as  
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Wall lubrication force, which is in the normal direction away 
from the heated wall and decays with distance from the wall, is 
expressed by 
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Turbulence induced dispersion taken as a function of turbulent 
kinetic energy and gradient of the void fraction of the of liquid 
yields in the form of: 
 
 llTDT kCF αρ ∇−=D  (6) 
 
The drag coefficient CD in equation (3) has been correlated for 
several distinct Reynolds number regions for individual bubbles 
according to Ishii and Zuber [11]. The constant CL has been 
correlated according to Tomiyama [12] – a relationship expressed 
as a function of the Eotvos number that allows positive and 
negative lift coefficients depending on the bubble size. The 
correlation also accounts the effects of bubble deformation and 
asymmetric wake of the bubble. By default, the virtual mass 
coefficient CVM takes the value of 0.5 while the wall lubrication 
constants Cw1 and Cw2 are –0.01 and 0.05 respectively. The 
coefficient CTD is adjusted to 0.5 in the current study.  
 
By definition, the interfacial area concentration aif for bubbly 
flows can be determined through the relationship: 
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where Ds is the bubble Sauter mean diameter. From the drag and 
non-drag forces above, it is evident that the interfacial area 
concentration aif as well as the bubble Sauter man diameter in 
equation (7) are essential parameters that link the interaction 
between the liquid and gas (bubbly) phases. In most two-phase 
flow studies, the common approach of prescribing constant 
bubble sizes through the mean bubble Sauter diameter is still 
prevalent. Such an approach does not allow dynamic 
representation of the changes in the interfacial structure; the two-
fluid model remains deficient in predicting flow transition 
behaviour from bubbly to slug regimes. In order to resolve the 
problem, the average number density transport equation, which 
allows changes in the two-phase flow structure to be predicted 
mechanistically, is introduced and described below.  
 
Average Bubble Number Density Equation 
The average bubble number density transport equation can be 
expressed as  
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where n is the bubble number density and and  are the 
bubble number density variations induced by coalescence and 
breakage. Assuming a single bubble size given by the bubble 
Sauter mean diameter, the bubble number density for bubbly 
flow can be defined as 
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It is observed that by solving the transport equation for the 
bubble number density n, the changes to the interfacial structure 
is locally accommodated throughout the flow. The inclusion of 
the source and sink terms in equation (8) caused by the 
phenomenological mechanisms of coalescence and breakage 
allows the description of the temporal and spatial evolution of the 
geometrical structure of the gas phase.  
 
The coalescence and breakage effects due to the interactions 
among bubbles and between bubbles and turbulent eddies have 
been the subject of much attention. As fas as isothermal bubbly 
flow is concerned, the coalescence of bubbles is caused by the 
random collisions driven by turbulence (RC) and wake 
entrainment (WE) while the mechanism responsible for bubble 
breakage is caused by the impact of turbulent eddies (TI). These 
three mechanisms of coalescence and breakage developed by Wu 
et al. [4] have the form  and : WE
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where αmax, Ur, We and Wecr are the maximum allowable void 
fraction (= 0.80), relative velocity between the gas and liquid 
phases, Weber number and critical Weber number (= 2.0), 
respectively. It is noted that the relative velocity Ur is 
approximated by the consideration of the terminal velocity of a 
single isolated bubble. 
 
Nevertheless, some experimental observations [13,14] argued 
that the coalescence due to wake entrainment is only significant 
between pairs of large cap bubbles (slug flow regime) in fluid 
sufficiently viscous to maintain their wake laminar; whereas 
small spherical or ellipsoidal bubbles tend to repel each other. As 
far as bubbly flows are concerned, Hibiki and Ishii [5] and Yao 
and Morel [6], therefore, considered only the coalescence of the 
bubbles governed mainly by the random collisions driven by 
turbulence. These two models are rather similar as can be 
observed below in their derivations. However, Yao and Morel [6] 
introduced the interaction time of the bubbles to coalesce and 
break-up in addition to the free travelling time as considered in 
their model as well as in Hibiki and Ishii [5] model. These 
coalescence and breakage mechanisms developed by Hibiki and 
Ishii [8] have the form 
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while in Yao and Morel [6] model, they have been derived as 
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The maximum allowable void fraction in Hibiki and Ishii [5] and 
Yao and Morel [6] models retains the value of 0.52, which 
corresponds to the transition between the finely dispersed bubbly 
flow and slug flow. The critical Weber number in Yao and Morel 
[6] model is set to a value of 1.24. 
 
Experimental Details 
The two-phase flow experiment has been performed at the 
Thermal-Hydraulics and Reactor Safety Laboratory in Prudue 
University. The test section was a round tube made of acrylic 
with an inner diameter (D) of 50.8 mm and a length (L) of 3061 
mm. The temperature of the apparatus was kept at a constant 
temperature (20oC) within the deviation of ±0.2oC by a heat 
exchanger installed in a water reservoir. Local flow 
measurements using the double sensor and hotfilm anemometer 
probes were performed at three axial (height) locations of z/D = 
6.0, 30.3 and 53.5 and 15 radial locations of r/R = 0 to 0.95. A 
range of superficial liquid velocities jl and superficial gas 
velocities jg have been performed, which covered mostly the 
bubbly flow region, including finely dispersed bubbly flow and 
bubbly-to-slug transition flow regions. Area averaged superficial 
gas velocity <jg> was obtained from local void fraction and gas 
velocity measured by the double sensor probe, whereas area 

averaged superficial liquid velocity <jl> was obtained from local 
void fraction measured by the double sensor probe and local 
liquid velocity measured by the hotfilm anemometry. More 
details regarding the experimental set-up can be found in Hibiki 
and Ishii [5]. In this paper, numerical predictions have been 
compared against local measurements at the flow conditions: <jl> 
of 0.986 m/s, <jg> of 0.0473 m/s, inlet void fraction of 5% and 
inlet bubble size of 3 mm. 
 
Numerical Details 
Solution to the two sets of governing equations for momentum 
was sought. Radial symmetry has been assumed, so that the 
numerical simulations could be performed on a 60o radial sector 
of the pipe with symmetry boundary conditions at both sides. 
Inlet conditions were assumed to be homogeneous in regards to 
the superficial liquid and gas velocities, void fractions for both 
phases and uniformly distributed bubble size in accordance with 
the flow conditions described above. At the pipe outlet, a relative 
average static pressure of zero was specified. A three-
dimensional mesh containing hexagonal elements was generated 
resulting in a total of 30000 elements covering the entire pipe 
domain. Reliable convergence was achieved within 400 iterations 
for a satisfied convergence criterion based on the RMS (Root 
Mean Square) residuals of 1.0e-4 and for a physical time scale of 
the fully implicit solution method of 0.01 s.  
 
Results and Discussion 
The local radial profiles of the void fraction, interfacial area, 
bubble Sauter mean diameter, vapour and liquid velocities at two 
axial locations of z/D = 6.0 and 53.5 are predicted through the 
two-fluid and population balance models. 
  
Figure 1 shows the void fraction distributions at the two axial 
locations for the measured data and results obtained from the 
various coalescence and breakage models employed in the 
average bubble number density transport equation. In isothermal 
gas-liquid bubbly flows, Serizawa and Kataoka [15] classified the 
phase distribution patterns into four basic types of distributions: 
“wall peak”, “intermediate peak”, “core peak” and “transition”. 
The void fraction peaking near the pipe wall represented the flow 
phase distributions caused by the typical “wall peak” behaviour. 
From these results, it was observed that a well–developed wall 
peaking occurred further downstream at the axial location of z/D 
= 53.5 (near the exit) instead at the location of z/D = 6.0 (near the 
inlet). The three model predictions of the radial void fraction 
distributions could be seen to capture the similar behaviour trends 
with the measurements very well at these two locations. 
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Figure 1. Local predicted and measured void fraction profiles at z/D = 6.0 
and 53.5.  
 
Figure 2 illustrates the interfacial area concentration distributions 
for the respective two axial locations for the measurements and 
the three model predictions. The measured data followed the 
similar profile as the void fraction distribution as stipulated in 
Figure 1. From these results, the three coalescence and breakage 
models compared very well with the experimental data. 
Nevertheless, the bubble Sauter mean diameter distribution in 



 

Figure 3 was better predicted by Yao and Morel [6] model at z/D 
= 53.5 in comparison to the model predictions made by Wu et al. 
[4] and Hibiki and Ishii [5].  
 
Figures 4 and 5 show the local radial vapour and liquid velocity 
distribution at the two axial locations. The introduction of 
bubbles into the liquid flow had the tendency to flatten the liquid 
velocity profiles with a relatively steep decrease close to the pipe 
wall. The same behaviour was also observed for the gas velocity 
profiles. Overall, all the three model predictions of the gas and 
liquid velocities were in satisfactory agreement with 
measurements. 
 
Conclusions 
A two-fluid model coupled with population balance approach is 
presented in this paper to handle isothermal gas-liquid bubbly 
flows. The average bubble number density transport equation was 
formulated and implemented in the CFD code CFX5.7 to 
determine the temporal and spatial geometrical changes of the 
gas bubbles. Coalescence and breakage mechanisms by Wu et al. 
[4], Hibiki and Ishii [5] and Yao and Morel [6] were assessed 
against experiments performed at Prudue University. Satisfactory 
agreements were achieved for the void fraction, interfacial area 
concentration, bubble Sauter mean diameter and gas and liquid 
velocities against measurements.  
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Figure 2. Local predicted and measured interfacial area concentration 
profiles at z/D = 6.0 and 53.5. 
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Figure 3. Local predicted and measured bubble Sauter mean diameter 
profiles at z/D = 6.0 and 53.5. 
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Figure 4. Local predicted and measured gas velocity profiles at z/D = 6.0 
and 53.5. 
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Figure 5. Local predicted and measured liquid velocity profiles at z/D = 6.0 
and 53.5. 
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Abstract

Results are reported for a two-dimensional numerical investi-
gation of the effect of various semi-circular blockages on the
laminar flow between two plates, for Reynolds number between
50 and 3000, and blockage ratio ranging from 0.05 to 0.9. The
study is undertaken with the intention of providing a fundamen-
tal understanding of blockage effects in arterial constrictions,
or stenoses. The results with blockage ratio of 0.5 compare
favourably with previous work on the flow over a backward-
facing step. The two-dimensional parameter space for Reynolds
number and blockage ratio is also mapped out. The analysis
suggests that the onset of three-dimensionality of the flow is
likely to be closely matched with that previously established for
backward-facing step flow. Flow phenomena associated with
blockage ratios above and below the customary half-blockage
are summarised, including smaller-than-expected flow separa-
tion lengths for lower blockages, and vortex shedding and un-
usual structures within the recirculation zones for higher block-
ages.

Introduction

The study of blockage effects in internal flows has typically
focused on determining correction factors for small blockage
ratios in wind tunnels. The standard study of the flow over a
backward-facing step closely matches a half-blocked flow, but
such studies tend to be more interested in the various instabil-
ities that occur in the flow, rather than on any effects the step
height may have. This study examines the flow behaviour be-
tween two flat plates, with the addition of a semi-circular block-
age, of variable size, attached to one side. The blockage ratio is
defined as b = r/D, where r is the radius of the semi-circular
blockage and D is the distance between the two plates. Figure 1
shows one of the computational meshes used, with a blockage
ratio of 0.7. Such a study has particular relevance to the flow
through arterial constrictions, but also to industrial applications
involving pipe flow.

Figure 1: Computational mesh, showing macroelements, used
for blockage ratio = 0.7.

The subject of this study bears much similarity to the flow over
a backward-facing step, of which there is a far greater avail-
ability of literature. This is due to the fact that it offers one
of the simplest and most well-defined occurrences of separated
flow. The standard test-section geometry is well-known, con-
sisting of a channel with a sudden expansion. This expansion
causes an immediate separation of the flow, along with the ap-
pearance of a recirculation zone. The work of Armaly et al.
[1] offers a detailed review of the subject, including an experi-
mental investigation with a fixed expansion ratio of 0.516, and
Reynolds numbers ranging through the laminar, turbulent and
transitional regimes. With increasing Reynolds number in the
laminar regime, the length of the first recirculation zone also in-

creased, and was accompanied by the appearance, downstream,
of more recirculation zones on alternating sides of the channel.
Three-dimensional effects were also observed.

Numerical studies of the problem, as in [2, 3, 4], give
good accounts of the development of unsteadiness and three-
dimensionality in the flow, and are important in determining the
limitations of two-dimensional analyses. The work of Williams
and Baker [10] is particularly useful, in its comparison of
two and three-dimensional numerical simulations of backward-
facing step flow. For the geometry used in the present two-
dimensional study, the exact onset of three-dimensionality in
the flow is unknown and must be kept in consideration. The
work of Thangam and Knight [8] seems to present the only
study of the effects of step height. They found a strong depen-
dence of recirculation length on step height, with a Reynolds
number based on the width of, and maximum velocity in, the
small inlet, before the expansion.

An investigation focusing on higher blockage effects was car-
ried out by Sahin and Owens’ [6], but it used the geometry of
a freely suspended cylinder between two plates, and was more
interested in how the problem related to cases of unbounded
flow past cylinders. Although the geometry bears only a limited
similarity to this study (it is symmetrical and creates a wake
consisting of twin vortices) Sahin and Owens work showed that
the proximity of the walls would increase the critical Reynolds
number at which shedding would occur. Also of some interest is
the work of Marquillie and Ehrenstein [5], which examines the
flow over a bump on a flat plate. Their work, having no blockage
effects, showed that at high Reynolds number, the flow became
unsteady, with smaller zones of recirculation shedding off the
end of the main recirculation zone.

This paper will firstly give a brief outline of the method used
in the study, followed by a description of the various flow be-
haviours occurring over the parameter space.

Method

Problem Definition

Figure 1 shows a section of the macro-element mesh used for
the cases run with blockage ratio of 0.7. Similar meshes were
produced for blockage ratios from 0.05 to 0.9. The Reynolds
number is based on the hydraulic diameter (2D) and is de-
scribed by:

Re =
2DUave

ν
(1)

where Uave is the average flow velocity between the plates at
inlet and ν denotes the kinematic viscosity. Data cited from
other studies have been rescaled to fit this Reynolds number
definition. A fully-developed Poiseuille profile, with a non-
dimensionalised average velocity of 1, and a peak of 1.5, was
prescribed at the inlet, such that:

U = 6y(1− y) (2)

where the bottom and top walls are placed at y=0 and y=1, re-
spectively. The inlet was placed six plate widths (6D) upstream



of the bump, and the outlet 25 widths downstream. Increasing
distances beyond these values produced no discernible effect on
the near-wake behaviour.

Tests were done over a broad range of Reynolds number, with
the main restriction being the higher velocities generated over
the semi-circular blockage. Blockage ratios ranging from 0.05
to 0.9 were used. For the lower blockage ratios, runs were
made for Reynolds numbers ranging from 50 to 3000, whilst
for higher blockages the upper limit was more restricted. The
maximum Reynolds number achieved for the blockage ratio 0.9
was 500. This highlights a limitation of the two-dimensional
analysis. For the flow between two flat plates, the transition to
turbulence is known to begin when Re ≈ 2000. In addition to
this, the constriction of the flow over the blockage will act as an
additional tripping mechanism for transition.

Numerical Method

The investigation employed a spectral-element method. Previ-
ously, the software for this method has been successfully used
and validated in the prediction of wake flows past rings [7]
and circular cylinders [9]. The spectral-element code uses high-
order Lagrangian polynomial interpolants to approximate the
solution variables for each element. Generally, a grid resolution
of 49 (7× 7) nodes per element was used, however for higher
blockages and Reynolds numbers, elements comprising of 8×8
nodes per element had to be employed, to properly resolve parts
of the flow field. Recirculation lengths and downstream vortic-
ity profiles were the flow field characteristics used to analyse
the effect of grid resolution. Increasing the nodal concentrations
beyond the levels described produced no discernible effect.

Results

Flow Separation Length

Figure 2 shows the streamlines for the flow over a blockage of
0.5, at Re = 1000. This geometry is the closest to the classic

Figure 2: Streamlines for b = 0.5 and Re = 1000.

backward-facing step case and the flow behaved much as ex-
pected. For this case, two flow separation zones (FSZ’s) can be
seen: immediately after the blockage, and then on the top wall,
beginning near where the flow reattaches on the bottom. The
initial FSZ is formed by the sudden expansion at the blockage,
and the subsequent adverse pressure gradient along the back
half of the blockage. The length of this initial flow separation
zone, L, serves as an effective way of characterising the flow
behaviour. The end of the first recirculation zone, L, was de-
termined by locating where the line of zero velocity, emanating
from the flow separation point at the blockage, met the lower
wall. Dividing by the blockage height, r, normalises the recir-
culation length for different blockage ratios.

For this blockage size and up to Re ≈ 400, the recirculation
length matched well with the data of previous studies. Above
this point, the two-dimensional computational results give a re-
circulation length lower than previous experimental results for a
backward-facing step [1]. Williams and Baker [10] have exam-
ined this problem previously in their investigation of two and
three-dimensional numerical simulations for backward-facing
steps. They found that the flow became three-dimensional at
Re ≈ 400, and that recirculation lengths calculated from these
three-dimensional results, more closely matched the experi-
mental results of Armaly et al. [1]. The onset of this three-

dimensionality can be put down to the effect of the sidewalls
of the experimental apparatus. Hence, regardless of any effect
caused by the different two-dimensional geometries , a diver-
gence between the experimental and two-dimensional results at
this Reynolds number is not wholly unexpected. Data is not
available on when the two dimensional flow may become three-
dimensional for the other blockage ratios, but the 0.5 blockage
gives us some guide.

Figure 3 shows a plot of all normalised recirculation lengths
for all blockages. Also depicted on the graph are the results of
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Figure 3: Plot of normalised recirculation length (L/r) against
upstream Reynolds number (Re).

Armaly et al. [1], up to Re = 1200, where they observed the
transitional flow regime beginning. The divergence at Re≈ 400
between the two data sets, at which the flow is thought to be-
come three-dimensional, can be clearly seen, and bears a strong
similarity to the comparisons made by Williams and Baker [10].
Excepting the lower blockage ratios, the data sets for each ratio
appear to follow a similar curve, meaning the normalised recir-
culation length is largely a function of upstream Reynolds num-
ber. The work on step-height effects for a backward-facing step
flow by Thangam and Knight [8] showed a much greater depen-
dence on step height, or blockage size. However, the Reynolds
number in that study was referenced to the maximum veloc-
ity before the step, which did not change with the step height.
In this study, the comparable velocity, by continuity, is depen-
dent on the blockage size. For this geometry, referencing the
upstream velocity and channel width for the Reynolds number,
yielded the most useful form of figure 3.

The lower blockage ratios, 0.05, 0.1 and 0.2, produced recir-
culation lengths lower than those for higher blockages. These
results can largely be put down to the low fluid velocities at
these blockage heights. If we examine equation 2, at y = 0.05,
it returns Uy=0.05 = 0.285Uave. At these heights, the more rapid
parts of the fluid flow over the blockage are largely unperturbed.
The low fluid velocity in the vicinity of the blockage results in
a smaller recirculation zone. A similar effect is either masked
or not reproduced at b = 0.9, since the the entirety of the fluid
flow is forced through the tiny gap, meaning a very high velocity
around the blockage. Using the local U velocity at the blockage
height, calculated by equation 2, as the reference velocity for
the Reynolds number, concentrates the results on figure 3 into
a slightly smaller band, but doesn’t allow for an easy compari-
son with other studies and geometries, such as backward-facing
steps.

Wake behaviour

Apart from the behaviour of the initial flow separation length,



there were other flow phenomena observed in the parameter
space. As observed in many backward-facing step studies, the
appearance of a second FSZ on the upper wall, near the end
of the initial FSZ, would occur as the Reynolds number was
increased. This secondary zone results from another adverse
pressure gradient, produced when the flow expands near the end
of the first recirculation zone. It was found that the secondary
zone of recirculation could only be produced with blockages of
0.3 and greater. For b = 0.3, the secondary zone appeared at
Re ≈ 2200, and for b = 0.9, at Re ≈ 60. By a similar mecha-
nism, a third zone of recirculation could be produced, but only
for b≥ 0.6. No third recirculation zone is observed for b = 0.5,
which is in contrast to the work of Armaly et al. [1], who ob-
served the third recirculation zone for Reynolds numbers be-
tween 1200 and 2300. However, this experimental range falls
within the transitional regime, which is not accounted for in the
present two-dimensional investigation. Figure 4 presents a map
of the parameter space, presenting the boundaries over which
various phenomena occur. It includes the boundaries at which
the second and third recirculation zones begin to appear. It is
important to note that data is only known at 0.1 blockage inter-
vals, boundary lines are fitted to those data and the precise criti-
cal Reynolds number for each phenomenon may not be known.
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Figure 4: Map of wake behaviour over Reynolds number and
blockage. Lines indicate the boundaries of each wake be-
haviour. Data points are also plotted.

Those data points labelled “mini-FSZ” denote the appearance at
the end of the initial recirculation zone of a vortex structure, not
observed in the previously cited backward-facing step investi-
gations. This steady vortex structure is never apparent with the
0.5 blockage ratio, which is the closest geometry to the standard
backward-facing step. The vortex structure makes a brief ap-
pearance with the 0.6 blockage ratio, at Re ≈ 1500. Increasing
the Reynolds number to 1800, produces vortex shedding from
the blockage. The phenomenon is best observed with the 0.7
and 0.8 blockage ratios. Figure 5 shows plots of the vorticity at
b = 0.7 and Re = 400,800,1200,1600.

The first instance, at Re = 400, is located below the relevant
boundary on figure 4, and the steady vortex structure is not im-
mediately apparent. The next three instances clearly depict the
appearance of the vortex structure at the end of the first recircu-
lation zone. The structure seems to consist, initially, of a single
smaller zone of recirculating flow, just behind the point at which
the flow reattaches to the bottom wall. As the Reynolds number
increases, a second smaller recirculating zone can be seen, par-
ticularly for Re = 1200. At Re = 1600, a third zone is apparent
indicating that a series of these zones is developing upstream,
as the Reynolds number is increased.

Figure 5: Visualisation of the vorticity field, at b = 0.7 and Re =
400,800,1200,1600.

Figure 6, on the following page, shows a close-up of another
instance of this vortex structure, this time at b = 0.8 and Re =
1000. Total velocity vectors are overlaid on the vorticity field
to give a better indication of the flow behaviour. The vortex
structure here seems quite complex. A series of three mini-
recirculations is apparent and even the hint of a fourth is present.
Closer inspection reveals the presence of further, even smaller
recirculations, or mini-flow separation zones, between the ob-
vious ones in figure 6, closer to the bottom wall. If we examine
the very end of the first major recirculation zone, there exists
a high reverse velocity back along the bottom wall. This flow
seems to quickly separate, precipitating the appearance of the
first smaller recirculation zone. Figures 5 and 6 suggest that
an increase in Reynolds number promotes the continued devel-
opment of the vortex pattern, right up until the onset of vor-
tex shedding from the blockage. The steadiness of this vortex
structure was initially surprising. Tests were performed and the
steady state did not respond to small perturbations in the flow,
higher mesh resolutions or longer outlet lengths.

The points labelled “shedding” on figure 4 represent those sim-
ulations where the flow sheds vortices from the blockage. The
different vortex dynamics, on and above the corresponding
boundary, have not yet been fully analysed. In comparison to
Sahin and Owens work [6], the onset of shedding is delayed
to a much higher Reynolds number (Re ≈ 1800, rather than
Re ≈ 340). This is to be expected, as there is only one large
vortex forming behind the asymmetric blockage of this study,
as compared to the far more unstable twin vortices behind the
cylinder in Sahin and Owens’ study. There is a possible compar-
ison here, in the occurrence of delayed shedding. The proximity
of the top wall to the blockage may be having a suppressing ef-
fect on shedding, much as the proximity of the two walls does
on the the shedding from the Sahin and Owens cylinder [6].
Looking again at figure 4, we see that, up to the 0.5 blockage,
the gradient of the boundary for the appearance of shedding, at
least partially, continues in the boundary for the appearance of
the apparent new vortex structure in the initial flow separation
zone. The appearance and growth of this structure in the initial
flow separation zone as Reynolds numbers and blockage ratios
increase, may indicate an increasing, yet delayed, propensity
for shedding to begin.

If we consider that Armaly et al. observed the transition to tur-
bulence commencing at Re = 1200 for a 0.5 blockage ratio on a
backward-facing step [1], we could reasonably surmise that the
critical Reynolds number for transition would be even lower for
higher blockage ratios. The blockage’s effectiveness as a trip-
ping mechanism would only increase with the size of the block-
age. Taking this into consideration, it is possible the instability
in the initial flow separation zone, as shown in figure 6, only oc-
curs above where the transition to turbulence would occur. The
instability may be an indication that the flow at these Reynolds
number is no longer two-dimensional and perhaps the same vor-
tex structure would not be reproduced in any three-dimensional



Figure 6: Close-up of the end of the initial FSZ for b = 0.8 and Re = 1000. Vorticity is plotted, with total velocity vectors overlaid.

simulations or experiments. Work on the similarities and differ-
ences between two and three-dimensional simulations for high
blockage ratios, similar to that by Williams and Baker [10] on a
backward-facing step of 0.5 blockage ratio, is not available and,
for now, can only be estimated.

Conclusions

A numerical investigation of the two-dimensional laminar flow
over semi-circular blockages has been carried out. Comparisons
have been made with studies of the flow over a backward-facing
step, which bears several similarities to the geometry used in
this study. The results for b = 0.5 compared favourably with
the experimental work of Armaly et al. [1] and the numerical
simulations of Williams and Baker [10]. The lengths of the ini-
tial flow separation were closely matched with the experimental
work, up to Re≈ 400, where the onset of three-dimensionality
is thought to occur. Excepting the smaller blockage ratios, for
a constant upstream Reynolds number, the normalised recircu-
lation lengths seemed to all behave similarly. For blockage ra-
tios equal to or less than 0.2, it was found that the low veloci-
ties around the blockages, close to the channel wall, resulted in
a smaller initial recirculation zone. At higher blockage ratios,
the reduction in area and the resultant high velocity through the
constriction masked or cancelled out any similar effect.

For blockage ratios of 0.4 and greater, vortex shedding from
the blockage was observed for higher Reynolds numbers. For
blockage ratios of 0.6 and greater the appearance of a vortex
structure at the end of the first recirculation zone was observed,
before the onset of shedding. It was postulated that the appear-
ance of this vortex structure was an indication of delayed or
suppressed shedding. Whether the same vortex structure will
be reproduced in any three-dimensional simulations or experi-
ments is currently under investigation.
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Abstract 
Current expertise in air-water flow properties in turbulent flows 
is limited to low to moderate Reynolds numbers and a few types 
of surfaces (roughness). Highly turbulent air-water flows 
cascading down a large-size stepped spillway model were 
systematically investigated with a 22o slope. Several stepped 
configurations were tested and turbulence manipulation was 
conducted to enhance interactions between skimming flows and 
cavity recirculating regions. Systematic experiments were 
performed with 3 new configurations to complement an initial 
study [6] with another three configurations. Turbulence modifiers 
(vanes or longitudinal ribs) were observed to have a strong 
influence on the air-water flow properties, with wakes or low-
speed streaks observed above each vane. 
 
Introduction  
Numerous studies of turbulent flows over rough surfaces were 
conducted with different approaches [1,10,14]. However, only a 
limited number of the published papers refer to highly turbulent 
flows associated with strong free-surface aeration [3,7]. One such 
flow situation is a high velocity open channel flow skimming 
down a stepped canal (Figure 1). This type of channel design is 
common for overflow spillways of gravity and embankment 
dams [4]. Most structures were designed with flat horizontal 
steps but some included devices to enhance energy dissipation 
[6]. There may be some analogy between skimming flows over 
stepped chutes and skimming flows above large roughness 
elements, including boundary layer flows past d-type roughness. 
Chanson and Toombes [7] presented new experimental evidence 
for the former. Djenidi et al [10] provided a comprehensive 
review of the latter configuration, while Aivazian [1] studied 
zigzag strip roughness. Mochizuki et al [13,14] studied turbulent 
boundary layer past d-type roughness with thin longitudinal ribs. 
Despite conflicting interpretations of their data, their experiments 
demonstrated some turbulence manipulation by interfering with 
the recirculation vortices.  
Chanson and Gonzalez [6] demonstrated a strong influence of the 
vanes on the air-water flow properties of both free-stream and 
cavity recirculation flows, as the vanes prevented the spanwise 
translation of cavity recirculating eddies and contributed to the 
development of low speed streaks above each vane. They also 
suggested that the microscopic air-water flow structure 
(bubble/droplet distribution and clustering) was affected by the 
presence of vanes possibly leading to form drag and energy 
dissipation enhancement. Their results hinted that more intricate 
vane arrangements could disturb further the flow. 
This paper presents the result of an investigation into the effects 
at microscopic scales of several vane configurations. The 
experiments were conducted in a large stepped channel equipped 
with 3 new vane arrangements operating with Reynolds numbers 
between 4 and 9 E+5 (Figure 1, table 1). Interactions between 
free surface and cavity recirculation, as well as turbulence 
manipulation were systematically investigated in skimming flow 
regime. 
 
Experimental Facilities 
New experiments were conducted at the University of 
Queensland in a 3.3 m long, 1 m wide, 21.8º slope chute for flow 

rates ranging from 0.10 to 0.22 m3/s corresponding to a 
skimming flow regime with Reynolds numbers between 4 and 9 
E+5 (table 1).  
The water supply pump was controlled by an adjustable 
frequency AC motor drive. This enabled for the accurate control 
of the closed circuit system. Waters were supplied from a feeding 
basin (1.5 m deep, surface area 6.8 m × 4.8 m) leading to a 
sidewall convergent with a 4.8:1 contraction ratio. The test 
section was a broad-crested weir (1 m wide, 0.6 m long, with 
upstream rounded corner (0.057 m radius) followed by ten 
identical steps (h = 0.1 m, l = 0.25 m) made of marine ply (Figure 
1). The stepped chute was 1 m wide with perspex sidewalls 
followed by a horizontal concrete-invert canal ending in a 
dissipation pit. For three series of experiments, vanes 
(longitudinal thin ribs) were placed among the step cavities in 
different configurations to modify turbulence and possibly to 
enhance energy dissipation (Figure 2, table 1). 

 
Figure 1. Skimming flow down a stepped chute (h = 0.1 m) 
(Configuration 3 dc/h = 1.3, Re = 7.3 E+5). Left: side view. 
Right: Top view with flow from top to bottom. 
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Figure 2. Sketch of a stepped invert with energy dissipation 
enhancers.    
 
Clear-water flow depths were measured with a point gauge and 
air-water flow properties with a double-tip conductivity probe (∅
= 0.025 mm) designed at the University of Queensland [2] 
(Figure 3). The probe sensors were aligned in the free-stream 
flow direction. The leading tip had a small frontal area (i.e. 0.05 
mm2) and the trailing tip was offset to avoid wake disturbance 
from the first tip. Tests showed the absence of wake disturbance 
during all experiments [2].  
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An air bubble detector (UQ82.518) excited the probe and its 
output signal was scanned at 20 kHz for 20 s. The translation of 
the probes in the direction normal to the channel invert was 
controlled by a fine adjustment travelling mechanism connected 
to a MitutoyoTM digimatic scale unit. The error on the vertical 
position of the probe was less than 0.025 mm. The accuracy on 
the longitudinal probe position was estimated as ∆x < +/- 0.5 cm. 
The accuracy on the transverse position of the probe was less 
than 1mm. Flow visualizations were conducted with high-shutter 
speed digital still and video cameras. 

 
Figure 3. Sketch and photo of the double-tip conductivity probe 
and corresponding binary signal.  
 
Measurements were performed at step edges and between 
adjacent step edges within the main flow stream and into the 
recirculation cavity region observed below the pseudo-bottom 
formed by the step edges. For the stepped configurations with 
vanes, measurements were conducted at spanwise locations z/b = 
0, 0.25 & 0.5, where z is the spanwise direction with z = 0 at the 
centre of the channel above an arrangement of vanes and b is the 
spacing between vanes (Figure 2). 
 

Reference θο qw 
(m2/s) 

h 
(m) Re Remarks 

(1) (2) (3) (4) (5) (6) 
Chanson & 
Gonzalez [6] 21.8 0.1 to 

0.22 0.1 4E+5 to 
8.7E+5 

L=3.3 m, 
W=1m 

Config. 1 b=W=1m (no vane) 
Config. 2 b = W/4 = 0.25 m (3 vanes in line)[6] 
Config. 4 b = W/8 = 0.125 m (7 vanes in line)[6] 
Config. 5 b = W/8 = 0.125 m (7 vanes in zigzag)[6] 

Present Study 21.8 0.1 to 
0.22 0.1 4E+5 to 

8.7E+5 
L=3.3 m,  
W=1 m 

Config. 3 b=W/4=0.25m(3 vanes in zigzag every step) 
Config. 6 b=W/8=0.125m(7 vanes in line every 2 steps) 
Config. 7 b=W/8=0.125m(7 vanes in zigzag every 2 steps) 
Notes: h : step height; W chute width; L : chute length 

Table 1. Detailed experimental investigations on moderate slope 
stepped chutes with turbulence manipulation. 
 
Data Analysis 
The probe sampled data that provided information about the void 
fraction, bubble count rate, velocity, turbulence intensity, and 
air/water chord length distributions [5,10]. The void fraction or 
air concentration C is the proportion of time that the probe tip is 
in the air. The bubble count rate F is the number of bubbles 
impacting the probe tip. The bubble chord length provides 
information on the air-water flow structure. With a double-tip 
conductivity probe, the velocity measurement is based upon the 
successive detection of air-water interfaces by both tips. 
In turbulent air-water flows, the detection of all bubbles by each 
tip is highly improbable and it is common to use a cross-
correlation technique [9]. The time average air-water velocity 
equals: 

                                             
T
x∆

=V                                          (1) 

where ∆x is the distance between tips and T is the time for which 
the cross-correlation function is maximum. The turbulent 
intensity may be derived from the broadening of the cross-
correlation function compared to the autocorrelation function: 

T
tTTu
22

851.0 ∆−∆
⋅=                        (2) 

where T is a time scale satisfying : Rxy(T+∆T) = 0.5*Rxy(T), Rxy 
is the normalized cross correlation function, and t the 
characteristic time for which the normalized autocorrelation 
function Rxx equals 0.5 [5]. Thin skewed cross-correlation 
functions correspond to small variation in the interfacial velocity, 
hence small turbulent levels. Broad cross-correlation functions 
imply large turbulence levels. 
Chord sizes may be calculated from the raw probe signal outputs. 
The results provide a complete characterization of the stream 
wise distribution of air and water chords. In turn information on 
the flow structure may be analyzed in terms of particle clustering 
and grouping [7]. In this study, two air bubbles are considered to 
be part of a cluster when the water chord separating the bubbles 
is less than one tenth of the mean water chord size. The 
measurement of air-water interface area is a function of void 
fraction, velocity, and bubble sizes. For any bubble shape, bubble 
size distribution and chord length distribution, the specific air-
water interface area a defined as the air-water interface area per 
unit volume of air and water may be derived from continuity: 

 
V
Fa ⋅= 4                (3) 

where F is the bubble count rate and V the velocity. 
 
Flow Observations 
Skimming flows look similar to self-aerated flows down smooth 
chutes (Figure 1). At the upstream end, the flow was smooth and 
transparent. However, a bottom boundary layer developed. When 
the outer edge of the boundary layer reached the water free 
surface, turbulence induced strong aeration. Downstream of the 
point of inception of air entrainment, air-water flow became fully 
developed and “white waters” were observed. Strong exchanges 
of air-water and momentum occurred between the main stream 
and the atmosphere. Intense cavity recirculation was observed 
also below the pseudo-invert formed by the step edges. The air-
water flow mixture consisted of a bubbly region(C < 30%), a 
spray region (C > 70%) and an intermediate zone in between. 
Observations from the sidewall showed some effects of the vanes 
on cavity recirculation. Vanes appeared to be subjected to strong 
pressure and shear forces. Fluctuations seemed to be of the same 
period and in phase with cavity fluid ejections reported by 
Djenidi et al. [10] for d-type roughness  and Chanson et al. [8] for 
stepped chute flows. Longitudinal troughs above the vanes were 
also observed possibly associated with wakes or quasi-coherent 
low speed streaks occurring immediately above each vane. 
 
Air-Water Flow Properties 
A detailed comparison of measured air-water flow properties 
obtained at z/b = 0, 0.25 and 0.5 for stepped configurations with 
vanes was conducted and compared with data for a stepped 
geometry without vanes. Figure 4 presents typical results of air 
concentration C and velocity V/V90 for configurations 6 & 7 at 
step edge 9, where y is the distance normal to the pseudo-bottom 
formed by the step edges, Y90 the distance where C = 0.90 and 
V90 is the air-water flow velocity at y =Y90. 
Void fraction distributions observed in Figure 4 suggested 
negligible effects of the vanes on the rate of air entrainment. 
Velocity measurements at all transverse positions for each vane 



 

configuration showed some marked difference in presence of 
vanes within y/Y90 < 0.6 to 0.7 demonstrating that the effect of 
the vanes was not limited to the cavity flow but extended into the 
mainstream, result that is consistent with a wake region observed 
nearby the wall of each vane.  
Figure 5 presents velocity V/V90 and turbulence intensity Tu 
distributions obtained for configurations 1 & 7 (7 vanes in zigzag 
every 2 steps) between step edges 9 and 10 (step cavity without 
vanes). Results hinted that the streamwise effects of vanes are 
limited to one downstream cavity as hardly any difference in 
velocity and turbulence intensity could be observed despite the 
presence of vanes. 
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Figure 4. Void fraction and velocity distributions at step edge 9 
(dc/h=1.5). Comparison between Configuration 1 (No vane) and 
every configuration including 7 vanes (Config. 4,5,6,7). 
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Figure 5. Turbulence intensity and velocity distributions at one 
quarter of the distance between step edges 9 and 10 (dc/h = 1.5). 
Comparison between Configuration 1 (No vane) and 
configuration 7 (7 vanes in zigzag every 2 steps). 
 
Flow Resistance and Energy Dissipation 
Flow resistance was calculated from the average friction slope [8] 
for all the configurations at z/b=0(above vanes), 0.25 and 0.5 
(table 2). Results are presented in Table 2 for all configurations. 
In average they implied equivalent Darcy friction factors of  0.16, 
0.21, 0.21 and 0.20 in average for no vane, 3 and 7 vanes inline 
and 7 vanes in line every 2 steps respectively and 0.22, 0.22 and 
0.21 in average for 3 and 7 vanes in zigzag and 7 vanes in zigzag 
every 2 steps respectively suggesting that the presence of vanes 
increased the flow resistance and the rate of energy dissipation. 
Maximum values of equivalent Darcy friction fe factors were 
observed for configurations with vanes in zigzag (Configurations 
3, 5 & 7). However, results of fe obtained for configuration 7 
were smaller than those corresponding to configuration 5. 

Air-Water Chord length Distributions 
In highly turbulent air-water flow, measurements with intrusive 
phase-detection probe, were analysed in terms of streamwise air 
or water structures bounded by air-water interfaces detected by 
the probe tip (Figure 3). Figure 6 presents probability distribution 
functions (PDF) of bubble chord sizes corresponding to 
configurations 1, 2 and 3 obtained below the pseudo-bottom 
formed by the step edges (y/h < 0). Figure 7 presents PDF of 
bubble chords for the same configurations in locations above the 
pseudo-bottom (y/h > 0) with similar void fractions. Results 
showed a greater number of bubbles detected in the mainstream 
(y/h > 0) and a broader range of bubble sizes at locations below 
the pseudo-bottom, in agreement with previous observations [7]. 
Note the differences between Figures 6 and 7, where the amount 
of bubbles detected in the mainstream (Fig. 7) were at least twice 
as much as that detected in the recirculation region (Fig. 6), for 
locations with very similar void fraction. The histogram mode 
(predominant bubble size) was between 0.5 and 1 mm for all 
configurations at both locations (y/h < 0 & y/h > 0) suggesting 
that the flow structure did not vary much for configurations 1, 2 
& 3 (No vane, 3 vanes in line and 3 vanes in zigzag respectively).  
 

 fe 
Conf. 1 2 3 

 No vane 3 vanes in line 3vanes in zigzag 

dc/h  z/b=0 z/b=0.25 z/b=0.5 z/b=0.25 z/b=0.5
1.1 0.1689 0.2384 0.1673 0.1863 0.1412 0.2118 
1.3 0.1756 0.236 0.1859 0.1728 0.1506 0.2867 
1.5 0.0924 0.3109 0.1446 0.1334 0.2075 0.2882 
1.7 0.211 0.2713 0.1911 0.2585 0.2253 0.227 

Conf 4 5  
 7 vanes in line 7 vanes in zigzag  

dc/h z/b=0 z/b=0.25 z/b=0.5 z/b=0.25 z/b=0&0.5  
1.1 - 0.1741 0.1704 0.1796 0.2377  

1.3 - 0.1699 0.1755 0.2051 0.3112  

1.5 0.2806 0.1649 0.1656 0.2105 0.2487  
1.7 - 0.1704 0.1628 0.2152 0.1696  

Conf 6 7  

 7 vanes in line 
every 2 steps 

7 vanes in zigzag every 
2 steps  

dc/h z/b=0 z/b=0.25 z/b=0.5 z/b=0.25 z/b=0&0.5  

1.1 0.2155 0.177 0.1807 0.1649 0.2047  

1.3 0.2579 0.167 0.191 0.1196 0.2364  

1.5 0.2659 0.1626 0.16 0.136 0.2306  

1.7 0.3735 0.1208 0.1626 0.207 0.3464  
Notes: dc: critical depth 
Table 2. Flow resistance estimates in air-water flows 
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Figure 6. Air-bubble chord length PDF. dc/h=1.5 between step 
edges 9 and 10 at X=0.25 and z/b=0.25 (y/h < 0). 
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Figure 7. Air-bubble chord length PDF. dc/h=1.5 between step 
edges 9 and 10 at X=0.25 and z/b=0.25 above pseudo-bottom 
(y/h > 0). 
 
Bubble Clustering 
For configurations 1 and 3, air-bubble and water-droplet 
clustering analyses were performed at several flow positions (e.g. 
from bubbly to spray region) and at different streamwise 
locations along the cavity (X = 0.25, 0.5 & 0.75). Results 
demonstrated consistency with previous studies [7,8] confirming 
that a great proportion of bubbles (typically 30%) clustered 
mainly in 2 particles. Despite recirculating eddy presence and 
mixing layer influence the flow structure did not vary much. 
 
Discussion 
Holmes et al [12] proposed the existence of pairs of counter-
rotating streamwise eddies next to the wall in turbulent boundary 
layers, associated with a region of reduced velocity in the stream 
direction. Above vanes, quasi-coherent wakes, somehow similar 
to low-speed streaks, were seen interfering with the main stream. 
It is believed that the effects of the vanes onto the main flow 
were two-fold. Firstly the presence of vanes prevented the 
spanwise development of large coherent structures in the step 
cavities (y/h < 0). Secondly they led to the appearance of 
longitudinal (streamwise) coherent “wake” structures in the 
mainstream flow (y/h > 0). Such coherent structures affects 
momentum exchange between cavity and stream flows, 
enhancing vertical mixing between recirculation zones and 
mainstream and hence the rate of energy dissipation. Such 
vertical mixing is characterized by irregular fluid ejections, 
turbulent bursts and sweeps. 
In terms of flow resistance maximum equivalent Darcy friction 
factors fe were found for configurations with vanes in zigzag 
(Configurations 3, 5 & 7). However, results obtained for 
configuration 7 were smaller than those corresponding to 
configuration 5. Based upon such finding, it is hypothesized that 
the behaviour of recirculating vortices is different for every vane 
arrangement. It is believed that, for configuration 7, the spanwise 
development of the recirculating eddies in the step cavities 
reappeared where no vanes existed (every 2 steps) inducing 
smaller flow resistance than configurations where the vortices 
remained confined in small cavities at all times (with vanes at 
each step). 
 
Conclusion 
Interactions between free surface and cavity recirculation, as well 
as turbulence manipulation were investigated in skimming flow 
regime down a stepped chute in a large facility operating with 
highly turbulent flows. Three new turbulence manipulation 
arrangements were tested and compared with previous data [6]. 
Results demonstrated that the vane arrangements influence in a 
different manner the air-water flow properties in both mainstream 
and recirculating region. Maximum flow resistance was observed 
for configurations with vanes arranged in zigzag while flow 
resistance for configuration 7 (zigzagged vanes placed every 2 
steps) was smaller than that corresponding to configuration 5 
(zigzagged vanes placed every step). 

Based upon presented results it is hypothesized that maximum 
flow resistance and greatest interfacial aeration are achieved with 
zigzagged geometries placed at each step, rather than inline vane 
arrangements. It is also suggested that more intricate geometries 
(e.g. zigzagged vanes every 2 steps) will not further flow 
resistance. This study provides new information on the complex 
structure of highly turbulent aerated flows and suggests that 
turbulence manipulation can be applied to stepped spillways to 
enhance energy dissipation and to aeration cascades to enhance 
re-oxygenation. 
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Abstract 
The performance of a generic surfboard fin is investigated in a 
cavitation tunnel to gain basic understanding of the viscous flows 
involved for future systematic experimental and computational 
studies.  Measurements of lift and drag forces, pitching moment 
and results of flow visualisation are presented.  Surface flow 
visualisation studies reveal relatively complex boundary layer 
transition and separation phenomena although lift and drag 
characteristics are virtually invariant with Reynolds number in 
the range tested.  A mixed two- and three-dimensional separation 
behaviour is observed at high incidence. 
 
Introduction 
Increasing competition and professionalism in the sport of wave 
surfing has created an increasing desire to improve equipment 
performance.  A project is underway at the Australian Maritime 
College (AMC) to investigate the performance of surfboard fins.  
The board’s fins provide the basis for control and 
manoeuvrability and for the purposes of this study involve the 
three-fin configuration typical of modern surfboards – as shown 
in Figure 1.  These consist of two cambered side fins and one 
symmetric centre fin.  The side fins are located near the edge of 
the surfboard at approximately 80% of the board length from the 
nose and the centre fin is located on the centreline at 
approximately 90% of the board length from the nose.  The side 
fins are canted outward at approximately 5 to 10° to maintain 
verticality in a turn whilst the centre fin is upright.  The side fins 
are also toed in approximately 4 to 8° to achieve zero lift 
incidence for linear motion.  Lift (or side force for manoeuvring 
of the surfboard) is produced by the combined effects of the 
centre fin and the fin on the inner side of the turn.  However the 
side fins, being cambered, produce most of the lift and are the 
subject of the present investigation.  They are typically of 
intermediate to low aspect ratio and have a moderately swept 
planform [5].  Foils typically have a thickness to chord ratio of 
approximately 10% with an arbitrarily curved low-pressure 
surface and a flat high-pressure surface.  The leading edges 
usually have a relatively small radius. 
 

 
 

Figure 1. Typical Modern Surfboard Fin Arrangement. 
 
There is currently no definitive information available on 
surfboard relative speeds and fin incidences and their dependence 
on wave size.  In the absence of this data it is estimated that 
speeds may reach 10 to 15 m/s.  Typical fin chords are of the 
order of 0.1m giving typical chord based Reynolds numbers, (Rn) 

between 105 to 106.  This is a range where transitional flow and 
separation effects are known to be significant.  Given the range 
and type of manoeuvres performed with surfboards it can be 
expected that the fins would operate over a wide range of 
incidence including stall.  Preliminary testing on production fins 
has shown that a range of viscous flow effects may occur 
including leading and trailing edge separation, laminar separation 
and laminar bubble bursting.  Testing has also shown that 
significant cavitation phenomena may occur, but this is beyond 
the scope of the present paper. 
 
Fins designs have to date been based on practical experience of 
surfboard and accessory manufacturers with significant emphasis 
on aesthetic considerations and perceived market expectations.  
Whilst there exists considerable published data on the 
performance of foil sections and lifting surfaces [5] and some 
specific studies [4] a literature survey has revealed little 
information on the performance of lifting devices with this range 
of flow parameters and geometry.  There is therefore 
considerable scope for characterising viscous and cavitating 
flows on surfboard fins and identifying how these are affected by 
foil geometry.  The ultimate objective of this work is to optimise 
fin designs for various Reynolds numbers and incidences.  The 
aim of the present investigation is to characterise performance of 
a lifting surface typical of a surfboard side fin and to gather data 
that may form the basis of more detailed investigation and 
optimisation using experiment and CFD.  Observations made 
include measurements of lift and drag forces, pitching moments 
and on- and off-body flow visualisation for characterisation of 
viscous flows. 
 
Experimental Overview 
 
Surfboard Fin Geometry 
A simple geometry representative of typical surfboard fins was 
chosen for the present study.  The test foil has an elliptical 
planform and a NACA 4 digit half section with a flat pressure 
surface.  The fin is swept by offsetting the 65% chord position on 
a 25° inclined generator line.  Geometric parameters are 
summarised in Table 1.  The fin was manufactured using 
numerically controlled machining from commercially available 
fibre reinforced plastic sheet and coated with a black coloured 
epoxy for contrast in flow visualisation tests. 
 

Span, S 0.12m 
Base Chord, c 0.1m 
Planform Area, A 0.00962m2

Sweep angle, Λ 25° 
Planform Elliptical 
Aspect ratio, AR 3 
Thickness/Chord, t/c 9% (constant) 
Section Half NACA 0009 
Leading edge radius 0.5% of c 

 
Table 1. Summary of Surfboard Fin Geometric Parameters. 



 

Cavitation Tunnel Experimental Set Up 
All tests where performed in the Tom Fink Cavitation Tunnel, a 
closed recirculating variable pressure water tunnel.  The test 
section dimensions are 0.6m x 0.6m cross section x 2.6m long.  
The velocity may be varied from 2 to 12m/s and the centreline 
static pressure from 4 to 400 kPa absolute.  Studies may involve 
the investigation of steady and unsteady flows, two-phase flows 
including cavitation, turbulence and hydro-acoustics.  Full details 
of the tunnel and its capabilities are given by Brandner and 
Walker [2]. 
 
The fin was mounted on a 0.16m diameter flush penetration on 
the ceiling of the test section 1.15m from the entrance to achieve 
a similar boundary layer thickness to that on a surfboard.  Typical 
surfboard lengths are 1.5m and for the expected Reynolds 
Number range a turbulent flat plate boundary layer thicknesses 
would be of the order of 0.02m assuming a 1/7th power law.  This 
gives a boundary layer thickness/fin span ratio of 1/6. 
 
Parameters measured during testing include tunnel pressure, 
velocity, temperature and dissolved oxygen content. Online 
instrumentation is used for automatic control of tunnel pressure 
and velocity as well as real time data monitoring and acquisition.  
The test section pressure is measured using 2 Rosemount Model 
3051C Smart absolute pressure transducers in parallel.  Test 
section velocity is derived from the contraction pressure 
differential measured using 2 Rosemount Model 1151 Smart 
differential pressure transducers in parallel.  One of each pressure 
transducer pair has a lower range to improve measurement 
precision at lower pressures and velocities respectively. The 
estimated precision of the absolute pressure measurement is 0.1 
kPa for pressures up to 120 kPa and 0.5 kPa for pressures up to 
400 kPa.  The estimated precision of the velocity measurement is 
0.05 m/s.  Water temperature is measured to 0.5°C accuracy 
using a Rosemount Model 244 temperature transducer.  Dissolved 
Oxygen content is measured using a Rosemount Model 499 
Dissolved Oxygen sensor.  Pitot tube pressures relative to the 
tunnel static pressure (as well as tunnel instrument pressures) 
were measured sequentially using a Validyne Model DP15TL 
differential pressure transducer via a Model 48J7-1 Scanivalve 
pressure multiplexer. 
 
Measurements of tunnel wall boundary layer profiles were made 
using a 1.6mm diameter Pitot tube, a wall static tapping and an 
automated traverse.  The velocity profiles closely follow those of 
the standard law of the wall for turbulent flow.  Measurements of 
lift, drag and pitching moment acting on the fin were performed 
using a six-component force balance developed at the AMC [1].  
Balance calibration data indicates a precision of 0.13 N for the 
three force components and 0.03Nm for the three moment 
components.  The fin incidence was set using the balance to an 
estimated absolute precision of 0.05°.  For the flow visualisation 
studies the incidence of the model could be set with an estimated 
precision of 0.25°. 
 
Experimental Procedure 
The following tests were performed: 
(i) Measurement of lift and drag forces and pitching moment; 
(ii) On body flow visualisation using oil flow tests; 
(iii) Off body flow visualisation using air injection. 
 
Measurements of lift, drag and pitching moment were made at 
incidence angles, α, varying between -6 to 26° in increments of 
1° and Reynolds Numbers between 2x105 to 106 in increments of 
2x105.  Reynolds Number is defined by νUcRn =  where U is 
the freestream velocity, c the fin base chord and ν the kinematic 
viscosity.  To investigate hysteresis effects measurements were 
made with both increasing and decreasing incidence for all 

Reynolds numbers tested.  The force balance is calibrated as a 
six-component linear instrument resulting in a 36 coefficient 
calibration matrix.  A circular penetration for model mounting is 
used for connecting the model to the measurement side of the 
force balance.  Forces acting on the penetration in addition to 
those on the fin are therefore measured.  The components other 
than lift, drag and pitching moment have been neglected as a 
result of this.  A tare correction has not been made to the drag 
measurement for the skin friction acting on the circular 
penetration.  Force balance outputs were recorded at 4 kHz and 
averaged over 4 seconds.  The forces and moments are non-
dimensionalised to give coefficients of lift, drag and pitching 
moment (measured about the base mid-chord) defined by 
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where L, D, and M are the lift, drag and pitching moment 
respectively, A the reference area (in this case the planform area 
of the fin) and ρ the fluid density. 
 
On-body flow visualisation was achieved by oil flow tests using a 
mixture of titanium dioxide powder and silicone oil.  
Considerable experience has been gained in this technique from a 
range of experiments as to the quantity of titanium dioxide and 
viscosity of silicone oil required.  A Typical mixture has a 1/10 
ratio of titanium dioxide powder to silicone oil by mass.  Silicone 
oils used have kinematic viscosities of 10, 100, 200, 500, 1000 
and 5000 centiStokes depending on the shear stress involved.  
For the present experiments the 500 centiStoke kinematic 
viscosity oil was used.  Tests were performed with the oil 
initially uniformly distributed for each incidence; the flow was 
then rapidly accelerated to the test velocity and the surface 
pattern allowed to reach equilibrium. 
 
Off-body flow visualisation was by air injection via a reverse 
Pitot tube located 0.85m upstream of the fin location inserted 
varying depths into the flow depending upon the features to be 
visualised.  Provided the bubbles are sufficiently small in 
diameter they are effective for flow visualisation or flow 
tracking.  A procedure for calculating relative bubble velocities 
based on bubble size, length scales and velocity is given by 
Brennan [3].  Small bubbles can be produced using a reverse 
Pitot tube provided its internal diameter is small (in this case 
approximately 0.3mm) and there is some turbulence present to 
promote break up of larger bubbles and minimise coalescence.  
The bubbles were illuminated using a 150W flood lamp and 
images recorded using a Nikon 300D 35mm SLR digital camera.  
Both on and off-body flow visualisations were performed at 
incidences of 4, 8, 12, 14, 16, 18, 20, 22 and 26° at Rn=4x105. 
 
Results 
 
Lift, Drag and Pitching Moment 
The variation of CL, CD and CM against α, with Rn a parameter, is 
shown in Figure 2.  Of particular interest are significant 
parameters of foil performance including the zero lift incidence 
for setting of fin angles on the surfboard, any discernible 
influence of the sharp leading edge, the lift slope and how this 
compares with published data, maximum lift and the type of stall. 
 
There is relatively little variation of the CL and CD curves with Rn 
except at Rn = 2x105 apart from an expected monotonic reduction 
in maximum CL with decreasing Rn.  There is a greater scatter in 
the data for the latter curves that can largely be attributed to 
estimated errors of the order of 10% at the lowest velocity.  
However, the break in the lift curve at around α=12 to 14° is 
characteristic of thin aerofoil stall behaviour associated with 
bursting of a laminar separation bubble at an intermediate 
incidence.  The zero lift incidence is essentially invariant with Rn 
in the range tested at approximately -3.5°, indicating that fin 



 

angles can be set regardless of anticipated velocity.  The lift 
curve slope is also essentially invariant with Rn and is 
approximately 0.05/° which compares closely with the classical 
data compiled by Hoerner [5] for an aspect ratio of 3 and reduced 
for sweep as indicated in [5].  The maximum CL varies 
approximately linearly with Rn and again compares closely with 
compiled data in [5] based on thickness and various aspect ratios.  
The lift curve peak is well rounded in all cases.  The presence of 
a relatively small leading edge radius does not appear to have any 
deleterious effects on the fin performance.  Measurements of 
both increasing and decreasing incidence showed essentially no 
effects of hysteresis or instability despite the complex nature of 
the flows involved. 
 
Off-body Flow Visualisation 
Results of off-body flow visualisations are presented in Figure 3 
for 8, 12, 16 and 20° incidences at Rn = 4x105.  The general flow 
pattern is dominated by the induced effect of the trailing tip 
vortex.  At α=4° (Figure 3a) the inward and outward deflection 
of streamlines on the suction and pressure sides respectively can 
be clearly seen with the tip vortex core just becoming visible.  
Greater spanwise deflection of the streamlines is apparent at 
α=8° (Figure 3b) with the tip vortex core clearly evident.  At 
α=12° (Figure 3c) the origin of the vortex core moves on to the 
suction surface of the foil inward of the tip.  A similar pattern is 
observed at α=16° (Figure 3d).  At α=20° (Figure 3e) bulk 
separation begins with a globally vortical nature about a point at 
approximately 60% span.  At higher incidences the flow becomes 
fully separated from the leading edge although the vortical nature 
of the flow remains about a point which moves toward the fin 
base as incidence increases. 
 
On-body Flow Visualisation 
Results of on-body flow visualisations are presented in Figure 4 
for 8, 12, 16 and 20° incidences at Rn = 4x105.  In contrast with 
the off-body visualisation the on-body visualisation indicates a 
general outward flow on the suction surface, driven by the 
pressure gradient associated with the foil sweep.  At α=4° 
(Figure 4a) the suction surface flow is laminar to about 40% 
chord and transitions without any laminar separation. 
 
At α=8° (Figure 4b) the prominent attachment line around 30% 
chord near the base indicates the presence of a laminar separation 
bubble over the forward part of the foil.  The flow at this 
incidence is essentially 2-D, with the extent of laminar flow 
decreasing forwards toward the tip.  The forward movement of 
the attachment line (and reduction in extent of laminar flow) near 
the base is due to interactions with the turbulent boundary layer 
on the tunnel wall.  A greater deflection of the surface 
streamlines indicates the presence of a secondary flow vortex in 
this interaction region.  The wall boundary layer interaction 
effects become progressively more pronounced as incidence 
increases (Figure 4(c) and (d)) and a localised region of trailing 
edge flow separation appears to develop at the base on the 
suction surface. 
 
A discontinuity in the attachment line develops near the tip at 
α=12° (Figure 4(c)) that is consistent with the off-body 
visualisation in Figure 3(c).  This indicates the appearance of a 
three-dimensional separation zone near the foil tip as the origin 
of the tip vortex moves inboard onto the suction surface.  These 
effects become pronounced at α=16° (Figure 4(d)).  At α=20° 
(Figure 4(e)) the surface visualisation exhibits a classical focus 
pattern associated with a spiral point of separation.  This tip stall 
phenomenon, which causes shedding of a part-span vortex sheet, 
is well known on aircraft with swept wings as described by 
Lighthill [6].  In this case the separation line issues from a saddle 
point separation at a part-span position (clearly evident in Figure 

4e).  The stall mechanism is therefore a combination of 
developing tip stall and localised trailing edge stall due to 
secondary flow interactions near the base. 
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Figure 2. Lift, Drag and Pitching Moment Coefficients as a Function of 

Incidence with Reynolds Number a Parameter. 
 
Conclusions 
The hydrodynamic performance of a generic surfboard fin has 
been investigated.  The measured forces and moments show 
relatively stable behaviour despite the presence of transitional 
flow with laminar separation at low Reynolds number.  On and 
off-body flow visualisation reveal the extent of laminar flow and 
the influence of the wall boundary layer and tip vortex flow.  
These reveal that stall occurs as a combination of secondary flow 
effects at the base and three-dimensional stall at the foil tip. 
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Figures 3a (Left) 
and 4a (Right) 
Off and On-body  
Flow Visualisation 
on the Suction 
Surface @ α=4°

 

 

Figures 3b (Left) 
and 4b (Right) 
Off and On-body  
Flow Visualisation 
on the Suction 
Surface @ α=8°

 

Figures 3c (Left) 
and 4c (Right) 
Off and On-body  
Flow Visualisation 
on the Suction 
Surface @ α=12°

  

Figures 3d (Left) 
and 4d (Right) 
Off and On-body  
Flow Visualisation 
on the Suction 
Surface @ α=16°

  

Figures 3e (Left) 
and 4e (Right) 
Off and On-body  
Flow Visualisation 
on the Suction 
Surface @ α=20°

  
Figure 3. Off-body Flow Visualisation on the Suction Surface Using Air 

Injection at α = 4, 8, 12, 16 and 20° Incidence for Rn=4x105. 
Figure 4. On-body Flow Visualisation on the Suction Surface Using Oil 

Flow at α = 4, 8, 12, 16 and 20° Incidence for Rn=4x105. 
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Abstract 
Hot wire measurements have been made in a turbulent boundary 
layer subjected to concentrated suction applied through a porous 
wall strip in order to examine the influence of suction on the 
small-scale motion. The suction results show significant 
departure from the no-suction case of the Kolmogorov 
normalised spectra and second-order structure functions for k*1 < 
0.2 and r* > 20, respectively, suggesting that suction induces a 
change in the small-scale motion. This change is a result of the 
weakening of the large-scale structures. The effect is enhanced as 
the suction rate is increased. 

 

Introduction  

The response of the large-scale motion to suction applied through 
a single narrow porous wall strip or slit has received some 
attention in the past [3,9,10,13]. For example, [3] studied the 
effect of concentrated wall suction, applied through a short 
porous wall strip, on a low Reynolds number turbulent boundary 
layer. They showed that, when the suction rate is sufficiently 
high, pseudo-relaminarisation occurs almost immediately 
downstream of the suction strip. Further downstream, transition 
occurs and is followed by a slow return to a fully turbulent state. 
Further, [9,10] showed that both the suction rate, σ (≡ Vwb / 
θoU1, where Vw is the suction velocity, b is the effective width of 
the strip, θo is the momentum thickness of the boundary layer at 
the leading edge of the porous strip with no-suction and U1 is the 
free stream velocity), and the momentum thickness Reynolds 
number, Rθ, played an important role in the relaminarisation 
process. They argued that the ratio Rθo / σ should not exceed a 
(as yet undetermined) critical value, if relaminarisation is to 
occur. Recently, the effect concentrated wall suction can have on 
the anisotropy of the Reynolds stress tensor was examined in 
[11]. Those results indicated that the large-scale motion of the 
boundary layer was significantly altered by suction, and that the 
global anisotropy of the layer increases with the suction rate. For 
example, they found that the shape of the structures near the wall 
changed from a cigar to a pancake-shape when suction is applied. 

The characteristics of the small-scale motion in a smooth wall 
turbulent layer have been examined by several authors [1,2,17]. 
The possibility of local isotropy at various Rθ (=U1θ/ν, where, θ 
and ν are the momentum thickness and kinematic viscosity of the 
fluid respectively) and the Taylor microscale Reynolds number 
Rλ (= (〈u1

2〉)1/2λ/ν, where u1 is the longitudinal velocity 
fluctuation, λ the longitudinal Taylor microscale, ν the viscosity 
of air) has spawned the introduction of various criteria for local 
isotropy [4,6,8,19]. For example, [19] used S/〈(∂u/∂y)2〉1/2 (where, 
S≡∂U/∂y) for characterising the anisotropy of the small-scale 
motion and suggested that this ratio should not depend on the 
Reynolds number in the near-wall region. Using direct numerical 
simulations of a fully developed channel flow, [1] showed that 
the magnitude of Rλ should have little effect on the degree of 
isotropy at sufficiently high wave number provided 
S*(≡S/(〈ε〉/ν)1/2, where 〈ε〉 is the mean turbulent energy 
dissipation rate) is sufficiently small. They argued that the 

Corrsin criterion is too restrictive and may be relaxed to S* ≤ 0.2, 
provided the high wave number vorticity spectra approach 
isotropy. However, the general consensus is that local isotropy is 
best satisfied at high Rθ and Rλ. Since changes in the boundary 
conditions affect Rθ, it would be of interest to determine if and 
how these changes influence the small-scale motion. 

The main objective of the present study is to examine the 
influence of wall suction on the small-scale motion. 
 
Measurement Details 
Measurements were made in a smooth flat plate turbulent 
boundary layer, which is subjected to concentrated suction 
applied through a short porous strip. The turbulent boundary 
layer develops on the floor of the wind tunnel working section 
(figure 1) after it is tripped at the exit from a two-dimensional 
9.5:1 contraction using a 100 mm roughness strip (Norton Bear 
No. 40, very coarse). Tests showed that the boundary layer was 
fully developed at the suction strip location, which is about 1200 
mm downstream of the roughness strip. The roof of the working 
section is adjusted to achieve the desire pressure gradient (zero 
for the present investigation). The free stream velocity U∞ was 
approximately 7 ms–1; corresponding values of the initial 
momentum thickness Reynolds numbers Rθo are 1400 and the 
Taylor microscale Reynolds number is in the range Rλ = 90–120. 
A 3.25 mm thick porous strip with a width of 40 mm and made of 
sintered bronze with pore sizes in the range 40–80 µm or (0.4–
0.9)ν/Uτ was mounted flush with the test section floor. Allowing 
for the width of the mounting recess step, the effective width (=b) 
of the strip was 35 mm. Suction was applied through a plenum 
chamber located underneath the suction strip and connected to a 
suction blower, driven by a controllable DC motor, through a 
circular pipe (internal diameter D = 130 mm and L/D ≈ 38, 
where, L, is the pipe length). The flow rate Qr was estimated 
directly by radially traversing a Pitot tube located near the end of 
the pipe, for various values of the pipe centre-line velocity (Uc). 
A plot of Qr vs Uc, allowed the suction velocity (Vw) to be 
inferred via the continuity equation (Qr = AwVw, where, Aw is the 
cross-sectional area of the porous strip).  
 

 
Figure 1: Schematic arrangement of the working section 
(dimensions in mm). 



 

The suction velocity was assumed to be uniform over the porous 
surface; this assumption seems reasonable if the variation in the 
permeability coefficient of the porous material is ±3%. 
Measurements were made for σ (= Vwb/θoU∞, normalised suction 
rate or severity index, as introduced by [3]) = 0, 0.8, 1.7, 3.3 and 
5.5. The results for σ = 0 provided a reference against which the 
suction data could be appraised. The wall shear stress τw was 
measured with a Preston tube (0.72 mm outer diameter), and a 
static tube located approximately 35 mm above it at the same x 
position. The Preston tube was calibrated in a fully developed 
channel flow using a method similar to that described in [3,14]. 
τw was determined from the relation τw = -h(dp/dx), where h is 
the channel half-width and p is the static pressure. Although the 
calibration of the Preston tube in the channel flow may not ensure 
that τw will be correctly obtained especially if the flow is 
perturbed, the level of agreement with those inferred from the 
mean velocity gradient at the wall was about 5%. Measurements 
of the velocity fluctuations in the streamwise and wall normal 
directions were made with cross wires, each inclined at 45o to the 
flow direction. The etched portion of each wire (Wollaston, Pt-
10% Rh) had a diameter of 2.5 µm, and a length (l) to diameter 
ratio of about 200. The separation (∆) between the inclined wires 
was about 0.6 mm. The ratios l/η and ∆/η for no-suction at y+ = 
15 are about 4.0 and 4.9 respectively. The velocity fluctuation in 
the spanwise direction was also measured by rotating the same 
X-probe through 90o. All hot wires were operated with in-house 
constant temperature anemometers at an overheat ratio of 1.5. 
The analog output signal of the hot wire was low pass filtered 
(the filter cut off frequency was typically between 5kHz and 
8kHz), DC offset and amplified to within ±5 V. 
 
Mean Turbulent Energy Dissipation Rate and Mean 
Strain Rate 

The variation of 〈ε〉δ / Uτ
3 (δ is the boundary layer thickness) 

across the boundary layer is shown in figure 2 as a function of 
y/δ for both the perturbed and unperturbed boundary layers. The 
mean turbulent energy dissipation rate, 〈ε〉, was estimated by 
integrating the dissipation spectrum (e.g., [18]), viz.  

2
1 1 1
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∞
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where φu(k1) is the one-dimensional spectrum of the streamwise 
velocity. Taylor’s hypothesis was used to obtain the one 
component wavenumber k1���� ��������	
�
������	
��������
���
velocity and f is the frequency. Because of the contamination due 
to electronic noise, the high wavenumber part of the spectrum 
was extrapolated by assuming an exponential decay function for 
the data corresponding to k1

5/3φu [7,16]. It should be noted that a 
more reliable estimate of 〈ε〉 would be to measure all the 
 

 
Figure 2: Variation of 〈ε〉δ / Uτ

3 with σ. �, σ = 0; �, 0.8; �, 1.7; 
�, 3.3; �, 5.5; ⎯: Spalart (Rθ = 1410) [15]. 

components of 〈ε〉 with multiple hot-wires. This is not feasible at 
the moment in the current laboratory experiment. The present 
data for σ = 0 fall below the DNS data of [15] at Rθ = 1410 in the 
region y / δ ≤ 0.2 but there is reasonable agreement between the 
present measurement and the DNS data in the outer layer (y / δ > 
0.4). The reason for the discrepancy in the wall region is partly 
due to the inaccuracy of cross-wire measurements and the 
expected departure of 〈ε〉 from its isotropic value. Because of the 
increased anisotropy of the near-wall flow, the uncertainty of 〈ε〉 
was estimated using error analysis to range between 45% and 
19%, over the region 0.05 < y / δ < 0.2 for σ = 0. It is interesting 
to point out that the marginal difference between the present no-
suction data of 〈ε〉 and the DNS in the region y / δ > 0.2 gives 
confidence in the values derived for the Kolmogorov’s variables 
in that region. Thus, the comparison between the suction and no-
suction data should be reliable, at least qualitatively, since the 
measurements were made with the same probe. The 
measurements should provide some insight into the changes that 
occur in the boundary layer. However, the comparison between 
the suction and no-suction data should be interpreted with 
caution. 
Relative to no-suction, there is a considerable reduction in the 
normalised mean turbulent energy dissipation rate when suction 
is applied. This is consistent with the significant reduction 
observed in the production of the mean turbulent kinetic energy 
(not shown). These results suggest a possible alteration in the 
mechanism responsible for the energy transfer within the 
boundary layer, which in turn would affect both large and small-
scale motions. This is not surprising since quasi-streamwise 
vortical structures are the major structural element responsible 
for turbulence production in the near-wall region. A reduction in 
〈ε〉 would imply a weakening of these structures. The effect is 
enhanced as σ is increased. The reduction in 〈ε〉 is reflected in the 
Kolmogorov scales shown in figures 3a and 3b.  
The figures are plotted in this manner to highlight the changes 
that occur in the near-wall region when suction is applied. 
Interestingly, the measured data agree reasonably well with the 
DNS data in the region y+ ≥ 100. η+ varies only slowly nearly up 
to y+ ≤ 100 (y / δ ≈ 0.2).  
While the rate of change of η+ with y+, relative to σ = 0, 
increases as σ increases for y+ ≥� ����� �	��� ��� k

+ is reduced 
significantly. It seems that y+ = 100 represents a transition point, 
above which the rate of change of η+� ��� k

+ is significantly 
increased for a particular σ. It may be concluded from the results 
presented here that, relative to no-suction, the near-wall 
structures of the perturbed boundary layer have been modified, as 
reflected in the changes in the energy dissipation rate and 
therefore the Kolmogorov velocity and length scales. 
The variations with σ of Rλ and the Kolmogorov normalised 
shear S* are shown in figure 4. All distributions of Rλ show 
 

 
Figure 3: Variations of (a) η+; (b) vK

+ with σ. Symbols are as in 
figure 2. 



 

almost the same behaviour. Rλ decreases until a minimum is 
reached, increases again slightly and then decreases towards a 
constant value. The values are lower in the suction case as 
compared with no-suction case in the region y / δ ≥ 0.05. 
Similarly, relative to no-suction, S* increases in the region y / δ < 
0.45 and decreases towards the negative values in the remaining 
part of the boundary layer when suction is applied. 
 

 
Figure 4: Variation of (a) Rλ; (b) S* with σ. Symbols are as in 
figure 2 
 
The significant changes in Rλ and S* when suction is applied 
would suggest that the small-scale motion has been altered, and 
the magnitude of this alteration is increased as σ is increased. For 
example, relative to no-suction, the change in the region y / δ ≤ 
0.2, where Rλ and S*, decreases and increases respectively when 
suction is applied may suggest an increase in the anisotropy of 
the small-scale. While S* is about the same for all σ at y / δ ≈ 
0.43, Rλ changes appreciably with σ. For example at y / δ ≈ 0.43, 
Rλ is 82, 78, 72, 35 and 24 for σ = 0, 0.8, 1.7, 3.3 and 5.5, 
respectively. The result could suggest that the anisotropy of the 
layer is the same at y / δ ≈ 0.43, and beyond this point, the 
anisotropy decreases below that for no-suction. This is evident in 
figure 4b where the suction data cross over below those of no-
suction data at y / δ ≈ 0.43. 
 
Spectra and Second-order Structure Functions 

The distributions of 〈ε〉, Rλ and S* reflect a change in the near-
wall structure when suction is applied. Figures 5 and 6 show the 
Kolmogorov compensated spectra and second-order structure 
functions, respectively, of u, v and w. Although, Rλ (90-120) is 
not large enough for the existence of a discernible inertial range, 
the dependence of k1*

2φ*
u; k1*2φ*

v and k1*
2φ*

w on σ is visible at 
low wavenumbers (k*

1 < 0.2), where the suction data depart from 
the no-suction data at y / δ = 0.125 as shown in figure 5. The 
departure increases as σ increases. There is reasonable collapse 
among all the data sets at larger wavenumbers (k*

1 ≥ 0.2) for the 
u spectra. The quality of the collapsed is poorer for v and w. This 
is not too surprising since the value of 〈ε〉 used to calculate the 

Kolmogorov scales were inferred from the u spectrum. However, 
the collapse should be addressed with some reservation because 
〈ε〉 obtained from 〈ε〉hom ≈ ν〈(∂u/∂x)2〉 + 〈(∂v/∂x)2〉 + 〈(∂w/∂x)2〉 
may provide a better estimate than those used here, and therefore, 
more appropriate. While the attenuations of the spectral at k*

1 < 
0.2 by suction highlights a change in large-scale motion, the 
departure of v spectra further suggests the anisotropy of the 
large-scale resulting from an alteration of the large-scale 
structures. Since coherent structures are present at various scales, 
the departure from no-suction may suggest the weakening of 
these structures. Also, the attenuation of k1*

2φ*
v persists more 

that the other two over a significant fraction of k*
1 at least for σ = 

5.5. Thus, the distributions of k1*
2φ*

v are more affected by 
suction than k1*

2φ*
u and k1*2φ*

w. The results are in agreement 
with [10]. The high-wavenumber variation exhibited among all 
the data set when displayed on a linear scale (not shown) may 
reflect the difference in large-scale anisotropy, since anisotropy 
introduced at the large scales can be felt down to the small scales. 
The effect of this change in the large-scale anisotropy increases 
as σ increases. 
 

 
Figure 5: Kolmogorov-normalised spectra multiplied by k1*

2, of 
(a) u, (b) v and (c) w for several values of σ at y / δ = 0.125. . ⎯: 
σ = 0; ⎯  ⎯: σ = 0.8; ⎯  −  ⎯: σ = 1.7; ------: σ = 3.3; ---  ---: σ 
= 5.5. 
 
From figure 6, For r* ≤ 10, there is fairly good collapse among 
for 〈(δu*)2〉, 〈(δv*)2〉 and 〈(δw*)2〉, providing support for the 
validation of Kolmogorov similarity hypothesis [18] in the 



 

dissipative range even when the boundary layer is perturbed 
strongly. 
In all the figures, there exist a region where there is no collapse 
among all the data set for 〈(δu*)2〉, 〈(δv*)2〉 and 〈(δw*)2〉 as σ 
increases, suggesting a change in the small-scale motion between 
the perturbed and unperturbed boundary layers. For example, in 
the range r* ≥ 20, the suction data depart from σ = 0 for 〈(δu*)2〉, 
〈(δv*)2〉 and 〈(δw*)2〉, with 〈(δv*)2〉 and 〈(δw*)2〉 exhibiting the 
greater departures. Since v is a more sensitive indicator of the 
large-scale organization than u [12], the departures may suggest a 
difference in the anisotropy of the large-scale motion between 
suction and no-suction. For 〈(δu*)2〉, 〈(δv*)2〉 and 〈(δw*)2〉 , the 
departure increases as σ is increased. It is likely that this large-
scale anisotropic behaviour influences the isotropy of the 
smallest scales as observed in the poorer quality of collapse of 
the suction and no-suction data of 〈(δv*)2〉 in the region r* ≤ 10 
(dissipative range) as compared with a reasonable collapse of 
〈(δu*)2〉, suggesting that the change in the large-scale motion is 
felt down to the smallest scales. While the lack of collapse of 
〈(δv*)2〉 may suggest differences in the anisotropy of the small-
scale motion between suction and no-suction, the departures of 
〈(δw*)2〉 from σ = 0 may not be attributed to a change in the 
anisotropy of the small-scale motion, but may rather highlight 
strictly the differences in the large-scale motion between the 
suction and no-suction. Also, taking into consideration that Rλ 
and the local mean shear are influenced by suction (see figure 4), 
the departures observed in 〈(δu*)2〉, 〈(δv*)2〉 and 〈(δw*)2〉 would 
also reflect the influence of these parameters. 
 

 
Figure 6: Kolmogorov normalized second-order velocity 
structure functions for several values of σ at (a) y / δ = 0.065; (b) 
0.125. (i) 〈(δu*)2〉; (ii) 〈(δv*)2〉; (iii) 〈(δw*)2〉. Symbols are as in 
figure 5. 
 
Conclusions 
Some characteristics of the small-scale motion in a turbulent 
boundary layer subjected to concentrated suction, applied 
through a short porous wall strip, have been examined for a range 
of suction rates. The results indicate that, relative to no-suction, 
both Rλ and the normalised mean energy dissipation rate are 
reduced in the near-wall region when suction is applied, 

suggesting that the structures in this region of the boundary layer 
have been modified. The Kolmogorov similarity hypothesis seem 
to be reasonably well satisfied for suction and no-suction data by 
spectra and second-order structure functions for k*1 > 0.2 and r* 
< 10. However, Kolmogorov compensated spectra and second-
order structure functions for k*1 < 0.2 and r* > 20 depart from 
those for σ = 0, highlighting that suction induces a change in the 
small-scale motion as a result of the manipulation of the large-
scale structures; the magnitude of this change increases as σ is 
increased.  
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Abstract 
The vibration of automotive side rear view mirror is a concern for 
vehicles safety. Although the primary causes of mirror vibration 
are due to power train, road/tyre interaction and aerodynamic 
pressure fluctuations, not many studies have been undertaken on 
mirror vibration due to aerodynamic inputs. The primary 
objective of this paper is to study the aerodynamic pressures on 
mirror surface at various speeds to determine the effects of 
aerodynamic inputs on mirror vibration. The mean and 
fluctuating pressures were measured and analysed. 
 

Introduction  
A significant effort has been made by the automobile and 
component manufacturers to reduce aerodynamic drag, noise and 
vibration. However, relatively less attention has been drawn to 
the refinement of performance of automobile side rear view 
mirrors, especially mirror vibration. The primary function of a 
side rear view mirror is to provide the driver a clear vision of all 
objects to the rear and side of the vehicle. However, there are 
several problems associated with it such as image distortion due 
to aerodynamically induced and structural vibration, 
aerodynamically induced noise (due to cavities and gaps) and 
water and soil accommodation on mirror surface due to complex 
mirror shapes and airflow around it. An automotive mirror is a 
bluff body and causes significant periodic flow separation at the 
housing, which produces oscillating aerodynamic forces (due to 
hydrodynamic pressure fluctuations) on mirror surface. These 
pressure fluctuations not only cause the mirror surface to vibrate 
but also generate aerodynamic noise. Due to excessive vibration, 
the rear view mirror may not provide a clear image. Thus, 
vibrations of the wing mirrors can severely impair the driver’s 
vision and safety of the vehicle and its occupants. The rear view 
mirrors are generally located close to the A- pillar region on the 
side window. An intense conical vortex forms on the side 
window close to A-pillar due to complex A-pillar geometry and 
the presence of side rear view mirror and flow separation from it 
makes the airflow even more complex. Although some studies 
([3], [4], [5], [6, 7]) have been undertaken to investigate the 
structural input (engine, road/tyre interaction etc) as well as 
aerodynamic input to mirror vibration, very little or no study was 
undertaken to quantify the aerodynamic input to mirror vibration. 
Therefore, the primary objective of this work as a part of a larger 
study is to measure the aerodynamic pressures (mean and 
fluctuating) on mirror surface to understand the aerodynamic 
effects on mirror vibration. 
  
Experimental Procedure and Equipment  
 
In order to measure the mean and fluctuating pressures on mirror 
surface, a brand new production mirror was used. The glass of 
the mirror was replaced with a rigid aluminium plate (2.4 mm 
thickness) and the mirror case was slightly modified in order to 
hold the aluminium plate. There are 51 holes on the aluminium 
plate in a grid pattern. The diameter of the hole was 1 mm. The 
space between the two holes was 25 mm horizontally and 13 mm 
vertically. The mirror face was pressure tapped with rubber 
tubing. The rubber tubing was connected to four pressure sensor 

modules, each having 15 channels. All pressure sensor modules 
were connected to an interface box that provided power and 
multiplexes the inputs to the data acquisition system. The 
Dynamic Pressure Measuring System (DPMS) data acquisition 
software provided mean, rms, minimum and maximum pressure 
values of each pressure port on mirror. By entering dimensions of 
the tubing used, the data were linearised to correct for tubing 
response in order to obtain accurate dynamic pressure 
measurements. The instrumented mirror was attached with a 
quarter model of a current production Ford Falcon and placed in 
the working section of RMIT Industrial Wind Tunnel. The 
quarter model was used to reduce the blockage ratio and to have 
representative vehicle geometry and airflow pattern around the 
mirror. The mean and fluctuating pressures were measured at a 
range of speeds (60 to 120 km/h with an increment of 20 km/h) at 
zero yaw angle. The mirror was tested as standard configuration 
first and then modified configuration. The results for the 
modified condition are not included in this paper.  
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Figure 1: A Schematic of Pressure Measurement Set Up.  
 

 
 

Figure 2: Experimental Set Up of the M irror with a Ford Quarter 
Model in the Test Section of RMIT Wind Tunnel. 

 
Figure 2 shows the experimental set up in the wind tunnel test 
section. In order to simulate real wind condition and A-pillar 
geometry, the mirror was attached to the quarter model current 
production car as shown in the figure. Experiments were 



 

performed in RMIT University Industrial Wind Tunnel which is a 
closed test section, closed return circuit wind-tunnel with a 
maximum speed of 145 km/h. The rectangular test section 
dimension is 3 m (wide) x 2 m (high) x 9 m (long). More details 
about the RMIT Industrial Wind Tunnel can be found in [1, 2]. 
The tunnel was calibrated before conducting the experiments and 
tunnel air speeds were measured via a modified NPL (National 
Physical Laboratory) ellipsoidal head Pitot-static tube (located at 
the entry of the test section) connected to a MKS Baratron 
Pressure sensor. The sampling frequency of each channel was 
1250 Hz. It may be noted that the peak energy of fluctuating 
pressure on mirror surface is well below 500 Hz (for more 
details, refer to [5] and [6, 7]). The dynamic response of the 
tubing was calibrated in order to minimise the attenuation of 
frequency.  
 
Results and Discussion  
 
The mean and fluctuating pressures were converted to non-
dimensional parameters such as mean pressure coefficient (Cp) 
and fluctuating pressure coefficient (Cp rms) by dividing the 
velocity head (q). The mean Cp and Fluctuating Cp rms were 
plotted in 3-D and also in contour. The origin of the plot is 
located at the top left hand corner position, eg., Position 1 (see 
Figure 3). The x-distance is horizontal and y-distance is vertically 
down as shown in Figure 3. The contour plots for 60, 80, 100 and 
120 km/h for the mean and fluctuating pressure coefficients are 
shown in Figures 4 to 8, 10-11 and 13. The 3-D plots of 
fluctuating pressure coefficients (Cp rms) for 100 and 120 km/h 
are shown in Figures 7 and 12.   
 
The lowest surface mean pressure was found in the lower part of 
the mirror for all speeds except for the 80 km/h speed (see 
Figures 4, 6, 8 & 11). The maximum fluctuating pressure was 
also measured at the bottom part of the mirror surface at all 
speeds tested. The 3-D and contour plots clearly show that the 
fluctuating pressure is not uniformly distributed on the mirror 
surface rather concentrated at the lower central part of the mirror 
surface. It is believed to be due to the strong flow separation from 
the edge. Generally, the higher the magnitude of the fluctuating 
pressure, the greater possibility of generating intermittent force 
and aerodynamic noise. With the increase of speed, the affected 
area and magnitude of fluctuating pressures increase. The contour 
and 3-D plots for the mean pressure show a significant pressure 
drop (lowest mean pressure) at the lower right hand corner for all 
speeds except at 60 km/h. Further investigation is needed to 
clarify this phenomenon but this is thought to be due to the 
interaction of the A-pillar vortex. It may be noted that the airflow 
around the mirror housing is very complex and strongly 
influenced by the A-pillar vortex. It may be mentioned that when 
the mean pressure is low, the fluctuating pressure is high, 
however, the peak fluctuating pressure does not occur at lowest 
mean pressure. The peak fluctuating pressure shifts from the 
location of the lowest mean pressure.  
 
A real mirror glass is generally mounted with the base using a 
primary pivot and two auxiliary supports to stabilize the mirror.  
The primary pivotal support is located approximately in the 
centre of the mirror glass. Therefore, intermittent fluctuating 
pressure acting on any part other than pivotal point causes mirror 
to vibrate. However, the vibration is neither purely horizontal nor 
vertical. The mirror glass vibration is generally diagonal 
(torsional) due to the asymmetric fluctuating pressure on the 
mirror surface as shown in Figures 5, 7, 9-10 and 12-13.  
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Figure 3: Schematic of Data Representation in Relation to Mirror 

Geometry and Coordinates. 
 

 

 
 

Figure 4: Contour Plot of Mean Cp, 60 km/h Speed. 
 
 
 

 
 

Figure 5: Contour Plot of Fluctuating Cp rms, 60 km/h Speed. 
 

 
 
 
 
 



 

 
 

 
 

Figure 6: Contour Plot of Mean Cp, 80 km/h Speed. 
 
 
 
 

 
 

Figure 7: Contour Plot of Fluctuating Cp rms, 80 km/h Speed. 
 
 
 
 

 
 

Figure 8: Contour Plot of Mean Cp, 100 km/h Speed. 
 
 
 
 
 
 

 
 
 

 
 

Figure 9: Fluctuating Pressure Cp rms Variation on Mirror 
Surface, 100 km/h Speed. 

 
 
 

 
 

Figure 10: Contour Plot of Fluctuating Cp rms, 100 km/h Speed. 
 

 
 
 

 
 

Figure 11: Contour Plot of Mean Cp, 120 km/h Speed. 
 



 

 
 

Figure 12: Fluctuating Pressure Cp rms Variation on Mirror 
Surface, 120 km/h Speed. 

 

 
 

Figure 13: Contour Plot of Fluctuating Cp rms, 120 km/h 
Speed. 

 

Spectral Analysis  
 
Power Spectral Density (PSD) was used to document the energy 
characteristics of fluctuating pressure signals in the frequency 
domain. The fluctuating pressure data from the position on mirror 
surface where the maximum fluctuating pressure occurred was 
used for PSD analysis and plotted against frequency (see Figure 
14). The spectra plot indicates that the fluctuating pressures on 
mirror glass are broad band type and most energy is located in 
low frequencies. 
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Figure 14: Fluctuating Pressure Spectra Variation with 
Speeds. 

Concluding Remarks  
 
The following conclusions have been made from the work 
presented here: 
 
• Fluctuating and mean aerodynamic pressures are not 

uniformly distributed over an automobile mirror surface. 
• The highest magnitude of fluctuating pressure can be found 

at the central bottom part close to the mirror edge.  
• The lowest magnitude of mean pressure was noted at bottom 

right hand corner of the mirror surface 
• The pressure fluctuation on mirror glass is broad band type 

and most energy is located in low frequencies (below 50 Hz) 
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Abstract

Numerical simulations of flow past an elastically-mounted
cylinder at Re = 200 have been performed, and the results di-
rectly compared to simulations of flow past a pure-tone driven
oscillating cylinder at Re = 200. It is shown that the pure-tone
driven oscillation can capture the important VIV characteris-
tics, if the frequency and amplitude of oscillation are closely
matched, for a limited range of U∗. Multi-frequency oscillation
simulations have been performed in areas where the pure-tone
oscillation is not accurate, and while they show a significant
improvement in the lift force history, as yet they provide little
improvement in values of phase.

Nomenclature
A∗ Amplitude ratio, y

D
CE Energy transfer coefficient,

R

T CL.U.dt
CL Lift coefficient, FL

0.5ρU2D
D Cylinder diameter
FL Lift force / unit length
f Oscillation frequency
fN Natural structural frequency
fV Vortex-shedding frequency from a stationary cylinder
m∗ Mass ratio, mCYL

π
4 D2ρL

Re Reynolds number, UD
ν

St Strouhal number, fV D
U

t Time, in seconds
T Period of oscillation
U Free-stream velocity
U∗ Reduced velocity, U

fN D
v Transverse cylinder velocity
y Transverse cylinder displacement
ρ Fluid density
φL Phase between displacement and lift force (deg.)
ζ Damping ratio, c

cCRIT

Introduction

Vortex-induced vibration (VIV) of bluff structures can occur
whenever a bluff body is immersed in a fluid stream. If the fre-
quency of vortex shedding is close to the natural structural fre-
quency of the structure, resonance can occur resulting in large-
scale oscillations and ultimately structural failure.

Circular cylinders are extensively used in the study of bluff-
body fluid dynamics, due to their geometrical simplicity and
common use in engineering applications. Capitalising on these
attributes, many vortex-induced vibration studies are based on
a circular cylinder constrained to vibrate transverse to the free
stream, such as the early investigation of Feng [8], and some
more recent investigations ([11],[9]). While this system is
greatly simplified, it contains the basic elements of coupled
fluid-structure interaction.

In an attempt to better understand these systems, the fluid and
structural systems are often decoupled. The cylinder can be

-100

-50

 0

 50

 100

 150

 200

 250

 0.5  0.6  0.7  0.8  0.9  1  1.1  1.2  1.3

L
f/fV

φ

Figure 1: Phase vs frequency ratio f / fV for pure-tone driven
oscillation and VIV. � A* = 0.25. • A* = 0.4. N A* = 0.5.
H A* = 0.6. All driven oscillation data from [7] ◦ VIV at high
m*ζ, that produces peak amplitudes of ' 0.55 [9].

driven by some external force at a prescribed amplitude and
frequency of sinusoidal oscillation. An extensive map of wake
modes with varying amplitude and frequency has been created
using this method [16].

While the results gained from driven oscillation experiments
match the wake modes and phase difference between the cylin-
der displacement and lift force well, they do not predict ob-
served levels of energy transfer CE , where CE is defined as the
normalised work done by the fluid on the cylinder over a cycle
of oscillation. This can be written as

CE =
Z

T
CL.dy =

Z

T
CL.v.dt, (1)

where T is a period of oscillation, CL is the lift coefficient and
v is the cylinder velocity transverse to the free stream. If it
is assumed the non-dimensionalised displacement and result-

ing lift force coefficient are pure sinusoids, such that y(t)
D =

A∗ sin(2π f t) and CL(t) = CL sin(2π f t + φL), the energy trans-
fer CE only varies with the phase angle φL [5] such that

CE = πCLA∗ sin(φL), (2)

where A∗ is the normalised cylinder displacement magnitude,
y
D , and φL is the phase between the cylinder displacement and
generated lift force. Inspection of equation 2 shows that CE is
positive whenever 0◦ < φL < 180◦ . This implies that in vortex-
induced vibration φL always lies between these bounds, whereas
during driven oscillation any values of φL are possible. Mea-
surements of φL from VIV studies and driven oscillation studies
are presented in figure 1.

Figure 1 shows that while the general trend of φL is the same
between the VIV and driven oscillation cases, in that there is a



sudden drop in φL around f / fV = 0.9, almost all of the driven
oscillation cases have φL outside the range 0◦ < φL < 180◦ , pre-
dicting VIV should not occur. Only the lower amplitudes, A∗ =
0.25 and A∗ = 0.40, return a phase such that 0◦ < φL < 180◦ at
values of f / fV below that at which the drop in φL occurs. How-
ever, it is known that VIV does occur at the higher A∗ conditions
([11], [2]). It is clear from these results that while pure-tone
driven oscillation captures many of the features of VIV, there
are important flow features present during VIV that it does not
re-create.

Any efforts to predict VIV using driven oscillation results have
met with only mild success. One prediction [14] showed agree-
ment between prediction and results over only a narrow range
of flow speeds, and another [13] predicted an amplitude limit
of A∗

MAX = 1, a limit later exceeded [10]. The prediction of
VIV response from driven oscillation experiments has been in-
vestigated over a period of nearly 30 years, and has so far only
yielded these mildly successful results. It is for this reason that
a more complete driven oscillation model is required.

It is natural that the lower Re two-dimensional case should be
used as a base case, to allow the physics of these flows to be
understood. However, due to the practical difficulties of con-
trolling such a low speed experiment, practically no experimen-
tal investigations of VIV have been made at Re < 200 ([1] is
an exception). However, many numerical results are available
([4], [2]), that compare well to the limited experimental results.
Experimental driven oscillation results at Re < 200 have been
obtained [12], as well as numerical results ([4], [3]). While a
phase change similar to that observed at higher Re has been re-
ported, the phase at these lower Re is that between the cylinder
displacement and vortex shedding, not between the displace-
ment and lift force, and it has been shown by [6] that these two
phases are not always the same. These difficulties mean a direct
comparison between existing VIV and driven oscillation data
has not been made at low Re.

This paper attempts to directly compare numerical VIV results
with driven oscillation results at the same amplitude and fre-
quency. Pure-tone driven oscillation is compared first, and then
multi-harmonic forcing is used where discrepancies between
the VIV and pure-tone driven oscillations exist. The improve-
ment in the lift force history is shown, and the advantages and
drawbacks of using multi-harmonic driven oscillation to model
VIV are discussed.

Computational method

A two-dimensional, spectral-element method based on an ac-
celerated frame of reference was used for this study. A
508 macro-element, non-deforming mesh was employed, with
tensor-product 8th-order Lagrangian interpolation polynomials
employed within each macro-element. Details of the method
used can be found in [15]. A grid resolution study was per-
formed using the stationary cylinder base case as the bench-
mark solution to check convergence. The resolution was altered
by incrementing the order of the interpolation polynomials. No
variation was observed in the value of the Strouhal number, St,
as the polynomial order increased past 8, indicating the grid res-
olution was adequate.

Results

Vortex-Induced Vibrations

A set of simulations of flow past an elastically-mounted cylin-
der was run to determine the VIV response. As in low-Re exper-
iments, three amplitude response branches were observed; the
initial, upper, and trailing branches. The branches are defined in

figure 2a. The upper branch was the largest amplitude response
branch, with amplitudes up to A∗ ' 0.5. The upper branch also
coincided with the range of U∗ over which synchronisation of
the primary response frequency f and the natural structural fre-
quency fN occurred.

The initial branch was characterised by a sharp increase in A∗

with increasing U∗. While the main response frequency f was
close to the vortex shedding frequency of the stationary cylinder
fV , a number of frequency components were present, with the
displacement showing significant beating over time.

The trailing branch occurred at values of U∗ higher than the
synchronisation range. It exhibited low amplitudes of response,
and so the frequency f ' fV . These response results are pre-
sented in figure 2a and b.
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Figure 2: Response of the elastically-mounted cylinder.
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◦ Elastically-mounted cylinder, • Pure-tone driven cylinder.

Shown in figure 2c are the phase characteristics of this system.
Phase was defined as the lag that produced the greatest corre-
lation coefficient, obtained by calculating the cross-correlation
between the lift force and displacement. Similar to the high-



Re experimental studies, the phase changed between approx-
imately 0◦ and 180◦ over the range of significant response.
However, unlike the high-Re experiments, which see the phase
change as a sudden jump, this change is an almost linear climb
over the upper branch, with smaller jumps at the initial-upper
and upper-trailing transitions.

Pure-Tone Driven Oscillation

To investigate the effectiveness of modelling VIV with driven
oscillation, pure-tone driven oscillation simulations were per-
formed at the amplitude and frequencies obtained during the
elastically-mounted simulations for a direct comparison. Where
the amplitude of response in the VIV case was not steady, the
maximum amplitude was used.

The phase of these simulations are compared directly to the VIV
phase in figure 2c. It is shown that the phase characteristics of
the two set-ups are very similar over the upper branch, espe-
cially for U∗ > 5.0. Large discrepancies in phase exist through-
out the initial branch, even though the amplitude of oscillation
is only small, O{0.05D}. Interestingly, the phase results from
the pure-tone oscillation match the VIV results closely over the
initial-upper transition, even though many frequency compo-
nents are present during VIV in this region. However, pure-tone
driven oscillation cannot capture all the characteristics of VIV
in this region, due to the high levels of modulation of cylin-
der oscillation. The largest oscillations also occur in this re-
gion, highlighting the importance of the development of multi-
frequency models.

Multi-Frequency Driven Oscillation

Three cases were selected for multi-frequency driven oscillation
testing. A case matching VIV at U∗ = 4.0 was selected as a
large discrepancy in φL existed between the VIV and pure-tone
driven oscillation at these conditions. It was also observed that
two significant frequencies existed in the VIV response of the
cylinder at these conditions, fV and fN .

The second case selected was at U∗ = 4.6. The largest am-
plitude oscillations occurred here, hence the importance of an
accurate model. Significant beating was also evident in the dis-
placement history, indicating the influence of more that one fre-
quency.

The third case selected was at U∗ = 5.0. This case was chosen
because the cylinder natural frequency was effectively equal to
the vortex-shedding frequency from a stationary cylinder, fN =
fV .

The frequencies to include at U∗ = 4.0 and U∗ = 4.6 were de-
duced by performing an FFT on the VIV response data. To
determine the magnitude of each component, all other compo-
nents except for the one of interest were filtered out in the fre-
quency domain, and the filtered data transformed back to the
time domain with an inverse FFT.

For the U∗ = 5.0 case, an FFT was performed on the lift force
data, as the second component of oscillation was too small to be
detected through FFT analysis of the response. The magnitude
of each force component was deduced in the same fashion as
the response components at U∗ = 4.0. The linear equation of
motion, mÿ+ cẏ + ky = F , was then solved for each force com-
ponent, to establish the magnitude of each response component.
The input frequencies and respective displacement amplitudes
are presented in table 1.

The lift force and phase for the multi-frequency cases are pre-
sented in table 2, along with the corresponding VIV and pure-
tone driven oscillation results. The values reported were taken

U∗ f1 A∗
1 f2 A∗

2 f3 A∗
3

4.0 0.206 0.086 0.230 0.014 - -
4.6 0.216 0.302 0.209 0.101 0.221 0.101
5.0 0.200 0.491 0.600 0.003 - -

Table 1: The input parameters for the two multi-frequency
driven oscillation cases.

from the steady-state portion of the response in each case.

Simulation U∗ = 4.0 U∗ = 4.6 U∗ = 5.0
Peak lift coefficient, CLMAX

VIV 1.22 2.476 0.246
Pure-Tone 1.01 0.682 0.266

Multi-Frequency 1.03 2.681 0.208
Phase, φL

VIV 0.70 -0.78 42.50
Pure-Tone 60.61 20.69 22.32

Multi-Frequency 58.93 -0.77 46.25

Table 2: Maximum lift coefficient and phase for the multi-
frequency driven oscillation cases, compared to the correspond-
ing pure-tone and VIV cases. It can be seen that the extra
components added at U∗ = 4.6 have a very significant effect
on CLMAX .
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Figure 3: History of the lift force experienced by the cylinder at
U∗ = 4.6 (a) VIV. (b) Multi-frequency driven oscillation using
the primary and two secondary frequency components of the
VIV case. The agreement is close, but not perfect.

It can be seen from the values in table 2 that the multi-frequency
oscillations have a varying degree of impact compared to pure-
tone oscillations. The largest difference between the multi-
frequency and pure-tone oscillations occurs in the initial branch
and the initial-upper transition region, where extra frequency
components are clearly present during VIV.

For U∗ = 4.0, the value of CLMAX for pure-tone and multi-



frequency oscillation was similar, but the multi-frequency case
displayed significant beating, and was a much more accurate re-
creation of the VIV case. The maximum lift coefficient, CLMAX ,
from the multi-frequency oscillation at U∗ = 4.6, matched the
VIV case closely, and was markedly better than the pure-tone
case. The lift coefficient also showed a constant beating over
time, that was not completely regular. A similar phenomenon
occurred during VIV. This is illustrated in figure 3.

The phase results obtained were encouraging, but more work is
required before any significant conclusions can be drawn from
them. While there seems to be a very close agreement between
the phase results taken from VIV and multi-frequency oscilla-
tion at U∗ = 4.6, they are both negative, which is not expected
for a positive energy transfer. Also, the results at U∗ = 5.0 indi-
cate the extra frequency component makes the phase vary by ap-
proximately 20o. Obtaining phase by cross-correlation is heav-
ily dependent on the accuracy of the frequency of the driving
signal, so a discrepancy of this magnitude is not unexpected.

Conclusions

While pure-tone driven oscillation captures many of the features
of VIV, it has been shown that it misses some significant effects,
especially in the region where the largest oscillations occur. It
is for this reason that a more complete model for VIV has been
investigated, namely one that includes extra frequency compo-
nents.

Specific examples from the initial and upper branches of re-
sponse have been examined. It was discovered that in the ini-
tial branch, at the equivalent of U∗ = 4.0, adding a secondary
frequency component to a driven oscillation changed the maxi-
mum amplitude of the lift force very little. However, it had the
effect of making the lift force history much more similar to the
VIV case it was to model.

However, at U∗ = 4.6, adding extra frequency components had
a significant effect on the maximum lift coefficient obtained,
when compared to the pure-tone oscillation. This lift coefficient
was also much closer to the VIV case lift coefficient. This result
is important as it shows the magnitude of the lift force is not
solely dependent on the peak amplitude of oscillation, but can
also be dependent on the oscillation history.

At U∗ = 5.0 where fN = fV , adding the small extra frequency
component had very little effect on the lift force magnitude.
Over the range 5.0 < U∗ < 6.0, the cylinder oscillation appears
to be a pure-tone oscillation, and it is concluded that a pure-tone
driven oscillation in this region is sufficient for the modelling of
VIV.

Adding the extra component had little effect on the phase angle
in either case, with both still differing when compared to their
corresponding VIV cases, except at U∗ = 4.6. However, the
sensitivity of the response to minor changes in forcing indicate
that to accurately predict the phase difference may require an
exceptionally accurate representation of the forcing signal.

It has been shown that multi-frequency driven oscillation offers
an improvement over pure-tone oscillation in modelling VIV,
especially in the region of largest oscillations. It is envisaged
that further work of this nature will lead to a better understand-
ing of the nature of VIV, and an improved capability to predict
it.
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Abstract 
As a means of understanding the phenomenon of vortex-induced 
vibration, the forced oscillation of a cylinder in cross-flow has 
been examined. A lack of information regarding the connections 
between energy transfer and the wake mode of oscillating bodies 
in low Reynolds number flow prompted a two-dimensional 
numerical investigation at Re = 200. The region in which vortex 
shedding synchronized with the cylinder forcing frequency was 
defined and the energy transfer calculated. The mode of Kármán 
vortex shedding incorporated a gradual change from positive to 
negative energy transfer as the amplitude of the motion was 
increased. A mode of shedding was detected in the negative 
energy region in which a pair and a single vortex (P+S) were 
shed each motion cycle. Energy contours were established in the 
region of primary lock-in and the boundary of zero energy 
transfer was defined. 
 
Introduction 
The phenomenon of vortex-induced vibration (VIV) has been 
studied in some detail over recent years with a common approach 
being to investigate the near wake and energy transfer 
characteristics of a bluff body undergoing forced cross-flow 
oscillation (see reviews in [11]). This approach provides a 
valuable indication of flow regimes likely to result in VIV. 
Modern advances in robotics and nano-technology are yielding 
fluid immersed structures with small characteristic length scales, 
resulting in low Reynolds number flow regimes. This underlines 
the need for a greater understanding of the energy transfer 
characteristics of flows at Re < 350.  
 
The current numerical investigation attempts to define the region 
of positive energy transfer for a cylinder undergoing forced 
oscillation transverse to the flow at a Reynolds number of 200. 
Experimentation has found that forcing a cylinder to oscillate 
transverse to a flow caused the vortex shedding of the cylinder to 
synchronize with the imposed motion along its entire length [7].  
In this way, oscillations near the natural shedding frequency, fn, 
extended the laminar flow range from Re = 150 to approximately 
350 [7,4], resulting in physical flows that could be accurately 
approximated by two-dimensional simulations.  This region of 
synchronisation or ‘lock-in’ near fn is termed the primary (or 
fundamental) lock-in region and the boundaries are dependent on 
Re [5].  For frequencies away from fn, the flow becomes chaotic 
and at certain values of amplitude and frequency, synchronisation 
may be difficult to determine [9]. 
 
An examination of the wake at various amplitudes of oscillation 
was conducted in order to determine specific regions of the near 
wake influencing the direction of energy transfer. As vortices are 
shed from the structure, vortex formation takes place from the 
interaction of four regions of vorticity generated at the body 
during each motion cycle [12,2]. These regions may then interact 
to shed two, three or four vortices into the wake each cycle. For 
oscillations near the fundamental lock-in region, a wake mode 
shedding two pairs of opposite sign vortices (2P) has been 
observed [12], but for flows with Re less than 300 this mode is 
replaced by a pair and a single vortex (P+S) being shed [2,7,5]. 

More complex modes have been detected at harmonics and sub-
harmonics of fn with the wake being encouraged to lock-on at 
these frequencies [1,12]. During their investigation, Griffin and 
Ramberg [5] concluded that the appearance of the P+S wake at 
higher amplitudes was linked to a transition from a drag induced 
wake to a jet (where thrust dominated). At Re � 200 this wake 
mode was predicted and observed within the synchronization 
region at amplitudes of oscillation greater than 0.65 cylinder 
diameters [5,9]. 
 
Carberry et al. [3] found experimentally that changes in the lift 
force, and hence the energy transfer, of a cylinder undergoing 
forced oscillation was intrinsically linked to the formation of the 
near wake. When traversing the parameter space defined by 
frequency versus amplitude of the body motion, a discontinuity 
in the phase between the lift force and cylinder displacement was 
perceived.  This discontinuity was commented upon by Bishop 
and Hassan [1] and has since been observed at frequencies both 
above and below the natural shedding frequency at a range of 
Reynolds numbers [8,6,2].  Difficulties in detecting the phase 
jump at low Reynolds number led Blackburn and Henderson [2] 
to conclude that flows at Re < 400 have viscous dissipation 
inhibiting the switch and only for values of Re greater than this 
can the phenomenon be accurately observed.  The phase jump is 
often associated with a change in sign of energy transfer or 
shedding mode and when the phase between cylinder 
displacement and lift force was observed to jump through 180° 
the direction of energy transfer changed from positive to negative 
[9,3,12,2,1]. Hover et al. [6] have reproduced energy transfer 
contours from data at Re = 3800 and 10000 in the non-
dimensional amplitude-frequency plane.  The authors found that 
the contour of zero energy transfer agreed reasonably with the 
data obtained from free vibration of the cylinder at Re = 3800.  
This result indicated that analysis of forced vibration might be a 
useful tool for predicting the regions in which vortex induced 
vibration is possible and provide an upper limit for the amplitude 
of oscillation. 
 
Computational Methodology 
The cylinder motion was described by the relationship  
 

)tf2cos(A)t(y oπ= ,                                   (1) 
 

where A is the amplitude of displacement and fo is the forcing 
frequency. Results are described in terms of the scaled amplitude, 
A/D and the reduced velocity  

Df
U

V
o

r = ,                                          (2) 

which is equivalent to the wavelength of the cylinder motion 
scaled by D. Attention was focused on the primary lock-in region 
of the parameter space. Throughout the investigation, the scaled 
amplitude was varied between 0.1 and 1.0 and the reduced 
velocity between 1.0 and 8.0. No fewer than 80 data sets were 
collected at irregularly spaced intervals throughout this region. 
The cylinder was constrained to move transverse to the up stream 
flow and hence the drag force played no part in the energy 
transfer. Analysis of the drag force was therefore neglected 
throughout this study.  



 

 
Also used to characterise the wake was the Strouhal frequency 
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Data analysis was carried out using the lift coefficient, CL, and 
non-dimensional energy transfer per motion cycle, 
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as defined in [2].  E indicates the component of CL in phase with 
the cylinder velocity over one period of motion T and positive E 
indicates work done by the fluid on the cylinder. The energy 
integral given by equation (4) was evaluated using a composite 
Simpson’s Rule.  For consistency, the time was scaled by U/D, 
giving dimensionless time τ. 
 
Numerical Code 
The two-dimensional numerical code utilized a spectral-element 
scheme with three-step time splitting to solve the incompressible 
Navier-Stokes equations with an additional forcing term. Eighth- 
order Lagrangian interpolating polynomials were used to 
approximate the solution variables within the macro-elements of 
the mesh. For a more detailed description of the numerical 
scheme see [10]. The mesh (shown in figure 1) consisted of 
quadrilateral elements with the domain extending 23D 
downstream and 15D upstream and to each of the transverse 
boundaries. The mesh was attached to the non-inertial frame of 
reference of the cylinder and the free-stream flow and cylinder 
motion were started impulsively from rest. A no-slip condition 
was enforced at the cylinder body.  

Detailed resolution and convergence tests have previously been 
conducted for this system at a variety of Reynolds numbers and 
were found to give results that compared well with accepted 
values [10]. For completeness, a time-step analysis was carried 
out for the fixed and forced cylinders in the current investigation. 
Time-steps of ∆τ = 0.001 and 0.002 were used to check 
convergence of the solution. In the case of the fixed cylinder, the 
smaller time-step led to a slightly faster flow development but the 
vortex shedding frequency for the two solutions was found to be 
identical to 5 significant figures over any defined time interval. In 
the case of the cylinder undergoing forced oscillations, the flow 
development was dictated by the cylinder motion and the lift and 
drag coefficients were within 0.1% after τ = 200. Consequently 
∆τ = 0.001 was deemed to give sufficient accuracy and was used 

in all subsequent simulations. A fixed cylinder simulation run at 
Re = 200 for τ > 350 provided the natural shedding frequency of 
the cylinder. Using an FFT over the entire lift force data series, 
equation (3) gave St = 0.198.  
 
Results 
The wake was considered synchronized with the cylinder motion 
when a plot of cylinder displacement versus lift traced out a 
steady, closed loop (see [2]) and the energy transfer per cycle had 
reached a constant value. For certain forcing frequencies near fn, 
synchronization was difficult to obtain, with a small variation in 
the frequency altering the lift data from a steady synchronized 
form to a slowly varying series with a small constant increase in 
E each cycle. This behaviour continued for � > 500 with no sign 
of stabilising. Such sensitivity of cylinder wakes near the 
Strouhal frequency has been observed in previous numerical 
investigations [2,9]. 
 
At reduced velocities below 4.5, wake visualisations showed an 
apparently stable Kármán wake; however a prominent beating 
was present between fo and fn.  Although the forcing frequency 
was dominant, the interaction of these two frequencies led to a 
beating in the form of the energy transfer per motion cycle and E 
consequently varied about a mean value. The varying nature of 
the energy transfer led this region to be classified as non-
synchronised. Areas in which this chaotic nature was particularly 
apparent were at 3fn and 3/2fn and near these frequencies the 
energy transfer oscillated about a mean value that was becoming 
increasingly negative. Again, very long time-scale simulations 
were necessary to determine an equilibrium state. As Vr 
increased to values near 4.5, the vortex shedding locked on. This 
occurred first at amplitudes above 0.5 where the effects of 
cylinder motion were more pronounced. As fo approached fn 
synchronisation occurred at all values of A/D. This lock-on was 
observed throughout the parameter space until Vr > 6.5, at which 
point the wake pattern become totally chaotic.  This boundary 
coincided closely with that established by Williamson and 
Roshko [12], defining the limits of the fundamental 
synchronization region.  
 
As the amplitude of oscillation was increased from a value of 0.2 
in the synchronization region, the lift trace varied continuously 
from a sinusoidal trace, out of phase with the cylinder 
displacement, to an asymmetric mode becoming apparent at 
values of A/D > 0.6. This represented the progression from the 
standard Kármán street wake to the P+S mode of shedding. 
Kármán shedding occurred at low amplitudes and displayed a 
gradual change from positive to negative energy transfer with 
increasing amplitude. P+S shedding was observed only in the 
region of negative energy transfer.   
 
Lift data is shown along with cylinder displacement for Vr = 5.0 
at three different amplitudes within the lock-on region (figure 2). 
It was apparent that although the lift phase experienced a shift 
between the Kármán shedding in figure 2(d) and the P+S 
shedding in figure 2(f), the wake mechanism governing this shift 
was not obvious. During the Kármán shedding the lift progressed 
from a near sinusoidal trace to one that contained two smaller, 
secondary peaks per oscillation (figure 2(b)). These peaks 
became apparent at amplitudes between 0.40 and 0.45 in the 
primary lock-on region. The flow remained symmetric with 
secondary maxima and minima developing in the lift trace each 
cycle. Following the development of the secondary peaks an 
increase in the amplitude caused the major peaks and troughs to 
reduce until all were of approximately equal magnitude. Further 
increases in A/D caused a growth in alternate peaks, creating a 
phase shift between lift and displacement. At this time the wake 
was still symmetric and shedding in the Kármán street mode. An 

  Figure 1.  Macro-element mesh used during investigation 
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increase in amplitude following this switch led to the 
disappearance of one of the remaining secondary peaks (figure 
2(c)) and the development of the asymmetric, P+S mode 
mentioned previously. One such peak transition occurred at the 
time indicated by dots in figure 2(a), (b) and (c) at which wake 
images were obtained. The phase shift corresponded to a change 
in the direction of energy transfer. Although the switch occurred 
as the result of a continuous process, the transition took place 
over a small amplitude range and was completed within a 
variation of A/D < 0.1. At the time that images were obtained the 
cylinder was at maximum downward velocity and the lift data 
changed dramatically from an extreme negative in figure 2(a) to 
almost zero in (b) and an extreme positive in (c).  
 

Three dominant pressure regions affected the lift force on the 
cylinder. These were the high pressure area at the front stagnation 
point and the low pressure regions corresponding to the top and 
bottom shear layers, occurring just before separation. As the 
amplitude was increased these points were displaced further 
around the cylinder during maximum velocity (as shown by the 
high and low pressure regions indicated in figure 2(d), (e) and 
(f)). This shift made a substantial difference in the overall lift 
when the pressure forces at the top and bottom of the cylinder 
were nearly balanced. 
  
In figure 2(d) the cylinder’s downward motion caused 
acceleration of the lower shear layer which created an area of low 
pressure near the bottom of the cylinder and a net downward lift 
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Figure 2.  Lift coefficients and corresponding vorticity contours for cylinder oscillating at Vr=5.0,  (a) A/D=0.199, (b) A/D=0.497 and (c) A/D=0.696. 
Red dots indicate point at which images were obtained. Negative vorticity is shown in black and enclosed by dashed contours. H and L show high and 
low pressure regions respectively. 
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force (CL negative). This differed from the wake structure at 
amplitudes near 0.5 (figure 2(e)), when the front stagnation point 
was shifted towards the bottom of the cylinder. This high 
pressure region partially offset the low pressure created in the 
lower shear layer, resulting in a near zero value for CL.  
 
At amplitudes in the region of 0.7 the P+S mode of shedding 
occurred and the elongated region of positive vorticity shown in 
figure 2(f) separated into two distinct vortices downstream. The 
elongation of the lower shear structure moved the concentration 
of vorticity further from the cylinder and the low pressure in the 
upper shear layer dominated, giving a maximum positive CL. 
During the upwards motion of the cylinder in this asymmetric 
wake mode, negative vorticity from the upper shear layer formed 
a low pressure region much closer to the back of the cylinder. 
This contributed a larger component to the upward lift, resulting 
in the net downward lift being of much lower amplitude than the 
net upward lift generated in the previous half cycle. 

 
 
From energy measurements throughout the lock-in region 
contours of energy transfer per cycle were established (figure 3). 
These contours of energy, E, indicated that the energy transition 
took place between amplitudes of 0.45 and 0.55. For VIV to 
occur a positive energy transfer is required to account for losses 
due to structural damping [3,6], hence this boundary represents 
an upper limit to the observed oscillation amplitude. At 
amplitudes above the energy transition, values of E became 
steadily more negative and were dependent primarily on the 
amplitude, rather than the reduced velocity. This may be linked 
to findings in [9] where the P+S wake developed at an almost 
constant amplitude. The current investigation did not examine the 
wake mode transition in any detail but it is intended that future 
work will define this boundary more clearly. The flattened nature 
of the zero-energy contour may also be representative of the fact 
that the upper branch of response (see [11] for details) was 
undetected in the two-dimensional investigation. This was not the 
case in [6] where a sharp peak occurred in the energy contours 
for Vr between 5.0 and 6.0. 
 
 
 

Conclusions 
Following an investigation of two-dimensional flow past an 
oscillating cylinder at Re=200, information was obtained for the 
lift force and wake mode occurring at various frequencies and 
amplitudes of motion.  The region in which vortex shedding 
locked-on to the cylinder motion was determined and energy 
transfer calculated for all points in the synchronized region. 
Following analysis of the wake modes, it was discovered that the 
Kármán shedding displayed a gradual decrease in energy transfer 
as the reduced velocity and amplitude increased.  This was 
brought about by the development of two secondary peaks in the 
lift force. At a critical amplitude, these peaks switched 
prominence, effecting a shift in phase between lift and 
displacement, and a change in direction of energy transfer. 
Further increase in amplitude saw the onset of asymmetric P+S 
shedding in regions of negative energy transfer and amplitudes 
above 0.6. A plot of energy contours (figure 3) indicated that an 
energy transition took place over a fairly small range of 
amplitudes in the primary lock-on region. This result indicated 
the occurrence of maximum VIV amplitudes of between 0.45 and 
0.55 at reduced velocities between 4.5 and 6.5. 
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 Figure 3. Contours of constant energy transfer in the primary lock-in 
region. Values of E are shown and negative energy transfer is indicated 
with dashed lines 
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Abstract 
In order to gain a physical insight on the role of hemodynamics, 
especially at the proximal anastomosis, in the intimal thickening 
and graft failure, a two-dimensional Particle Image Velocimetry 
(PIV) system has been used to map the velocity vector in the 
actual scale (1:1) 45-degree forward and 45-degree backward 
proximal anastomosis models under pulsatile flow condition. At 
the peak flow phase, a low velocity region containing 
recirculation was found near the heel along the graft inner wall 
and a stagnation point was found at the graft outer wall. Large 
spatial wall shear stress variation was found near the heel and the 
toe for the 45-degree forward facing model. It is recommended 
that the 45-degree backward facing model is a better arrangement 
for the bypass operation. 

 
Introduction  
Anastomotic intimal hyperplasia (IH) is a major cause of long-
term failure in small diameter vascular prostheses. This process 
leads to the gradual occlusion of the anastomosis from a sub-
intimal proliferation of smooth muscle cells and extracellular 
matrix [1]. Various hypotheses have been proposed to explain 
this phenomenon, based upon both mechanical and fluid dynamic 
mechanisms [2]. It is suggested that these processes may be 
influenced by biological responses [3], and interactions between 
blood and the non-endothelialised graft surface [4]. 
Hemodynamic factors, including flow angle, high wall shear 
stress variation together with the low wall shear stress level, have 
long been suggested in causing of vascular disease and have been 
shown to play an important role on the deformation of arterial 
wall structure [5, 6, 7]. It is not surprising, therefore, that many 
studies have tried to relate hemodynamic effects to the localized 
development of intimal hyperplasia.  

 
However, most of the previous studies were focused on the distal 
anastomosis and little effort has been put on the proximal side. It 
is possible that the proximal anastomosis provides the condition 
to form mitogens and activated platelets, and then they are 
convected down to the distal part [8]. The effect of flow patterns 
of the proximal side on the distal part has rarely been reported. 
Based on the preliminary in-vitro experiment under steady flow 
condition [9], this study aims to examine the flow structures that 
occur at the proximal anastomosis under pulsatile flow condition. 
It is hoped that the study will provide better understanding of the 
flow structure and its responsibility at the proximal anastomosis.  
 
Methods 
The flow models are designed and fabricated based on the 
clinical data from the National Heart Centre of Singapore, which 
had the same geometry as the computational model used in the 
simulation [10].  The internal diameter of aorta and graft are 
20mm and 6mm respectively and the schematic view of the 
proximal anastomotic model with 45-degree backward facing 
graft was shown in Figure 1. Note in the present study, 45-degree 
forward facing graft model was also investigated.   
 

 
 
 
 
 
 
 
 
 

Figure 1: Schematic designs of the proximal anastomotic models.  
 
A solution containing about 30% glycerin and 70% aqueous 
ammonium thiocyanate (NH4SCN) by weight was used to 
provide a fluid with a viscosity comparable to blood and meet the 
requirement of refractive index. The aqueous ammonium 
thiocyanate solution was made up of equal parts of ammonium 
thiocyanate salt and distilled water by weight. The resulting 
viscosity and refractive index were measured by means of a 
controlled shear rate rheometer (Contraves Low Shear 40) and 
commercial refractometer (ATAGO 3T) respectively. The 
mixture adapted to yield a viscosity of 4  and a 
refractive index of 1.47. Polyamid Seeding Particle (38A2-121 
PSP-50, Dantec Measurement Technology) was added into the 
fluid to highlight the flow field. 

sPa1008. 3 ⋅× −

 
Figure 2 is a schematic presentation of the experimental 
arrangements for Particle Image Velocimetry measurements. The 
fluid is forced from a sump tank (1) by a centrifugal pump (2) 
into the reservoir and overflow container (3). Firstly the main 
flow from the head tank was allowed to fill up the whole circuit, 
including the piston tube and backpressure tank.  Then the valve 
(4) was closed and the special designed cam device (10) started 
to generate pulsatile flow profiles. The special designed cam 
device was fabricated according to the typical flow waveform 
reported by Nichols and O’Rourke [11] and the pulsatile 
waveform generated by the cam device in the measurement was 
shown in Figure 3.   
 
A Q-switched, double cavity pulsed Nd: YAG laser was used as 
the illumination source, which has a repetition rate of 10Hz and 
provides two thin (0.3-1mm) green laser sheets ( nm532=λ ). An 
80C42 DoubleImage 700 camera with a Nikon AF Micro-Nikkor 
lens 60/2.8 was used to capture two consecutive images. The 
images were analyzed using a cross-correlation algorithm 
yielding the local displacements vector for each interrogation 
area. The laser-timing unit was triggered to the beginning of the 
systole by means of the flowmeter signal.  The marking dot with 
number on the curve represents the time interval in the cycle 
selected to show the velocity vector maps and the wall shear 
stress.  
 

Bypass graft 

Toe 
Aorta 

Heel



 

 

 

2

3

1

10
5 6

9
4b7

5
4a8

4

Figure 2: Schematic presentation of in-vitro experimental arrangement. 
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Figure 3: The pulsatile velocity waveform. 

 
Post-processing of the results included the calculation of WSS 
and spatial WSSG, the two parameters believed to be associated 
with IH formation  [5, 6, 7]. The wall shear stresses, wτ , along 
the graft inner wall and outer wall were calculated using the 
following relation: 

                          0| →∂
∂

= yw y
uµτ                                               (1) 

Where yu ∂∂ is the velocity gradient close to the wall. The wall 
shear stress gradients, WSSG, along the graft inner wall and 
outer wall were calculated using: 
 

           xw ∂∂=WSSG τ                                           (2) 

Results and Discussion 
The flow measurements as shown in Figure 4 reveal that a 
recirculation region, which spans a distance of 10 mm (about 1.6 
times of graft diameter), is observed along the graft inner wall of 
45-degree forward facing model during the peak flow phase 
(t=0.3s). The colour map in Figure 4 represents the velocity 
magnitude. Note that within the recirculation region, the 
magnitudes of the velocity vectors are much smaller than the 
main stream.  
 
Figure 5 shows the flow field of 45-degree backward facing graft 
model under the peak flow phase (t=0.3s). Similarly a small low 
velocity region was found along the graft inner wall near the 
heel. Comparing Figure 5 with Figure 4, it was found that the low 
flow region in 45-degree backward facing graft model occupies a 
much smaller space. The low flow region which was believed to 
be suffered from low shear stress may allow prolonged residence 
times for circulating pro-inflammatory cells to adhere to the 
endothelial monolayer cells of the vessel, and have thus increased 
the chances for forming mitogens and activating platelets [12]. 
Once the mitogens formed and the platelet activated, they may be 

transported down to the distal site during the physiological cycle 
and fastened the formation of the intimal hyperplasia [13].   
 

1: sump tank; 2:  pump; 3: reservoir and
overflow container; 4, 4a & 4b: Valves
5:flow meter; 6: contraction cone; 7:
PIV system; 8: test model; 9: pressure
tank 10: cam device Velocity (m/s) 

 
Figure 4: Flow patterns and velocity magnitude distribution in 45-degree  

 forward facing graft model under peak flow phase (t=0.30s). 
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Figure 5: Flow patterns and velocity magnitude distribution in 45-degree 

 backward facing graft model under peak flow phase (t=0.30s). 
 
Wall shear stress (WSS) is an important factor which can 
stimulate and affect the development of intimal hyperplasia [14], 
and is the main cause for the bypass graft failure. Furthermore, 
the suture joint is more prone to the intimal thickening.  Low 
WSS [5], high or unidirectional shears [15] were believed to be 
closely related to the development of intimal hyperplasia at the 
suture joint. In order to study the effect of anastomotic angle on 
the wall shear stress distribution, the comparison among the WSS 
distributions of 45-degree forward and 45-degree backward 
facing graft models under the peak flow condition has been 
conducted and presented in Figure 6. This is because the flow 
fields under peak flow condition were found to be much more 
complicated than other phases, and have much higher WSS and 
can correspondingly induce the release of growth factors from the 
endothelium, followed by smooth muscle cell proliferation [3]. 
Note the coordinates used to express the wall shear stress profiles 
are shown schematically at the corner of the figure. The 
annotation, and are the points selected approximately at the 
end of the straight aortic wall and are going along the direction of 
the graft inner and outer walls respectively. 

1x 2x



 

From Figure 6 (a) it is observed that the wall shear stress 
distributions of the two models have the similar trend in general, 
which is due to the same inlet flow condition. The wall shear 
stresses reach a peak value and then drop sharply to a low level 
and maintain at the similar order of magnitude before increasing 
at further downstream. However, they also have some 
differences, the low stress region is quite short in the case of 45-
degree backward facing model. And a large negative wall shear 
stress region was found from to  in the 45-
degree forward facing graft model, which indicates the existence 
of the recirculation region there.   

mmx 31 = mmx 121 =

 
Along the graft outer wall, it is noted that the magnitude of wall 
shear stresses are much higher than those of graft inner wall for 
the two models, as shown in Figure 6 (b). From the figure it is 
observed that the stagnation point of the 45-degree forward 
facing model locates at further upstream ( ) compared 
with that of 45-degree backward facing model ( ). It 
is also noted that 45-degree forward facing model has the highest 
positive wall shear stress and much steeper increase of WSS 
along the graft outer wall. Significant flow disturbances which 
have resulted in locally elevated WSS has been proposed to cause 
damage to the endothelial cells and endothelium dysfunction, and 
have also played an important role in platelet activation, and 
ultimately IH formation [16].    

mmx 22 =

x2 = mm7.4
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Figure 6: Wall shear stress distributions of the anastomotic joint in 
different anastomotic models under peak flow condition (t=0.30s). 

      (a) Inner wall;  (b) Outer wall. 
 

Spatial wall shear stress gradients (WSSG) along the graft inner 
wall and outer wall of both models were calculated in the study, 
as shown in Figure 7. It could be observed in Figure 7(a) that for 
the two cases there existed a dramatic decrease of WSSG when 
the flow accessing the heel region. The largest negative WSSG 
values are mmPa45.2− and mmPa6.1−  at 45-degree forward 
facing and 45-degree backward facing models respectively. After 
the heel region the WSSGs increase which is corresponding to 
the increase of wall shear stress along the graft. The WSSGs 
reached an asymptotic value close to zero at the further 
downstream, which indicated much more uniform flow along the 
graft. Along the aorta at the toe region, as shown in Figure 7 (b), 
the WSSGs in both cases are negative in value before increasing 
sharply when approaching the graft outer wall, which is due to 
the definition of  coordinate. The magnitude of WSSG of 45-
degree forward facing graft was found to be much higher than 
that of the other model, and reaches its highest value of 14 
Pa/mm at 

2x

0.2 mmx2 = . The peak value of WSSG at 45-degree 
backward facing graft model appears much more downstream, at 

mmx 0.72 = , and smaller in magnitude of only 6.8 Pa/mm when 
comparing with that of 45-degree forward facing graft model. 
Large spatial WSSG was found to induce morphological and 
functional changes in the endothelium, which contributee to 
elevate wall permeabilities and hence possible atherosclerotic 
lesions [16]. Therefore the relatively low WSSG values along 
both inner and outer walls of 45-degree backward facing graft 
once again suggested that it should be recommended for 
anastomosis. 
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Figure 7: Wall shear stress gradients of the anastomotic joint in different  
 anastomotic models under peak flow condition (t=0.30s).(a) Inner wall;    
 (b) Outer wall. 
 



 

Conclusion  
At the peak of the pulsatile flow, a low velocity region containing 
recirculating flow is formed at the graft inner wall in the 45-degree 
forward facing model and briefly on the 45-degree backward facing 
model. It is also found that there is a stagnation point at the graft 
outer wall.  The existence of recirculating flow and stagnation point 
may accelerate the formation of intimal hyperplasia. 
 
The wall shear stress distributions at the peak flow phase also 
demonstrate significant variations along the walls of the anastomotic 
joint. Large wall shear stress variation (ranging from –15 Pa to 

) was found around the anastomotic joints. The small region 
near the heel had low wall shear stress level (ranging from –0.5 Pa to 
1Pa). In addition, near the stagnation point of the outer wall, there 
was a small region, which had the low wall shear stress level in the 
two models. At peak flow phase, the 45-degree forward facing model 
was found to have the highest positive wall shear stress. The 45-
degree forward facing model was found to have the extreme high 
WSSGs at both heel and toe regions, however, the 45-degree 
backward model has the lowest WSSG obtained. The high wall shear 
stress gradient together with the low wall shear stress level were 
associated with the formation of intimal hyperplasia [5, 6, 7].  

14.8Pa

 
In summary, the 45-degree backward model may provide the best 
conduit between the aorta and coronary artery, which should be able 
to reduce the potential of IH formation uttermost. This could be 
useful in the design of sleeve for bypass operation and would be 
reported in due course.  
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Abstract 

A technique for measuring the unsteady differential pressure 
acting across two closely spaced surfaces is successfully 
demonstrated. The results show that conventional single-surface 
pressure measurements are likely to provide misleading 
information about the buffet pressures responsible for unsteady 
structural loading on fighter aircraft.  

Introduction  

Modern high performance aircraft, such as the F/A-18 fighter, are 
designed to rely on the high lift generated by a vortex system to 
enhance their manoeuvrability. The behaviour of the vortex 
system is complex and not well understood. Breakdown of F/A-
18 LEX vortices is responsible for severe buffeting, which has 
resulted in premature fatigue failures of the aircraft frame. The 
buffet loads are responsible for increased maintenance costs and 
downtime.  
Given that a major DSTO (Defence Science and Technology 
Organisation) objective is more accurate prediction of aircraft 
life, and given that the buffeting associated with vortex 
breakdown is a major contributor to fatigue loading, it is 
surprising, but true, that only limited and incomplete information 
exists concerning the buffet pressures responsible for the loads. 

Research Objectives  

The long term objective is to create a database from wind tunnel 
tests that will provide detailed information about the buffet 
pressures acting on tail fins and other critical components of 
fighter aircraft at flight Reynolds numbers. Pressure fluctuations 
that act in common on opposing surfaces will not contribute to 
the structural loading. On the other hand, pressure fluctuations 
that are out of phase will result in larger pressure differences than 
indicated by individual fluctuations experienced on each side. 
The fluctuating pressure difference across a component will 
provide a more accurate indication of the structural loads than the 
pressure fluctuations acting on a single surface. 

Creation of the database will not be a trivial task since 
measurement of the unsteady differential pressure acting across 
two surfaces will be required. Furthermore, measurements 
obtained at a single point may not be fully representative. 
Therefore a useful database will need to consist of multiple 
unsteady differential pressure measurements at each of a large 
number of operating points that are representative of the multiple 
parameters that define the flight of the aircraft. 

Dynamic Pressure Measurement System (DPMS) 

At the outset it was recognized that it would be unfeasible to 
mount multiple dynamic pressure transducers within the 
components of interest of an aircraft model, which are usually 
very thin, e.g. the tail fins. A viable alternative is the Dynamic 
Pressure Measurement System (DPMS) offered by Turbulent 
Flow Instrumentation Pty Ltd (TFI).  

The advantage of the DPMS system is that only relatively minor 
additional modifications need to be made to a model for dynamic 
measurement compared to the conventional arrangement where 
only static pressures are measured. A typical DPMS module 
consists of 16 or more pressure transducers, with a pressure port 
for each transducer and a common reference pressure port. The 
same form of hypodermic tubing could be used to route pressures 
from taps on a fin to a position outside where flexible tubing 
would complete the connection to the DPMS module ports. The 
DPMS module could be mounted in the fuselage of the model to 
minimize the total length of tubing.  

The total length and diameter of the pressure tubing is an 
important consideration since it introduces frequency dependent 
amplitude and phase distortion of the pressure fluctuations. The 
TFI software compensates for the distortion introduced by the 
external tube and components within the module by using a 
transfer function to represent the transmission of pressure 
fluctuations from the tap to the transducer. The theoretical basis 
for the compensation is a linearized theory first proposed by 
Iberall [3]. Details of the derivation are provided by Bergh and 
Tijdeman [1] and they also derived a general recursion relation 
for the propagation of small amplitude harmonic disturbances 
through a system consisting of an idealized series of volumes 
interconnected by thin straight round tubes. They found the 
predicted response to agree very well with observation. 
Validation of the predicted transfer functions has also been 
demonstrated more recently by Hooper & Musgrove [2] and 
Mousley, Watkins & Hooper [4]. The theory is strictly valid only 
for simple geometries, but it has been shown that curvature of the 
pressure tubing has an almost insignificant effect on the transfer 
function provided that the tubes are not kinked.  

In practice, installation of an external tube from the module port 
to a pressure tap will modify the system transfer function. 
Acoustic tests could be used to evaluate the modified response of 
the entire system, including the external tubing and the pressure 
port, internal tubing between the port and the transducer, and the 
physical (and electronic) characteristics of transducer. However, 
in most situations the external tube conforms well to the idealized 
geometry assumed by the Bergh & Tijdeman model. Hence the 
TFI software can use the recursion relation to accurately estimate 
the modified transfer function once the length and internal 
diameter of the external tubing are known. The tube diameter is a 
particularly important parameter since it is raised to 6th power. In 
a conventional application the accuracy of the modified transfer 
function is almost solely dependent on the accuracy of the 
measurements of the tube diameter and length.  

The accuracy requirements of overall system transfer functions 
used for the compensation are more stringent for differential 
pressure measurements. Small errors in the amplitude response of 
each signal could result in a relatively large error after the signals 
are subtracted, especially if the difference between the two 
signals is small. Additionally, errors in the phase response will 
not significantly affect the accuracy of a single point 



 

measurement. However, small errors in the individual phase 
response of two time records could result in a much larger error 
after they are subtracted. Furthermore, configurations with sharp 
corners and other significant departures from the idealized 
geometry could introduce considerable deviations from the 
calculated transfer function that can only be fully accounted for 
by direct calibration. These are important issues that need to be 
resolved before embarking on the proposed investigation. 

One method being considered for creating carefully aligned pairs 
of taps on either side of a fin is to braze the sidewall of a 
hypodermic tube onto the inside of each surface. The hole for 
each tap would then be drilled from outside through the fin 
surface and the sidewall of the tubing. The minimum thickness of 
the fin is then only limited to be at least double the thickness of 
the surface material plus the outside diameter of both tubes. This 
non-standard tap geometry is likely to significantly depart from 
the idealized geometry used in the recursive model since the 
pressure fluctuations will have to negotiate a sharp corner. 
Another objective of these preliminary tests is to examine the 
influence of this non-standard form of pressure tap. 

 
 

 

 

 
Figure 1. Experimental configuration. (a) Model in DSTO 9×7 ft low 
speed wind tunnel (b) Definition of pressure taps (LH test plate shown) 
(c) Details of pressure taps (d) DPMS module. Dimensions in mm.  

Test Model and custom miniature DPMS module 

A simple test model has been constructed to investigate the 
accuracy of the DPMS system for unsteady differential buffet 
pressure measurements with significant energy up to a frequency 
of 300 Hz using the non-standard form of pressure taps described 
in the previous section. This frequency range corresponds to the 
buffet pressures anticipated on the tail fins of a 1/9th scale model 
of the F/A-18 fighter that is part of future tests being considered 
in the DSTO 9 ×7 ft low speed wind tunnel. The model consists 
of a 32 mm wide bluff plate attached to a 16mm thick splitter 
plate. Figure 1(a) is a schematic of the model located in the 
working section of the DSTO 9×7 ft tunnel used for the tests. 

The advantage of the model is that both standard and non-
standard taps can be used in the same test. Construction details of 
standard (termed Type A) and non-standard (termed Type B) 
pairs of pressure taps are shown in figure 1(c). The layout and 
nomenclature for referencing the tap locations are shown in 
figure 1(b). It is not possible to conduct tests by swapping 
between different types of taps at the same location. However, 
the taps are staggered about the centreline of the 1070 mm tall 
model and one of the design objectives is to ensure that the flow 
is acceptably two-dimensional.  

 
Figure 2. Streamwise development of mean and rms pressure. Upper 
pressure taps, 600 mm long tubes, 16 channel DPMS module, U=50 ms-1.  

Large amplitude pressure fluctuations are generated on each side 
of the splitter plate by turbulent eddies that are shed from a pair 
of separation bubbles forming behind the bluff plate. The internal 
gap between the test plates forming the surfaces on either side of 
the splitter plate allows a custom-built miniature dual channel 
DPMS module to be located inside the model. The DPMS 
module is shown in figure 1(d) and it uses the same pressure 
transducers and it is functionally equivalent to standard DPMS 
modules manufactured by TFI.  
The configuration allows a range of flexible tubing lengths to be 
used between the DPMS pressure ports and the hypodermic tubes 
of the taps. The shortest pair of flexible tubes is limited by the 
requirement to reinstall the test plates after the installation of the 
tubing and the minimal length was found to be 30 mm. The other 
pairs of tubing used in the tests are 140, 300 and 600 mm long. 
All tests were conducted using nominally the same length tubes 
on each port. 



 

Results  
Experiments were conducted in the DSTO 9×7 ft wind tunnel 
located at Fishermens Bend using the two test section velocities 
of U = 50 ms-1 and U = 70 ms-1. Streamwise development of the 
mean pressure and rms pressure fluctuations for U = 50 ms-1 is 
shown in figure 2. These results were obtained using all the upper 
row of pressure taps on both sides of the model and 600 mm long 
flexible tubes were used so that a larger 16 channel DPMS 
module could be located in the test section but outside the model.  
 The symmetry of the distributions shown in figure 2 
demonstrates that the model is properly aligned with the 
freestream. One end of a long tube was connected to the 
reference pressure port and the other open end was located in a 
still region outside the test section. This was considered more 
desirable than connecting the reference port to a static pressure 
source in the test section with the risk of introducing additional 
pressure fluctuations. The test section is vented to atmosphere so 
that the minimum pressure coefficient has been estimated to be 
CPmin ≈ -0.67. The largest rms amplitudes are observed at station 
5 corresponding to a distance of 240 mm (30 step heights) from 
the leading edge. The rms pressure fluctuations at this location 
are about 10% of the dynamic pressure. The taps at this location 
have been used for all the subsequent pressure fluctuation 
measurements with the miniature dual channel DPMS module. 

 
Figure 3. Amplitude and phase response of transfer function of DPMS 
module alone and the responses with added lengths of pressure tubing. 

The transfer function of the dual channel DPMS module alone 
and with flexible tubing is shown in figure 3. The variations in 
the amplitude and phase response with the 30 mm long tubes are 
both very small over the frequency range 0-500 Hz. This 
configuration is therefore the least likely to be affected by any 
errors in the compensation so it will act as a baseline for 
comparing the results obtained with the longer tubes. 
The transfer function for the next longest tube, L=140 mm, 
contains a resonant peak at 500 Hz with an amplitude ratio that is 
a factor of 4.5 times the response at 100 Hz. Smaller amplitude 
ratio peaks are also observed with the longer tubes, but these are 
more significant since they are closely centred in the frequency 
range to be experienced by the transducers. Note that for the 600 
mm long tube, the gradient of the phase response is about 0.7 
degrees per Hz in the region of interest.  

   (a)    

L, Tap LP  RP  diffP  diff / LP P  diff / RP P  R 
30, A 142.1 140.6 201.9 142% 144% -0.0205 

140, A 144.4 141.2 203.5 141% 144% -0.0151 
300, A 140.6 137.8 197.6 141% 143% -0.0079 
300, B 140.4 137.1 197.0 140% 144% -0.0080 
600, A 136.7 134.4 193.5 142% 144% -0.0185 

   (b)    

L, Tap LP  RP  diffP  diff / LP P  diff / RP P  R 
30, A 256.1 256.9 366.8 143% 143% -0.0226 

140, A 267.1 261.5 376.1 141% 144% -0.0122 
300, A 251.4 246.3 353.6 141% 144% -0.0094 
300, B 256.6 253.0 362.1 141% 143% -0.0095 
600, A 253.5 249.4 361.2 143% 145% -0.0319 
  

Table 1. Rms pressures, Pa. (a) U=50 ms-1 (b) U=70 ms-1. L(mm) Tap 
A/B, LP : LHS; RP : RHS; diffP : difference; R: correlation coefficient. 

 
Figure 4. Power spectra corresponding to broadband results in Table 1(b). 



 

A summary of the rms pressures obtained with the miniature dual 
channel DPMS module is shown in table 1. The rms pressures 
were calculated using the same time records as those for 
calculating the spectra shown in figure 4. The agreement between 
results for different tube length and pressure tap combinations 
indicates that the transfer functions used to correct for the 
distortion introduced by the tubing have worked extremely well. 
In particular, the agreement between the rms values of the 
pressure difference across the splitter plate using the standard and 
non-standard taps is excellent, despite the factor of three 
variation in the correction factor used for the amplitude response 
for the 300 mm long tubes over this frequency range. The 
correlation coefficients are close to zero, which indicates that the 
pressure fluctuations on both sides of the splitter plate can be 
considered to be random and independent. For truly random 
fluctuations the ratio of the individual to pressure difference rms 
fluctuations would be 2 , which is closely observed in the 
measurements. The most significant observation is that the 
magnitude of the rms pressure difference is 40% larger than the 
individual rms pressures on either side of the splitter plate.  
The power spectra shown in figure 4 allow a more detailed 
evaluation of the measurements to be made and they are plotted 
on a linear scale to clearly distinguish differences between the 
results. The spectra were evaluated from time records consisting 
of 40,960 samples obtained at a frequency of 1250 Hz to avoid 
aliasing, leading to total sampling period of 32.8 s. The spectra 
are evaluated using 512 samples for the FFT so the rms values in 
each frequency bin were obtained from 80 realizations.  

 

Figure 5. Individual spectra of LP , RP  and spectra of diffP  for the 

baseline, and for L = 300mm tubes with both Type A & B pressure taps. 

The spectra on each side of the plate are in reasonable overall 
agreement; within the scatter arising from incomplete 
convergence. However the amplitudes on the LHS test plate 
shown in figure 4(a) are consistently larger than those on the 
RHS at a frequency around 100 Hz. The differences are nullified 
in the spectrum of the pressure difference shown in figure 4(c). It 
appears there is some small differences in the vortex shedding 
characteristics on each side of the model. The origin of the 
differences is unknown. However, the most important 
observation is the consistency between the spectra obtained with 
standard and no-standard taps and with different length tubes  

Spectra obtained on each test plate and spectra evaluated from 
the result of subtraction of the time records from each test plate 
are shown in figure 5. As explained previously, the results 
obtained with standard pressure taps and 30 mm long tubes will 
be the least in error and provide a baseline for comparison. The 
spectrum of the pressure difference for the 30 mm long tubes 
clearly demonstrates that it is the low frequency (long 
wavelength) fluctuations that are responsible for the larger rms 

amplitudes of the pressure difference compared to the individual 
pressures on each side. The spectra of the pressure difference 
using standard and non-standard pressure taps with 300 mm long 
tubes are both in substantial agreement with the baseline result.  

Conclusions 

The rms value of the pressure difference acting across the splitter 
plate has been demonstrated to be about 40% larger than the rms 
pressure measured on each side of plate. The test model is not 
representative of an aircraft, and the rms pressure fluctuations are 
much less than those that can occur on the tail fin of the F/A-18 
aircraft (peak values of up to 4 or 5 times the dynamic pressure). 
Nevertheless, the results demonstrate that standard single-surface 
pressure measurements are likely to provide misleading 
information about the buffet pressures responsible for unsteady 
structural loading on fighter aircraft. For the simple configuration 
used in these experiments, it is the lower frequency (longer 
wavelength) fluctuations that are responsible for the larger value 
of the pressure difference measurements. The DPMS system 
offered by TFI is capable of providing accurate results in the 
more demanding situation where dynamic measurement of 
pressure difference is required. The non-standard pressure taps 
that will be necessary for dynamic measurements of the pressure 
difference across the thin fin of an aircraft model do not appear to 
contaminate the measurements. Lingering doubts that remain 
about their effect on the transfer function used for the 
compensation can be removed by direct calibration.  
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Abstract

Dimensional analysis leads to a prediction of a -1-power-law
for the streamwise velocity spectrum in a turbulent boundary
layer. This law can be derived from overlap arguments or from
physical arguments based on the attached eddy hypothesis of
Townsend (1976). Some recent experiments have questioned
the existence of this power-law region in wall-bounded flows.
In this paper experimental spectra are presented which support
the existence of the -1-law in a high Reynolds number boundary
layer, measured in the large boundary layer facility in the Walter
Basset laboratory at the University of Melbourne. The paper
presents the experimental results and discusses the theoretical
and experimental issues involved in examining the existence of
the -1-law and reasons why it has proved so elusive.

Introduction

Turbulent wall-bounded flows occur in a wide range of situa-
tions that are of interest both for technical, engineering applica-
tions and in terms of the general physics of turbulent flows. The
practical interest stems from the fact that many flows of engi-
neering importance occur at high Reynolds numbers. Examples
are flows over submarines, aircraft and the atmospheric surface
layer. The theoretical interest stems from questions regarding
the asymptotic behaviour of such flows as the Reynolds num-
ber tends to infinity. At present many experiments and direct
numerical simulations are limited to lower Reynolds numbers
and the important question is how to extrapolate these results
to higher Reynolds number flows. There are a few theoretical
predictions concerning the likely characteristics of these flows
at high Reynolds number which have been used in modelling
and predicting real flows. One of these is the -1-power-law
for the Power Spectral Density (PSD) of the streamwise fluc-
tuating velocity component. This law can be derived either by
simple dimensional reasoning or, more rigorously from asymp-
totic overlap arguments as described, for example, in Perry et
al.(1986). These arguments are consistent with the attached
eddy hypothesis of Townsend (1976). Essentially, the idea is
that there is a range in wavenumber space in which the effects
of both viscosity and the outer length-scale (eg. the bound-
ary layer thickness or the pipe radius) are negligible. These
arguments are discussed in more detail in the next section. The
salient feature is that an overlap region exists where both inner
scaling and outer scaling are simultaneously valid. Inner scal-
ing refers to non-dimensionalisation using the length scale z, the
wall-normal position, and the velocity scale Uτ, the friction ve-
locity. Outer scaling uses the length scale δ, the boundary layer
thickness, and the velocity scale Uτ. Despite the fact that the
arguments involved in deriving such a region are, at least, very
plausible, the experimental evidence for the -1-law has not been
completely convincing. This has led to questions regarding the

possible existence of such a region. Recently, Morrison et al.
(2004) have analysed spectra taken in the Princeton superpipe
and concluded that for those data no overlap region is observed
and therefore no universal -1-law is present. They refer to this
as ’incomplete similarity”. Del Alamo et al. (2004) interpret
the incomplete similarity result as a consequence of a variation
of velocity scale between the largest eddies in the flow (scaling
with δ) and the eddies that scale with z, the local distance from
the wall. Consequently they show that a logarithmic correction
is needed to the -1 law. All of the above arguments agree that the
existence of a -1 law depends on a sufficiently large Reynolds
number to ensure an overlap region. What remains unclear at
this stage is what value of Reynolds number qualifies as suffi-
ciently large, and where measurements should be made in the
boundary layer in order to discover such a region. In what fol-
lows we present new measurements in the high Reynolds num-
ber boundary layer at the University of Melbourne both at high
Reynolds number close to the wall. The measurements show
evidence of a -1-law region with complete similarity.

Experimental Details

The wind-tunnel facility

The measurements were conducted in the high Reynolds num-
ber boundary layer facility in the Walter Basset Aerodynamics
Laboratory at the University of Melbourne as shown in figure 1.
This unique facility is especially designed for the experimental
study of high Reynolds number boundary layers with sufficient
thickness to provide for good spatial resolution. The facility is
a blower-tunnel driven by a 2m diameter axial flow fan. Air
from the fan passes through two vaned corners, through a set-
tling chamber with honeycomb and screens, then through a 6:1
contraction and into the working section. The working section
is the unique feature of the tunnel. It has a cross-section of 2m x
1m (horizontal x vertical) and 27m in length. The long working
section allows the boundary layer to grow over a long fetch and
hence produces a high Reynolds number, thick, boundary layer.
The boundary layer near the end of the working section is ap-
proximately 330mm thick, providing for good spatial resolution
of the measurements. Separate experiments in another wind-
tunnel (Jones et al. 1995) show that the effect of finite width is
negligible as long as the tunnel is wider than six boundary layer
thicknesses (6δ). The tunnel is capable of a maximum speed
of 45 m/s, although the measurements to be presented here are
for lower tunnel speeds. At a speed of 30m/s the free-stream
turbulence intensity is 0.05%. The working section is above
atmospheric pressure and a zero pressure-gradient is achieved
by bleeding air from the tunnel ceiling through adjustable slots.
The coefficient of pressure, Cp, along the working section is
constant to within ±1%.



Figure 1: Schematic of wind-tunnel used in this study.

Hot-wire measurements

The measurements to be presented here have been made us-
ing hot-wire probes made from platinum Wollaston wires. All
measurements shown were made with wires of 2.5µm diam-
eter etched to 0.4mm in length (giving a length to diameter
ratio, l/d=160). The wires were run at constant temperature
at an overheat ratio of 1.8 using an AA-labs model AN1003
anemometer. The system was checked to ensure second order
impulse response and showed a frequency response of greater
than 150kHz. The wires were calibrated statically by traversing
them into the centre of the tunnel in the undisturbed free-stream.
They were calibrated using a third-order polynomial fit to the
discrete data. The signal was filtered at 35kHz using 8th order
analogue Butterworth filters, to avoid aliasing, and were sam-
pled at 80kHz using a 16 bit A-D converter board mounted in a
PC. The probes were attached to a stepper motor driven traverse
run by the computer and could be positioned within the bound-
ary layer with an accuracy of 3µm. The initial wall distance was
measured using a video camera with a short focal length lens to
image the probe and its image in the polished aluminium floor
of the tunnel. The initial position could be determined to an
accuracy of ±5µm.

The PSD was determined by sampling bursts (or “records”) of
the velocity signal of 3.27 seconds in length at 80kHz (262,144
points). This was determined to be sufficiently long to capture
the lowest wavenumber motions with significant energy con-
tent. Each burst is then fast-Fourier-transformed online and the
PSD formed from the modulus squared of the transformed sig-
nal. In order to ensure convergence of the PSD a series of 500
bursts were taken and the PSDs were ensemble averaged to form
the final PSD. Five hundred bursts corresponded with approxi-
mately 45 minutes total time to measure a single spectral curve
(for a single wall-normal position). Extreme care was taken to
ensure accurate and well-converged data for each measurement.
One typical wall-normal position of interest was averaged over
5000 bursts (approximately 7.5 hours) and compared with the
500 burst case to ensure that the results were equivalent in all es-
sential details. Calibration drift was checked by re-calibrating at
the end of every run and proved to be negligible for all cases (the
temperature of the tunnel remained constant to within ±1oC).
In order to further reduce the scatter in the data points of the
original high resolution PSD file (131,072 points), the data was
resampled by averaging 27 points of the original file to form
one point in the final file (at the centre of the 27 point window).
This was done with non-overlapping windows in spectral space
so that each point in the file was produced from independent
data. This is equivalent to the approach of using a narrow band-

pass filter to evaluate the PSD from an analogue velocity signal
(as used before the advent of digital sampling equipment). The
final file had 4800 points. It should be noted that at the very
lowest wavenumbers a smaller window was used so as to avoid
discarding data at the very low end (this is for appearance of the
results to show the full PSD curve). No other form of “smooth-
ing” was used on the data.

Scaling the spectra

As noted earlier the existence of a -1-law, as predicted by the
theory, requires, not only a region with a -1-law behaviour, but
that this region must scale with both inner and outer flow scal-
ing. Inner flow scaling requires that,

φ11(k1z)
U2

τ
=

φ11(k1)

zU2
τ

= f (k1z), (1)

and outer flow scaling requires that

φ11(k1δ)

U2
τ

=
φ11(k1)

δU2
τ

= f (k1δ), (2)

where φ11(k1z) is the PSD of the streamwise velocity fluctua-
tion per unit non-dimensional wavenumber k1z and z is the wall-
normal position. In order to examine this scaling it is neces-
sary to know the mean flow parameters. These were taken from
Pitot-tube measurements of the mean velocity profiles. The wall
shear stress velocity, Uτ, was found using the method of Clauser
which assumes a logarithmic region in the mean velocity pro-
file with universal constants. This technique has been shown
to be accurate by comparison with direct measurements using
oil-film interferometry, in the same wind-tunnel as used in this
study, by Jones et al.(2001) who also checked and confirmed
that the mean velocity variation was logarithmic. The boundary
layer thickness definition used is that of Perry et al.(2002) i.e.

δ = δ∗C1/S (3)

where δ∗ is the displacement thickness of the boundary layer,
S = U1/Uτ (U1 is the free-stream velocity) and C1 is a constant
found from integrating the velocity-defect profile i.e.

C1 =
Z ∞

0

U1−U
Uτ

d(z/δ) (4)

The streamwise wavenumber, k1, was found from the frequency,
f , using Taylor’s hypothesis of frozen turbulence i.e.

k1 =
2π f
Uc

(5)

where Uc is the convection velocity of the turbulent motions
past the probe. Different values of Uc have been examined and
will be discussed later.

Experimental Results

The results shown here were obtained at a streamwise position
22m downstream from the exit of the contraction tripping de-
vice. The boundary layers on all four walls were tripped using
grade 40 sandpaper strips located inside the contraction. All
profiles were measured with a nominal free-stream velocity of
20m/s (note that for runs on different days the Reynolds number
per unit streamwise distance was matched by varying the tun-
nel velocity to compensate for any change in viscosity due to
changes in ambient conditions). The Reynolds number at this
point is Rθ = 37540 which corresponds with δ+ = 14380.

Figure 2 shows the premultiplied spectra in the vicinity of
z+ = zUτ/ν = 100 scaled with inner (upper plot) and outer
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Figure 2: Streamwise spectra in inner (upper plot) and outer
(lower plot) scaling. Wavenumber calculated using Uc equal to
local mean velocity at each wall-normal position.

(lower plot) scaling. Here the convection velocity has been
taken as the local mean velocity at the wall-normal position of
each measurement. This is consistent with standard practice in
plotting spectra and hence is shown first: the convection veloc-
ity will be discussed further later. It is clear that there is a region
where the spectra collapse with both of these scalings. This
region corresponds with a plateau in the premultiplied spectra
which indicates a -1-power-law behaviour. The region is ap-
proximately 1/3 of a decade long in the profile closest to the
wall. A close-up of this region is shown in figure 3. The be-
haviour of the spectra in the two plots is also consistent with
the expected scaling behaviour since, in the inner-scaled plot,
the profiles collapse at the high end of the region and peel off at
the low end as the probe moves away from the wall. This peel
off is due to the outer flow scaling of the lower end of the re-
gion. In outer-flow scaling the behaviour is also expected. Here
the spectra collapse at the low end of the region (albeit not per-
fectly, see later discussion) and peel off at the high end as the
wall-normal distance is increased - this is the effect of changing
z. The scaling behaviour of the spectra and the plateau appear
to be consistent with complete similiarity arguments and the ex-
istence of a -1-law behaviour.

Convection velocity

More information may be gleaned from these plots. The first
issue of interest is the correct choice of convection velocity. In
figure 2 the local mean velocity was used. It seems plausible
that the smaller structures near the wall (and in the vicinity of
the probe) may convect at this velocity. Examining the lowest
wavenumbers suggests that the collapse with outer flow scaling
is good but not perfect. These structures are of a size equal to,
or larger than the boundary layer thickness. If these structures
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Figure 3: Close up of -1-law region of spectra. Wavenumber
calculated using Uc = U . Upper plot premultiplied. Lower plot
standard PSD.

extend to the edge of the boundary layer then perhaps a more
appropriate convection velocity for the low wavenumbers would
be the free-stream velocity, U1. Figure 4 shows the same spectra
with the wavenumber calculated using Uc = U1. The collapse
in the low wavenumber range with outer scaling is improved,
whereas a very close examination reveals that the collapse of
the high wavenumber range with inner-scaling is not quite as
good as in figure 2. This suggests the, physically plausible, idea
of a spread in convection velocity across wavenumber space. At
this stage it is not possible to calculate this spread but it is suf-
ficient to note that it exists. This spread is consistent with the
measurements of Krogstad et al. (1997) who found a significant
spread in convection velocities with the scale of the convected
structure. They found that motions of the order of the bound-
ary layer thickness have a Uc ≈U1 whereas the smaller scales
convect at a significantly lower velocity. Note that the existence
of a spread does not affect conclusions about the existence of
a -1-power-law region, in fact a spread in convection velocity
of this nature would have the effect of stretching the plateau in
wavenumber space and hence increasing its length.

Spatial resolution

The spatial resolution of the measurements is important when
evaluating the results. In the measurements presented so far
the hot-wire length, l, was 0.4mm which corresponds with
l+ = 17.5 at the Reynolds number of the measurements (δ+ =
14380). Ligrani & Bradshaw (1987) suggest that there is sig-
nificant attenuation of the streamwise stress if l+ > 20− 25.
There is a way to estimate the point at which spatial resolution
limitations start to occur in these measurements. Consider the
high wavenumber end of the plots shown in inner-scaling. The
different wall-normal positions all collapse though the -1-law
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Figure 4: Streamwise spectra in inner (upper plot) and outer
(lower plot) scaling. Wavenumber calculated using Uc = U1.

region and beyond, up to a point where they start to peel off. If
the spatial resolution was a problem below the peel-off position
then the spectra would not collapse with inner scaling. This
suggests that the -1-power-law region itself is well-resolved.

The limits of the -1-law region

The experiments shown here allow us to make some assessment
of the conditions required to obtain a -1-law in the streamwise
spectrum. We will use the values of parameters from the plots
where Uc = U since this is the most common choice and hence
will be convenient for other researchers. The outer-flow scaled
plot shows that the -1-law starts at approximately k1δ = 21 and
the inner-flow scaled plot shows that the region ends at approxi-
mately k1z = 0.4. Results (not presented here) suggest that a -1-
law region is not possible below z+ = 100. Below this value the
spectra is contaminated by structures in the viscous and buffer
zones leading to a hump at the high wavenumber end which be-
comes larger as the wall-normal distance is reduced. A limit
such as this is consistent with the theory since we can argue
that below this the effects of viscosity become important - mak-
ing complete similarity impossible. These numbers allow us
to make some predictions about future measurements. Let the
highest wavenumber within the -1-law region be k1up and the
lowest wavenumber in the -1-law region be k1low. If we want to
have one decade of -1-law region then we need k1up/k1low = 10.
Using the limits above we find that z/δ = 0.0019. Now this
value of z/δ must correspond with z+ > 100 (to avoid viscous
effects) so the Reynolds number required is δ+ > 52500 (corre-
sponding approximately with Rθ = 137700). This is currently
beyond the capability of the wind-tunnel used in this study. It
is very important to note that the length of the -1-law region
depends only on z/δ with the restriction that this corresponds
with a sufficiently large z+. The point to emphasize is that high

Reynolds numbers are only of use in examining this question if
it is possible to make measurements very close to the wall (and
of course with sufficient spatial resolution). This causes diffi-
culty in many existing high Reynolds number facilities particu-
larly where the largest length scale is moderate to small and the
high Reynolds number is achieved by either increasing speed or
changing the kinematic viscosity. In these facilities small values
of z/δ correspond with very small distances from the wall.

Conclusions

Measurements in a high Reynolds number boundary layer show
the existence of a short region of complete similarity in which
a -1-power-law region is evident. The behaviour of the spec-
tra is entirely consistent with the arguments used classically to
derive the -1-law for large (infinite) Reynolds numbers. Exam-
ination of the length of the region and the position in which it
occurs suggest that measurements must be made, not only in
high Reynolds number flows, but also sufficiently close to the
wall if the -1-law is to be detected. This may, in part, explain
why other researchers have had difficulty in identifying this re-
gion.
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Abstract - type 3 being wind directional (swivelling elbow or hood), 
- type 4 being turbine type. Extraction performances of roof-mounted ventilators are 

compared using data from tests based on an Australian/New 
Zealand Standard. The results show that a single performance 
curve (embodying air extraction rates, wind speeds, throat size 
and pressure differentials across the devices) characterises each 
ventilator. This also shows that the constant parameters specified 
in the current Standard are far too simplistic to adequately 
describe a device’s performance. 

This Standard [1] has essentially been an arbiter laying down test 
procedures and defining the following for ventilators:  
- discharge coefficient C i at a particular wind speed, 

( ) vti p2AQC ∆ρ×=                       (1) 

which then gives the mean discharge coefficient Cmean for a 
number n of wind speeds, and the ventilator’s discharge 
coefficient C d as  

∑
=

=
n

1i

i
mean n

CC , and        (2) errorsCC meand −=List of Symbols 
∆p = pressure difference across ventilator as per figure 1 (Pa) 

- flow coefficient for a particular wind speed, ∆pv = close-range pressure drop across ventilator (Pa) 

( )
V
vC if =                                      (3) V = wind speed acting on ventilator (m/s) 

Q = measured flow rate through ventilator (m3/s) 
A ventilator’s flow coefficient Cf is then the average of a 
number of such (C f)i. 

At = ventilator geometric throat area (m2) 
v = air speed through ventilator throat, calculated as v = Q/At 
(m/s)  

Results from equations 2 and 3 are then used to estimate 
extraction by “wind siphonage”. So, in effect, C d and C f are the 
two parameters used to quantify a ventilator’s air extraction 
performance. 

ρ = air density (1.2 kg/m3) 
 
Introduction 

 Efforts to clear smoke, foul air and damp from dwellings, ships 
and factories have produced various designs of ventilators, 
sometimes fitted to assist draft through chimneys but more often 
mounted on roofs. Wind influenced roof ventilators (also called 
eductors) such as cowls, swivelling elbows, venturi and turbine 
types compete with powered fans to clear spaces of vapours and 
foul air. These ventilators also allow hot gases to escape, as well 
as exclude rain and vermin. Very few published works on these 
devices can be found. In 1932 O. Savonius [3] and O. Back [2] 
published test results comparing cowls and the S-rotor wind-
driven fan invented by S. V. Savonius. Back mentions earlier 
work by Professor Rietschel in Germany (1906 and 1910) and in 
France (“Concourse d’ Aspirateurs de Fumes”, 1929). The last 
two tested only with “free suction” or ambient upstream pressure. 
Savonius and Back tested over a range of “suction pressures”. 
Their methods were similar – a free jet blowing over an eductor 
which withdrew air from a “suction box” or plenum. Those tests 
were done at plenum pressures less than or equal to ambient. 
Back used a “Prandtl tube”, set in the Φ 160 mm x 6 m inlet duct, 
and micromanometer to measure duct air velocities. Savonius 
used a cup anemometer in the inlet duct. Apart from these very 
early works there has been virtually nothing else published since 
then that the authors are aware of, particularly in English. 

Client and Industry. It was through a request from the 
Australian Consumers’ Association that this work was started. 
For the ventilation industry, interest is in extraction rate Q, wind 
speed V, and pressure difference ∆p - from the space being 
vented, across the ventilator, to the outside ambient. The request 
was for a concise and consistent way to assess the ventilators 
quantitatively, and for the test results to be shown in a manner 
that will distinguish them. 
 
Responding to this request, experiments have been set up and a 
variety of these devices tested. Two ways of presenting results 
will be shown here; neither is mentioned in the current Standard 
[1]. In particular, it will be seen that a single non-dimensional 
curve captures succinctly a ventilator’s performance, and thus 
presents a better method of characterizing such a device than the 
simple, constant parameters specified in the current Standard. In 
this work, attention is given to type 4; but other simple 
ventilators are also shown for comparison. 
 
Experiments  
 
Apparatus. The experimental set-up follows recommendation in 
the Standard [1], and is shown in figure 1. In the first set up 
(figure 1(a)), ventilators were fixed on top of a rectangular box or 
plenum. A variable speed 800 mm diameter axial fan produced 
the “wind” on the ventilator. Air was supplied to the plenum by a 
radial fan via a metering nozzle. By changing the supply fan’s 
speed, plenum pressure (∆p) was varied from a negative to a 
positive value with respect to ambient. Having a supply fan to 
overcome duct losses is a practice used in fan testing. Here it was 
used to provide a wide range of plenum pressures. 

 
Australian/New Zealand Standard, AS/NZS 4740:2000. An 
industry has been developing around natural ventilation for over 
a century. Prior to 2000 there was no Australian Standard for 
natural ventilators. The first such Standard, AS/NZS 4740, was 
published in March 2000 [1]. It covers classification and testing 
for wind loading, rain penetration, flow and pressure drop. 
Louvres and grilles are classified as type 1 and serve as either air 
inlets or outlets on buildings. Types 2, 3 and 4 withdraw air by 
the influence of wind (eductors):   

As testing proceeded, wind speeds and plenum pressures 
increased. So did supply air requirements. To achieve required 

- type 2 being static (cowl, ridge, louvred cupola, etc.), 



 

flow rates, the radial fan’s speed (figure 1(a)) was increased until 
the fan disintegrated.  At this stage it was realised that flow rates 
beyond 6000 litres per minute (0.1 m3/sec) may be required. Such 
flow rates could be met by a 400 mm axial fan and duct (figure 
1(b)). Fan surge had to be watched as the supply flow can 
become unsteady and the manometers erratic. 
 

 
Figure 1: Schematic of eductor test rigs comprising; large wind producing 

fan, plenum, variable speed supply fan, flow metering and sensitive 
manometers (0 to 125 Pa). 

(a) original test rig using radial fan, Φ 100 mm x 4 m duct with 
Φ 65 mm metering nozzle, 

(b) Φ 400 axial fan and duct replacement for radial fan. 
In both cases the plenum was 1.2 m square x 2.4 m high. 

 
 
Method. The Standard [1] specifies five “minimum required 
incident air velocities” from 0.72 m/s to 3.6 m/s (2.6 to 12.96 
km/hr). Sydney’s average wind speed is taken as 12 km/hr hence 
natural ventilation calculations for extraction are based on a wind 
speed of 12 km/hr for Sydney. Greater test wind speeds are 
recommended in case of unusual behaviour beyond 13 km/hr.  
 
By performing calibration runs before each series of tests 
relationships between fan speed and wind speed are established. 
This is done with an anemometer placed at the position where the 
eductor will later be located. A linear relationship between wind 
speed and fan speed has been obtained, as may be expected, since 
fan discharge is proportional to fan speed. This allows setting a 
wind speed without the presence of an anemometer while testing. 
 
Wind uniformity. It is prudent to asses wind uniformity. For this 
a Pitot rake was used to determine a number of velocity profiles 
across the jet. From these, average wind speeds were estimated. 
Variation of wind speed was considered acceptable if it was 
within 2.5% about the average value.  
 
Four devices. Four ventilating devices, shown in figure 2, were 
tested. Turbine eductors are shown in figures 2(a) and (b). Figure 
2(c) shows a Φ 300 mm throat omni-directional venturi formed 
from two spherical segments spaced 150 mm apart; and figure 
2(d) a Φ 300 mm x 300 mm high open stub. 
 
Results and Discussion 
Test results were first plotted as a series of curves of plenum 
pressures ∆p against flow rates Q at different wind speeds, rather 
analogous to fan characteristics; see figures 3(a) to 6(a). This 
representation does not readily compare eductors; overlaying so 
many curves became confusing. Following Back and Savonius 
[2, 3], the measurements are also plotted using the non-
dimensional parameters v/V and Dp/(½ρV2). These are shown in 
figures 3(b) to 6(b). The data collapse very well into single 
curves, each embodying air extraction rates, wind speeds, throat 

size and pressure differentials. Note that in these figures, ∆p is as 
shown in figure 1. Thus ∆p is the difference between pressure in 
the plenum just before the ventilator’s inlet, and that of the 
ambient. 
 

Figure 2:  Diagram of the four ventilating devices (eductors) tested; 
(a) 250 mm throat turbine type, 
(b) 300 mm throat turbine type, 
(c) 300 mm throat omni directional venturi, 
(d) 300 mm bore open stub. 

 
 
On the other hand, it can also be seen from the present 
measurements that the two parameters Cd and Cf recommended in 
the Standard as bases for quantifying a ventilator’s performance 
are far too simplistic for the purpose. 
 
For example, using data of figure 5(a), and taking the pressure 
immediately behind the device (in the direction of air extraction) 
as equal to the plenum pressure at zero flow rate, the following 
has been obtained: 
 
With 18 km/hr wind, plenum pressure is – 6.7 Pa at Q = 0 l/min, 
and – 4 Pa at Q = 2000 l/min. Thus ∆pv = – 4 – (– 6.7) = 2.7 Pa. 
Equation (1) then gives Ci = k×2000/√2.7 = 1220×k, where k is a 
constant incorporating the conversion factors, throat area and air 
density. Similarly, with 8 km/hr wind, the corresponding figures 
are – 1 Pa at Q = 0 l/min, 2 Pa at Q = 5000 l/min. Equation (1) 
then gives Ci = k×5000/√3 = 2890×k. Clearly, such a wide 
variation of Ci values would make Cd, which is based on the 
average of these values as per equation (2), too simplistic and 
thus unsuitable as a representative characteristic of a ventilator. 
 
The flow coefficient (Cf)i can similarly be seen to vary so widely 
that its average Cf would be unsuitable as a parameter 
characteritizing a ventilator. This is clearly illustrated in all non-
dimensional plots. 
  
Now that individual ventilator’s characteristic can be succinctly 
described by a single curve, relative performances of the four 
devices tested can be concisely shown. This is done in figure 7. 
Clearly the open stub withdraws best. In reality, this device is 
impractical as a roof ventilator, because it had neither vermin 
mesh nor a “conical top” to exclude rain. It can however stand as 
a base-line model for eductors. Similarly impractical is the omni 
directional venturi which had no surrounding mesh to prevent 
birds nesting. The only practical eductors here are the turbine 
types shown in figure 2(a) and (b). 
 
Conclusions 
Measurements of air extraction characteristics of 4 wind-
influenced ventilators have been presented. The non-
dimensionalised data collapse well into single curves, which have 
been seen to be more suitable as performance indicators than the 

 2



 

simple parameters suggested in the current Standard on these 
devices. The ventilation industry would thus find these curves 
useful for specification purposes, and manufacturers for judging 
the effects of modification to their eductors or when developing 
new models. It has also been seen that as regards air extraction, 
the simple stub performs best.  
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Figure 4(b):  Results for 300mm throat turbine ventilator plotted non-

dimensionally (from figure 4(a)). 
Figure 3(a):  Results for 250 mm throat turbine ventilator - plots of 

plenum pressure (∆p) against extraction flow rate (Q) at set wind speeds. 
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 Figure 3(b):  Results for 250 mm throat turbine ventilator plotted non-

dimensionally (from figure 3(a)). Figure 5(a):  Results for Φ300 mm stub x 300 mm high. Each curve is a 
plot of plenum pressure (∆p) against flow rate (Q) at a set wind speed.  
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 Figure 5(b):  Results for Φ 300 mm stub plotted non-dimensionally (from 

figure 5(a)). Figure 6(b):  Results for Φ 300 omni directional venturi plotted non-
dimensionally (from figure 6(a)).  
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Figure 6(a):  Results for Φ 300 omni directional venturi formed by 

spherical sectors (see figure 1) mounted onto a Φ 300 x 2400 mm high 
duct. – plenum pressure vs flow rate. 

 
Figure 7:  Combined non dimensional curves for the four eductors 
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Abstract 
An artificially triggered transition due to a local disturbance 
source in an inlet region in a circular pipe has been investigated 
experimentally. To create the disturbance, a single roughness 
element was installed on the pipe wall, thus forming a steady 
turbulent region downstream. Hot-wire measurements of the 
axial mean and fluctuating velocities were obtained. A peripheral 
development of the turbulent region was examined with the aid 
of an intermittency factor. The turbulent region was similar to a 
turbulence wedge formed downstream of a single roughness 
element in a flat-plate laminar boundary layer. 
 
Introduction 
Because pipe flows have been used in a wide variety of 
engineering fields, it is important to understand their properties. 
Flows within a pipe are limited not only by turbulence but also 
by transitions. For this reason, laminar-turbulent transitions in 
pipes have long been investigated since the work of Reynolds in 
1883 [2].  
From a variety of theoretical and experimental investigations 
[5,3], the flow in a fully developed region has been found to be 
stable in regard to axisymmetric and small non-axisymmetric 
disturbances. For this reason, the flow in an inlet region is 
important with respect to any transition in the pipe. There have 
not, however, been many investigations into a transition due to 
disturbances within the inlet region. Such investigations may 
generally be divided into one of two types: one is focused on the 
instability process from a perturbation to a hairpin vortex, and the 
other on established turbulent patches. A turbulent slug in a high 
Reynolds number and low-turbulence pipe flow, or a turbulent 
puff in a low Reynolds number and high-turbulence pipe flow 
corresponds to the turbulent patch. Both can be observed in the 
region downstream of various disturbances within the pipe, 
although they have also been observed in a developed flow in 
many experiments [6,7]. In addition, all such disturbances were 
constant or periodic in the azimuthal direction.  
 In the present experiment, however, a local point-like 
disturbance was introduced in the inlet region, and the resulting 
turbulent region just behind the disturbance was observed. A 
single roughness element was employed to create the disturbance. 
When such an element is introduced in a flat-plate laminar 
boundary layer, once the Reynolds number exceeds a certain 
critical value, a wedge-shaped turbulent region (turbulence 

wedge) is formed [4]. The vertex of the wedge is at the roughness 
position. The turbulence wedge does not propagate downstream 
but exists in a stationary state. In the present pipe flow, a 
stationary turbulent region was formed just behind the roughness, 
similar to the one in the flat plate. The present investigation is 
focused on the developing property in the turbulent region. 
 
Experimental Apparatus and Methods 
A Plexiglas pipe with a diameter, D, of 60 mm and a total length 
of approximately 6200 mm (=103D) was used in the experiment. 
A fan downstream of the pipe sucked air into the pipe. Figure 1 
shows the coordinate system and roughness element. An axial 
coordinate, x, starts from a position where the curvature of an 
inlet bell-mouth curve becomes straight. The origin of that 
coordinate is 90 mm downstream from the inlet. The roughness 
element is a cylinder 2 mm both in diameter (d) and height (k), 
and is mounted on the pipe wall. The axis of the roughness 
element is perpendicular to the wall. The downstream distance of 
the roughness element from the coordinate origin, xk, is 107 mm. 
The boundary layer at this position without the roughness 
element is laminar and has a thickness of 3.5 mm. Therefore, the 
top of the roughness element is kept within the boundary layer.  
The Reynolds number based on the pipe diameter and the 
velocity averaged over the cross-section is 20000. The roughness 
Reynolds number based on the roughness height and the velocity 
at the top of the roughness is 610. The turbulent level at the pipe 
centerline is approximately 0.6%. The axial similarity of the 
velocity is satisfactory. 

Figure 2. Instantaneous velocity signals. 
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Measurements with a single hot-wire probe were made at five 
axial stations downstream of the roughness element, i.e., x/D = 
4.3, 5.3, 11.2, 16.7 and 21.0. A single hot-wire probe with a 
tungsten sensing element 5 µm in diameter and 1 mm in length 

was used in the measurements. The output voltage from the hot 
wire had been digitized at a 5 kHz sampling frequency and a 52-
second sampling period. 
 

Figure 4. Isocontour maps of mean velocity. 

Figure 5. Isocontour maps of fluctuating velocity. 



 

Results and Discussion 
Outline of Transition without Roughness Element 
First of all, an outline of the natural transition, i.e., the transition 
without a roughness element, is briefly discussed. Instantaneous 
velocity signals are shown in Fig. 2 at three axial positions, x/D = 
33.3, 50.0 and 66.7, where y is a normal distance from the pipe 
wall. The intermittent turbulent patches in x/D = 50.0 appeared to 
be turbulent slugs based on the sharp leading and trailing edges 
of the patches and the present high Reynolds number of 20000. 
Figure 3 shows an axial distribution of a boundary layer 
thickness. The inlet region, which is fairly maintained 
downstream, is approximately 70 times the pipe diameter. 
 
Artificial Transition due to Roughness Element 
Next, the experimental results of the transition property due to 
the single roughness element are discussed. Isocontour maps of 
an axial mean and of fluctuating velocities in the five cross-
sections are shown in Figs. 4 and 5, respectively. An azimuthal 
position, θ = 0 ﾟ, corresponds to the roughness position. Positive 
and negative regions of θ are measured only in the section x/D = 
4.3. In the other four sections, only the positive region of θ is 
measured, since the symmetry with respect to the position θ = 0 ﾟ 
at x/D = 4.3 is satisfactory. The turbulent region originates from 
the position θ = 0 ﾟ . As θ increases, the flow changes from 
turbulent to laminar. The turbulent region expands in both the 
radial and azimuthal directions in the downstream region, though 
the azimuthal expansion is faster.  
The fluctuating velocity is higher, i.e., it is in the azimuthal 
region away from θ = 0 ﾟ than in the region of θ = 0 ﾟ, higher 
than at θ = 0 ﾟ at θ = 10 ﾟ, 20 ﾟ, 60 ﾟ, 120 ﾟ and 140 ﾟ in x/D = 
4.3, 5.3, 11.2, 16.7 and 21.0, respectively. This is a remarkable 
characteristic that has also been observed in the turbulence wedge 
downstream of a single roughness element on a flat plate [1]. To 
examine the fluctuation at these azimuthal positions in detail, 
instantaneous velocity signals are shown in Fig. 6 at x/D = 16.7. 
The signals at θ = 0 ﾟ always fluctuate, whereas those at θ = 
130 ﾟ show an intermittent occurrence of turbulent patches. To 
confirm that the fluctuating velocity is higher within the patches, 
conditional-averaged fluctuating velocity distributions are shown 
in Fig. 7. The condition was based on the criterion of whether an 

instantaneous flow is turbulent or not. Both turbulent and normal 
(non-conditioned) averages are shown. Both distributions of θ = 
0 ﾟ are quite similar except for those in the outer region of the 
boundary layer. This is because the flow is always turbulent at θ 
= 0 ﾟ, so that the turbulent-averaged velocity is almost the same 
as the normal-averaged one. On the other hand, at θ = 130 ﾟ, the 
fluctuating velocity of the turbulent average, i.e., within the 
turbulent patches, is much higher. The large turbulent average at 
θ = 130 ﾟ makes the normal average greater than the normal 
average at θ = 0 ﾟ. 
Figure 8 shows isocontour maps of an intermittency factor, i.e., 
time fractions of the turbulent flow. The discrimination between 
turbulence and non-turbulence was determined according to 
whether a time derivative of an instantaneous velocity exceeds a 
prescribed threshold level. The azimuthal expansion is faster than 
the radial expansion both in the fluctuating velocity in Fig. 5 and 
the intermittency factor in Fig. 8. At x/D = 21.0, contour lines 
whose value exceeds 0.3 fail to reach the pipe center. The lines, 
however, reach the position of θ = 180 ﾟ, i.e., the turbulent region 
in the positive θ area merges with it in the negative θ area and 
covers the entire periphery of the pipe. 
These peripheral expansions of the turbulent region unfolding on 
a flat plane are shown in Fig. 9. The peripheral distance l is 

Figure 6. Instantaneous velocity signals. 
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Figure 7. Conditionally averaged fluctuating velocity distribution. 
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shown across the axial distance from the roughness element x - xk. 
Note that both scales are different. The contour lines are wedge-
shaped. The lines, which are initially straight, then curve to the 
outside. This condition is similar to that of the turbulence wedge 
on a flat plate [1]. If the lines are extrapolated to the upstream 
region, they reach the position x - xk = 0, i.e., the virtual origin of 
the turbulent region equals the roughness position. The present 
author has found that the half-angle of the lines at the virtual 
origin 4.8 ﾟ and 6.0 ﾟ at y/k = 0.25 and 2.5, respectively [1]. A 
line corresponding to 5 ﾟ is also shown in Fig. 9. The present 
turbulent region expands at approximately the same angle and is 
similar to the turbulence wedge on a flat plate. 
 
Conclusions 
Experiments were performed to investigate the effects of a single 
roughness element on a boundary-layer transition in an inlet 
region in a circular pipe. When the roughness element was absent, 
turbulent slugs were observed in the transition process; when it 
was present, however, a stationary turbulent region was formed 
downstream. The contour lines of the turbulent region were 

wedge-shaped once they unfolded onto a flat plane. The lines, 
which were initially straight, then curved to the outside. This 
condition is similar to that of the turbulence wedge on a flat plate. 
The fluctuating velocity was as its maximum not at the center of 
the region but at a region away from the center. Intermittent 
turbulent patches existed in the region, and the fluctuation within 
those patches was large. 
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Figure 9. Peripheral expansion of turbulent region. 
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Figure 8. Intermittency contour maps. 
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Abstract

A model for inertial range intermittency and anomalous scaling
of velocity structure functions is proposed. This model is sim-
ilar to the Kolmogorov log-normal model except that velocity
difference statistics are assumed instead of dissipation statistics.
The Navier-Stokes equation is used to derive the basic law for
the instantaneous velocity difference between two points. This
gives incomplete information about the dependence on scale
size and requires a statistical hypothesis in order to compute
structure functions and other quantities. The specific assump-
tions made here relate the singular exponent to the velocity am-
plitude and give results which agree well with experiment.

Introduction

The purpose of this paper is to study the statistics of the velocity
difference between two neighboring points in a turbulent flow.
Structure functions of turbulence theory are defined by averages
of the velocity difference between neighboring points:

Bp
�
r ����� � v � r̂ � p � �

1 �

where v
�
r � x �	� u

�
x 
 r ��� u

�
x � . We have restricted to longi-

tudinal components in this definition. The classical result of
Kolmogorov[1] is Bp � Cp

�
εr � p  3, where ε is the mean dissipa-

tion at a point. It is convenient to use a length scale L defined
by ε � U3 � L where U is the rms velocity fluctuation, then the
Kolmogorov result is Bp � CpU p � r � L � p  3. Experimentally it
has been found that Bp � U p � r � L � ζp where ζp � p � 3. This
has been interpreted as being caused by extreme intermittency
in the instantaneous dissipation which has an effect on velocity
difference statistics even at inertial range scales.

Asymptotic Analysis

Partial Lagrangian Coordinate System

The starting point for an analysis of structure functions is an
equation for the difference in velocity between two points. Such
an equation may be derived by letting one of the points, x, be
a Lagrangian fluid particle, moving with the fluid. The second
point, which is not Lagrangian, is slaved to the motion of the
first with fixed separation r. It may be easily shown[3] that v
satisfies the Navier-Stokes equation in the form

∂v
∂t

 v � ∂v

∂r
��� 1

ρ
∂P
∂r

 ν

∂
∂r
� ∂
∂r

v � ∂
∂r
� v � 0 � �

2 �

in which only derivatives with respect to r occur, none with re-
spect to x. (In an accelerated coordinate system an inertial force
appears on the right hand side of (2), which may be absorbed
into the pressure.) Since v � 0 at the origin of r, these equa-
tions describe a generalized stagnation point flow. It is of some
interest to note that Kolmogorov had such a partial Lagrangian
system in mind. He considered a coordinate system fixed to a
fluid particle and looked at the velocity of another point rela-
tive to this moving coordinate system. He did not actually write
down (2), but no doubt had this equation in mind.

Outer Equation

Now express these equations in outer variables, using the rms
velocity U as the characteristic velocity, and L � U3 � ε as
length. Define dimensionless outer variables vo � v � U � ro �
r � L � τ � tU � L. Scaling with these variables gives

∂vo

∂τ

 vo � ∇ovo ��� ∇oPo 
 R � 1

L ∇2
ovo � ∇o � vo � 0

�
3 �

where RL � UL � ν and ∇o � ∂ � ∂ro. An outer expansion may be
taken in the form

v � Uvo � vo � vo � 1 
 R � 1
L vo � 2 
��������

�
4 �

The first term vo � 1 satisfies (3) without the viscous term.

Inner Equation

Now rescale variables so that the viscous term is retained as
RL � ∞, by defining inner variables

ri � R � α
L ro � vi � R � β

L vo � Pi � R � 2β
L Po � �

5 �
Then (3) may be rewritten as

R � β � α
L

∂vi

∂τ

 vi � ∇ivi ��� ∇iPi 
 R � 1 � β � α

L ∇2
i vi �

�
6 �

The conditions that the viscous terms be retained as RL � ∞
gives the condition β 
 α ��� 1. Clearly another condition
would be required to complete this, but it is left undetermined.
Equation(6) takes the form (using β ��� 1 � α)

R2α � 1
L

∂vi

∂τ

 vi � ∇ivi ��� ∇iPi 
 ∇2

i vi
�
7 �

which suggests an inner expansion

v � UR � 1 � α
L vi � vi � vi � 1 
 R1 � 2α

L vi � 2 
��������
�
8 �

Matching

These two asymptotic expansions describe the same function
in different variables. If there is an overlap region where both
are valid the method of matched asymptotic expansions can be
used. Van Dyke’s matching principle states that one should take
the inner expansion of the outer expansion and set that equal to
the outer expansion of the inner expansion. That prescription
was carried out in detail in [3], yielding the functional relation

vo � 1
�
ro ��� R � 1 � α

L vi � 1
�
R � α

L ro ���
�
9 �

This can be satisfied in the limit RL � ∞ only if

vo � 1 � Vrq
o and vi � 1 � Vrq

i � �
10 �

Here q ��� � 1 
 α � � α is undetermined (as is α). That is, sub-

stituting these into (9), with ri � R � 1 ! 1 � q "
L ro satisfies it ex-

actly and any power other than q would give zero or infinity



as RL � ∞. In these equations V � V
�
x � t � r̂ � is a dimensionless

random variable; r̂ is a unit vector in the direction of r. The
significant result is

v � UV

�
r
L � q �

11 �

in which both V and q are random variables, i.e. they depend
on the realization of the turbulent flow. Longitudinal structure
function ensemble averages at a fixed point x are then given by

Bp ��� � v � r̂ � p � � U p � � V � r̂ � p � r
L � qp � � �

12 �

Any further conclusions depend on assumed statistics of V and
q. This is addressed in the following section.

Anomalous Scaling

Statistical Assumptions

For longitudinal velocity components we take the velocity func-
tion in the form

v � V0UC
�
q �
�

r
L � q �

13 �

where

q is a random variable with pdf f
�
q � ,

C is a random variable which depends only on q,

V0 is an independent dimensionless random variable,

U is the rms velocity giving dimension to the expression.

The function C
�
q � will be assumed to be large for smaller q for

reasons which will become apparent below. C can be thought
of as a velocity amplitude function which depends on the expo-
nent q, or perhaps it is better to think of q as dependent on the
amplitude C. If v is interpreted as the azimuthal velocity in an
axially symetric vortex, the vorticity would be given by

ω � V0
U
L

C
�
q � � q 
 1 �

�
r
L � q � 1

� �
14 �

a singular vortex with amplitude which is greater when the sin-
gularity is greater (smaller q). Therefore C

�
q � specifies the dis-

tribution of vortex singularities.

Longitudinal structure functions are then given by

Bp � � vp � � U p � V p
0
��� ∞

0

�
r
L � qp

Cp f
�
q � dq � �

15 �

The idea here is that f
�
q � has a peak near q � 1 � 3. If C

�
q �

is larger on the left of the peak and smaller on the right then
the product Cp f shifts the peak to smaller values as p increases,
thus selecting a smaller q in

�
r � L � qp. If the selected q were 1 � 3,�

r � L � p  3 results, the K41 result. A smaller value than 1 � 3 gives�
r � L � ζp with ζp � 1 � 3, an anomalous result.

In order to illustrate this specific assumptions for f
�
q � and C

�
q �

have to be made: the pdf f
�
q � is assumed to be log-normal,

f
�
q � � 1	 �

2π � σq
exp � � � ln � q � q0 ��� 2

2σ2 � � �
16 �

and C is assumed to be an inverse power of q

C
�
q ��� � q

q0 � � β � �
17 �

The parameter values have been taken to be q0 � � 373 and σ2 �
� 0144 for reasons to be discussed presently and β is taken to be
2. In Figure 1, Cp f is plotted versus q for various values of p.
The curves have been normalized so that each has an integral of
unity. This quantity is like an effective pdf for q which depends
on the order of the structure function.
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Figure 1: Effective pdf, C
�
q � p f

�
q � . The dashed line is the ac-

tual log-normal pdf. The curves which peak at smaller q are for
p � 3 � 6 � 9 ������� .

The structure function exponents have been computed from
Eq.(15) with these values. For each value of p the integration
was carried out for � 02 � r � L � � 2. The resulting function of r � L
is close to, but not exactly equal, a power law and was curve-
fit to a power law formula to determine the best exponent. For
p � 3 the result is suposed to be linear, ζ3 
 1, to agree with the
exact Kolmogorov ”4/5” law, B3 ��� � 8εr 
 � � 8U3 � r � L � . This
was achieved by adjusting the parameter q0. The parameter σ
was adjusted to give ζ6 � 1 � 80, which is close to the observed
experimental value, and is the usual value assumed. The com-
puted values of ζp are plotted in Figure 2 for p as large as 20.
The She-Leveque curve agrees with experiments out to about
p � 18 and can be regarded here as a surrogate for the exper-
iments. The K62 log-normal result levels off at about p � 16
and decreases after that. The present result agrees well with the
present level of experimenta but finally levels off around p � 30.

It was noticed in doing these computations that the results were
not exactly power laws. The ζp exponents depended slightly on
the range of r � L used for the curve fitting. This can be looked at
analytically by letting βσ2 be constant as σ2 tends to zero. That
is as σ2 gets smaller β becomes larger. This is set up by first
writing

C
�
q � p f

�
q � � 1	 �

2π � σq
exp � � βp ln

�
q � q0 � �

�
ln
�
q � q0 ��� 2
2σ2 �

� 1	 �
2π � σq

exp � � βσ2 p � 2
2σ2 �

�
ln
�
q � q0 � 
 βσ2 p � 2

2σ2 �
The second line follows by completing the square in the first
exponent. Then by a simple change of variables in the integral
(15) may be written

Bp � U p � V p
0
� exp � � βσ2 p � 2

2σ2 � times

� ∞

� ∞
� r

L � ζp exp  σξ " 1�
2π

exp � � ξ2

2 � dξ

where, jumping ahead for notational purposes,

ζp � pq0 exp
� � βσ2 p ��� �

18 �



Now expanding in powers of σ, the result is

Bp � U p � V p
0
� exp � � βσ2 p � 2

2σ2 � times

� r
L � ζp

�
1 
 � ζp lnr � L 
 ζ2

p
�
ln r � L � 2 � σ2 � 2 ����� � �

19 �

Therefore exact power laws result in the limit as σ2 � 0 but
there are logarithmic corrections for small but finite σ2.

In the limit ζp is given by (18). This formula has two adjustable
parameters. We want ζ3 � 1, which gives q0 � exp

�
3βσ2 � � 3

and we want ζ6 � 2 � µ, which gives 2exp
� � 3βσ2 � � 2 � µ.

These therefore result in q0 �
�
1 � 3 � � 1 � µ � 2 � � 1 and βσ2 �

� � 1 � 3 � ln � 1 � µ � 2 � . When these are substituted into (18) the
result is

ζp �
�
p � 3 � � 1 � µ � 2 �  p  3 " � 1 � �

20 �
This is plotted in Figure 2, where it seen to lie slightly below
the computed values.
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Figure 2: Anomalous exponents ζp versus p; Black dots,
present computation; Solid straight line is K41, ζp � p � 3;
Long dashed curve, K62 log-normal model ζp � p � 3 
 µ

�
3p �

p2 � � 18 � µ � � 2; dashed curve is She-Leveque[4], ζp � p � 9 

2 � 2

�
2 � 3 � p  3; Dot-dashed curve is Eq.(20), ζp �

�
p � 3 � � 1 �

µ � 2 �  p  3 " � 1 � µ ��� 2.

Relationship to K62 Theory

The Kolmogorov refined similarity theory (K62) depends on the
hypothesis that the instantaneous dissipation averaged over a
sphere centered at x should replace the mean dissipation in the
K41 theory. The average dissipation over a sphere of radius l is
defined by

εl � 3
4πl3

�
r � l

2νDi j
�
x 
 r � Di j

�
x 
 r � dr

�
21 �

where Di j is the rate of strain tensor. It was shown in [3] that
by using the relative velocity v and the energy equation in the
partial Lagrangian coordinate system that (21) may be written,
as RL � ∞,

εl ��� 3
4πl3

�
r � l

nivi
� P 
 1

2
vivi � dS � �

22 �

This relates the average dissipation in the sphere to the flux of
energy into the sphere through the outer surface. Now, using
(13), and the equivalent expression for the other velocity com-
ponents, we get

εr � U3

L
A0C

�
q � 3 � r

L � 3q � 1 � �
23 �

where A0 is an independent random variable, similar in nature to
V0, but not simply V 3

0 because other velocity components occur
in the surface integral. Equation(23) implies εr �

�
A0
� V 3

0 � v3 � r
or v �

�
εrr � 1  3, which is the Kolmogorov refined hypothesis. It

follows from (23) that

� εn
r
� � � r

L � τn
with τn � ζ3n � n � �

24 �

a result which is due to Kolmogorov[2]. Kolmogorov made a
statistical assumption for εr (log-normal), determined τn, and
used (24) to determine ζp. In the present work the statistical
assumptions are on v and τn is determined from (24).

Conclusion

A self consistent derivation of turbulent structure function ex-
ponents has been made by the method of matched asymptotic
expansions using the Navier-Stokes equation, to determine the
velocity power law relation (11). This contains two undeter-
mined parameters, an amplitude and a singularity exponent. Be-
cause the equations under cosideration are instantaneous, not
averaged, these could be random variables depending on the re-
alization of the turbulent flow. Assumptions about the statistical
relationship between the amplitude C and the singularity expo-
nent q was made at this stage. The choice made gave results
which agree with experiment, but this choice is not unique and
perhaps a better motivated idea could throw some light on the
nature of the cascade process and give similar results.

One result is a simple expression for the structure function ex-
ponent ζp,

ζp � p
3
� 1 � µ

2 � p
3 � 1 �

25 �

which satisfies ζ3 � 1 and ζ6 � 2 � µ and agrees with experi-
ments over a wide range.

These results suggest a number of further researches. It should
be possible to include viscous effects along the lines of the work
done in [3], which should show a slow approach to the limit as
Reynolds number tends to infinity.

Given the velocity difference function (13) and the assumed
statistics it should be possible to study the velocity pdf. This
will require an an additional assumption about the independent
random variable V0.
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Abstract 
This paper describes an experimental test campaign aimed at the 
study of the influence of surface irregularities on the turbulent 
boundary layer noise emission. The irregularities were 
represented by a two-steps large aspect-ratio cavity. The main 
task of the experiments was to characterize, from the 
aeroacoustic and fluid-dynamic viewpoint, the effects of the main 
non-dimensional parameters on the statistical quantities of 
interest correlated to the wall pressure fluctuations, accounting 
for the geometrical and dynamical similarity requirements with 
respect to real conditions. The experiments were performed in the 
low speed wind tunnel at ENEA-DIMI research centre. Results 
allowed us to individuate the significant, independent 
dimensionless groups governing the point wall pressure spectra 
in-between the double steps discontinuity. Proper scaling 
relations of local (pressure spectra) and global (Sound Pressure 
Level - SPL) quantities are proposed, and universal form 
functions modelling the properly normalized spectra and SPL are 
presented. The ability of the proposed model to predict the noise 
emission is finally validated and tested on experimental data. 

List of Symbols 
 
αi Power laws coefficients 
B Cavity span 
c Speed of sound 
δ Boundary layer thickness 
f Frequency 
Gpp Pressure auto-spectrum 
H Steps height 
L Cavity length 
q Dynamic pressure 
Re Reynolds number 
St Strouhal Number 
U Free stream velocity 
x Streamwise coordinate 
∆ Thickness ratio 
Γpp Universal spectrum 
Ψ Universal form function 
γ Velocity ratio 
υ Cinematic viscosity 
u~  Mean Turbul. level within TBL 
σ Standard deviation 
‘ Dimensionless quantity 
AR Aspect ratio 
 Average on the tests 
 Average on x position 
 

 

Introduction  
Steps and geometrical irregularities on the exterior surface of 
modern high-speed passengers aircraft appear for example at skin 
lap joints or window gaskets, and are recognized as potential 
sources of aerodynamically generated noise. It is known that the 
contributions of such aeroacoustic sources to the interior noise is 
significant and dominate the overall interior noise at the front 
part of the fuselage. Similar aeroacoustic problems are also 
encountered in other fields of engineering interest, for example in 
the vehicles or trains aerodynamics. Even if the subject is of great 
interest from the viewpoint of practical and basic research 
applications, it has not been treated in detail and the results 
available in literature are limited and sometimes contradictory. 
The primary motivation of the present work is to cover the lack 
of experimental results in this field and the main goal is to 
contribute to a deeper understanding of the physics through a 
detailed experimental analysis. The surface irregularities were 
modelled by a backward-facing step (BFS) followed by a 
forward-facing step (FFS) disposed in an incompressible 
turbulent boundary layer (TBL). The sketch of the surface 
irregularities model is exhibited in Fig. 1, together with the main 
symbols used in present work.  
When the flow reaches the BFS, a detachment occurs and a 
reverse flow zone is generated just after the step. After a distance 
of about 5-7H there is an oscillating reattachment point of the 
flow. The reattachment point unsteadiness is recognised a strong 
noise source [1], [2]. After the reattachment, the flow encounters 
the FFS and the flow behaviour can be described as follow [3], 
[4]: there is a flow detachment about 1H before the step, a 
separation bubble close to the step in which reverse flow occurs, 
and a second recirculating region bounded downstream by a 
reattachment point, after which the TBL slowly recovers its 
characteristics.  

Dimensional Analysis and Scalings 
The six significative dimensionless groups governing the point 
wall pressure spectra in-between the double steps discontinuity 
are: 
 

Hq
UG

G pp
pp 2' = ,   

U
fHStH = ,   

ν
UH

H =Re ,   
U
u~

=γ , 

H
xx =' ,   

H
δ∆ =                               (1) 

 
with 
 

∫=
δ
σ

δ 0

1~ dyu u                                   (2) 

 

〉〈 



 

U [m/s ] 10, 30, 50
H [mm ] 15, 25

δ [mm ]
22, 25, 28, 100, 

150, 165
L [mm ] 340, 640

ReH [104] 1, 1.7, 3.1, 5.1

Reδ [104]
1.9, 5.1, 7.5, 

10.3, 20.5, 56.5

Ψ
~

The effect of the other non-significative groups, (L/H, U∞/c and 
B/H) is neglected.  
The study was conducted by means of the hypothesis of the 
variables separation. Thus the single dimensionless spectrum 
G’pp can be represented as a function of the dimensionless 
groups, leading to the following expressions: 
 

321 Re)',(),Re,,',( ''' ααα γ∆γ∆ HHppHHpp xStGxStG =  

321 Re)'()(''' ααα γ∆Ψ HHpp xStG=                  (3) 

 
The quantity G’’’pp(StH) denotes spectra with corresponding 
unitary SPL’’’. Therefore, the basic hypothesis, which is here 
made, is the  assumption of a universal shape of the  spectra 
G’’’pp(StH). The actual amplitude modulation due to the effect of 
the distance from the steps, is recovered by the function Ψ(x’) 
which denotes a universal form function representing the 
normalized SPL variation along the dimensionless axial variable 
x’. So, the problem is if it is possible to determinate the αi 
coefficients and the universal function Ψ(x’) so that the 
dimensionless spectra G’’’pp collapse on a reasonable unique 
shape with unitary SPL’’’. Then, a unique spectrum form 
function Γpp can be obtained by an average procedure on a very 
large number of  G’’’pp. 
Details about the data analysis are reported in the following 
sections. In order to better understand the adopted procedure is 
useful to define the following quantities: 
 












= ∫ H
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ppdStGSPL
H max

0

'
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St

ppdStGSPL
H max

0

''
10log10''                 (5) 

 
 
Integrating the eqn (3), taking the logarithm and using the 
expression (4), the following relation is obtained:  
 

γαα∆α 103102101 log10Relog10log10' ++=SPL  

''SPL+                                         (6) 
 
The unitary SPL’’’ is obtained as follows: 
 

'')'(log10''' 10 SPLxSPL +−= Ψ  

1'')'(~ =+= SPLxΨ                          (7) 

 
The symbols 〈 〉 represent the average on the tests. The universal 
form function of the SPL, Ψ(x’), is calculated from equ. (7). 
 
Experimental Apparatus 
The tests were carried out in the low-speed wind tunnel installed 
at the aerodynamic laboratory of the Energy Department of 
ENEA. 
The steps were obtained using aluminium plates of the same 
height H, which were mounted in different positions to obtain 
different cavity length L; the cavity span B is much larger than H 
(B/H>>1). Measurements inside the cavity were performed using 
an aluminium sliding plate as cavity floor. Four microphones can 
be positioned on the cavity and flush mounted on the floor, three 
streamwise and one spanwise. TBL of desired characteristics 

were obtained with a special designed generator constituted by 
curved grids placed at the end of the convergent. 
The pressure fluctuations measurements were performed using 
B&K equipment: 1/4’’ 4135 & 1/8’’ 4138 microphones, Falcon 
2670 preamplifiers, Nexus 2690 for sensitivity, amplification and 
filters settings. The pressure signals were acquired using an 8 
channel Yokogawa Digital Scope DL708E. Around 105 samples, 
with a sampling rate in the range 10kHz-40kHz and a cut-off 
frequency filter in the range 4kHz-20kHz, were acquired from 
each channel. 
A preliminary TBL aerodynamic characterisation was performed 
using a hot wire anemometer. The sliding plate was translated by 
means of a numerically controlled micrometric traversing system 
driven by a step-by-step motor.  
 
Test Matrix 
The measurements were performed at thirty different positions 
along the cavity floor (Fig. 1). 
 
 
 
 
 
  
 
 
 

Fig. 1: Sketch of flow conditions over a backward-forward facing step. 
 
The use of more microphones at the wall was useful to check the 
reliability of the results. Measurements were also performed in 
fixed positions downstream the FFS. During the whole test 
campaign a reference microphone was placed in the flow field to 
measure the background noise. The values assumed by the most 
important geometrical and aerodynamic parameters during the 
tests are reported in Tab. 1.  
 
 
 
 
 
 
 
 
 
 
 

Tab.1: Values of the aerodynamic parameters assumed during the tests. 
 
Such values were defined accounting for real conditions 
experienced by aircraft manufacturers. The low TBL thicknesses 
are relative to the natural TBL present on the test section floor, 
whereas the high thicknesses were generated using a curved grid. 
 
Data Post-processing Procedure 
The adopted procedure to analyse the microphone signals is 
summarised below. 
1. The pressure spectra Gpp are calculated, and corrected for the 

wind tunnel background noise. Details about the adopted 
conditioning technique can be found in [1].  

2. The dimensionless spectra G’pp (and SPL’) are calculated 
from equ (1). 

3. The exponents α1, α2, α3, are determined by applying an 
optimization procedure which minimizes the SPL’’’ 
deviations. 

4. The functions G’’pp and SPL’’ are then definitively calculated 
using equ (3) and (6) and the optimum set of esponents αi. 

5. Using equ (7) the    function can be calculated at each x’ 
position, averaging on a large number of tests (order of 400).  



 

6. Once the universal form function Ψ is calculated, the 
functions G''pp, G'''pp can be calculated using equations (3). 

7. The universal form function Γpp representing the spectra is 
obtained as follows, where the over bar indicates the average 
on x’ positions. 

 

)('''
Hpppp StG=Γ                               (8) 

 
Results 
A comparison among normalized spectra G’pp(StH) measured at 
the reattachment point and those by other authors is reported in 
Fig. 2.  
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 2: Spectra comparison. 

 
The reported reference measurements were obtained at the 
reattachment point downstream BFS, and the agreement with 
present data is satisfactory for both the natural (NBL) and the 
artificial boundary layer cases. It is also noticeable that the 
normalization adopted to obtain the G’pp(StH) is not sufficient to 
collapse the spectra, so the other parameters described in the 
previous sections have to be taken into account. 
A typical spatio-frequency pressure spectrogram in the cavity 
(Fig. 3) shows that the energy content is concentrated at low 
frequencies while the spectra amplitude is modulated by the SPL 
distribution.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3: Pressure spectrogram. 
 
This result supports the idea presented in the previous sections 
where the scaling of the spectra is obtained by normalizing their 
amplitudes in terms of the function Ψ, which reproduces the SPL 
distribution along the cavity. The thin horizontal lines that can be 
observed in the picture represent some background noise not 
completely eliminated by the correction procedure. 
The SPL distributions along the cavity model, for different flow 
conditions, are reported in Fig. 4.  

 
Fig. 4: SPL distributions along the cavity for different flow conditions. 

 
 
In the different reported tests, steps’ height, free stream velocity, 
steps’ separation and incoming boundary layer thickness were 
varied and a clear influence on the SPL amplitude is observable. 
However, a similarity in shape of the SPL(x) is exhibited 
indicating that a collapse of the curves could be obtained by a 
proper rescaling. From the physical viewpoint, it is stressed that 
the first maximum of SPL occurs in the region of the average 
reattachment point of the separation bubble downstream the BFS 
(Fig. 1). The second maximum is located at the end of the step 
floor, just in front of the FFS; this maximum is probably due to 
the reattachment of the flow on the vertical face of the step. It is 
also shown that the second maximum is larger than the first one, 
thus indicating that the FFS configuration is more effective in 
emitting noise. 
 

 
Fig. 5: Universal form function. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Fig. 6: Normalized spectra. 



 

Applying the procedure described in the previous section the 
following exponents are obtained: α1 = -1.2, α2 = -0.1, α3 = -3.3. 
The universal form function Ψ  is exhibited in Fig. 5. 
Using the calculated exponents αi and the universal function Ψ, 
the normalized spectra G’’’pp can be calculated at different x’ 
positions (Fig. 6). 
As it is possible to observe, the shape of the spectra is almost the 
same and a good collapsing is obtained. 
As described in the previous section, averaging the normalised 
spectra G’’’pp on different test conditions and different x’ 
positions, the universal form function can be extracted by a best 
fitting procedure, based on the minimization of the mean square 
error: all the considered spectra are included, except those ones 
used for the validation purposes (Fig. 7).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 7: Universal shape for the pressure spectrum. 
 
The validation of the proposed model for the calculation of the 
noise SPL in a cavity is conducted using the model to simulate 
the considered cases, and comparing the simulated results with 
the measured and conditioned SPL. The mean difference between 
the simulated and measured SPL, evaluated from all the test cases 
and positions, is lower than 1.4 dB. An example of the 
comparison between simulated and measured spectra is reported 
in Fig. 8. The comparison is relative to a streamwise position 
where the agreement between measured and simulated quantities 
is good but (as already mentioned) this is not true very close to 
the vertical side of the BFS. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 8: Measured and simulated pressure spectrum 

Conclusions 
In the present report, results aimed to the aeroacoustic 
characterization of TBL on a surface with geometrical 
irregularities have been presented. The experimental analysis was 
conducted on a two-step (backward/forward facing step) large 
aspect-ratio cavity and the main results obtained are summarized 
as follows. 
• The dimensional analysis allowed individuating six relevant 

parameters influencing the aeroacoustic behaviour. 
• From the physical viewpoint, the SPL distributions along the 

plate evidenced that the dimensionless reattachment point 
downstream the first BFS is weakly influenced by the 
dimensionless parameters and it is always located at 5-6H. 
Furthermore it is observed that the maximum SPL is reached 
in the vicinity of the second step, thus confirming that the 
FFS is more effective in emitting noise. We argue that the 
largest noise emission at the second step are not attributed to 
localized fluid dynamic events, but rather to acoustic effects 
probably related to the reattachment of the flow at the vertical 
wall. 

• The experimental results confirmed that the variables 
separation approach is appropriate. Indeed, both the wall 
pressure spectra and SPL distributions along the cavity show 
a satisfactory similarity in their shape, at least within the 
regions not too close to the two steps, where re-circulations 
occur. The spectra dependence upon the dimensionless 
parameters is determined by power laws (yielding to a linear 
dependence in terms of SPL) and an optimisation procedure 
was applied to retrieve the best (in terms of minimum error) 
scaling exponents. Furthermore, it was found that the 
parameter L/H, being asymptotic, can be neglected, while the 
exponent of the ReH number is very small and thus this 
number does play a weak role. 
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Abstract 
In the present study an experimental analysis of the velocity and 
pressure fields behind a marine propeller, in non cavitating 
regime is reported. Velocity measurements were performed in 
phase with the propeller angle by using 2D Particle Image 
Velocimetry (2D-PIV). Measurements were carried out arranging 
the light sheet along the mid longitudinal plane of the propeller, 
to investigate the evolution of the axial and the radial velocity 
components, from the blade trailing edge up to 2 diameters 
downstream. The pressure measurements were performed at four 
radial and eight longitudinal positions downstream the propeller 
model. Measurements of the pressure field were performed at 
different advance ratios of the propeller. Pressure data, processed 
by using slotting techniques, allowed to reconstruct the evolution 
of the pressure field in phase with the reference blade position. In 
addition, the correlation of the velocity and pressure signals was 
performed. 
The analysis demonstrated that, within the near wake, the tip 
vortices passage is the most important contribution in generating 
the pressure field in the propeller flow. The incoming vortex 
breakdown process causes a strong deformation of the hub vortex 
far downstream the slipstream contraction. This process 
contributes to the pressure generation at the shaft rate frequency. 
 
Introduction  
In the last years, the accurate analysis of the fluctuating pressure 
and velocity fields, induced by a marine propeller, is required by 
the increase of both the power of the ship and the demand for a 
more comfortable vessel.  
With the present emphasis on increased ship speeds and 
consequently much higher propeller thrust, in fact, 
hydrodynamic-induced noise and vibrations has became a very 
important problem both in navy and civil naval architecture. 
Vibratory forces, which are predominantly applied at the blade 
frequency, have frequently caused local structural failure by 
producing fatigue and, in many cases, have precluded the 
occupancy of parts of passengers vessels because of the noise and 
discomfort correlated to the resonance of decks and bulkheads. 
The problem of reducing propeller induced noise and vibration 
leads to an increased complexity of blade geometry, primarily 
due to the low aspect ratio and to the skew, and have implied a 
rising interest on detailed measurements of the propeller flow 
field, to be used for both new design approach as well as for 
analysing propulsive, hydro-acoustic and structural 
performances. 
The pressure on the stern bottom of the hull, generated by a 
propeller, is strictly related to the induced velocity field, therefore 
a detailed flow field analysis, relating the flow structures and the 
pressure signal, is required to improve the knowledge on the 
noise mechanism. 
On the other hand, the experimental investigation provides 
baselines to improve and integrate theoretical predictions and to 

support the flow modelling and the validation of computational 
codes (BEM, RANS, LES).  
The flow field analysis around a propeller is complicated by 
many factors as unsteadiness, three-dimensionality, and high 
levels of turbulence. These properties has been pointed out in 
many previous Laser Doppler Velocimetry (LDV) measurements 
( [1], [2], [3], [4], [5]), but none of previous studies have been 
aimed in correlating the velocity field with the pressure signal. In 
the present study the pressure signals were correlated with the 
flow structures of the propeller slipstream, like the tip and hub 
vortex and the blade wake. The correlation between the velocity 
field and the pressure at a point is performed by using 2D-PIV 
and hydrophones.  
A Wageningen modified type model propeller (INSEAN E779A) 
was selected for the present research project for two main 
reasons. First, this model propeller has been widely studied with 
the most advanced flow measurement and visualization 
techniques, such as LDV ([3], [5]) and PIV [6]. A large amount 
of data has been collected providing a thorough documentation 
on the non-cavitating flow characteristics: the propeller 
geometry, LDV data and PIV data are now freely available for 
downloading at http://crm.insean.it/E779A. 
 
Facility and propeller model 
 Measurements were conducted in the Italian Navy Cavitation 
Tunnel (C.E.I.M.M.) This is a close jet tunnel with a 2.6 m long 
by 0.6 m span by 0.6 m deep test section. Perspex windows on 
the four walls enable optical access.  
The nozzle contraction ratio is 5.96:1 and the maximum water 
speed is 12 m/s. The highest free stream turbulence intensity in 
the test section is 2% and, in the adopted test condition, reduces 
to  0.6% in  the  propeller blade inflow at 0.7 r/R, being r the 
radial coordinate and R the propeller radius. In the test section, 
the mean velocity uniformity is within 1% for the axial 
component and 3% for the vertical component. 
The four blades propeller model E779A is skewed, with a 
uniform pitch (pitch/diameter=1.1) and with a forward rake angle 
of 4° 3”. A reference system O-XYZ, with the X axis along the 
tunnel centerline, the Y axis along the upward vertical, the Z axis 
along the horizontal towards starboard is adopted. 
Two dimensionless groups govern the propeller flow field in non-
cavitating conditions: the advance ratio   J=U∞/2nR, where U∞ is 
the free stream velocity, n the revolution frequency and 2R the 
diameter of the propeller, and the Reynolds number 
Re=C0.7V0.7/υ, where C0.7 and V0.7 are respectively the cord of 
the blade and the velocity at 0.7 r/R and υ the kinematic 
viscosity.  
 
PIV measurements experimental set up  
A sketch of the PIV experimental set up is reported in figure 1. 
The propeller model is mounted on a front dynamometer shaft. 
This arrangement of the propeller and the length of the test 



section, which is about 15 times the propeller diameter, allows 
the slipstream to develop freely in the downstream direction as in 
a real operative condition. An encoder, with a resolution of 0.1°, 
mounted on the dynamometer shaft, feeds a special signal 
processor which provides a trigger signal to a special 
synchronising device for each propeller angular position. The 
synchroniser provides a TTL trigger signal to a cross-correlation 
camera (1008 by 1018 pixel), and to a double cavity Nd-Yag 
laser (200 mJ per pulse at 12.5 Hz each), to allow image 
acquisitions for each propeller angular position. The digital cross-
correlation video camera, allows the recordings of two separate 
images (one for each laser pulse) within a few microseconds at a 
maximum camera frame rate of 15.0 Hz. By using cross-
correlation, the directional ambiguity is completely removed. The 
instantaneous velocity fields were acquired from a distance up to 
700 mm from the side window, using a 60 mm lens with 2.8 f-
number and imaging an area of about 100 mm by 100 mm. 
 
 

Figure 1.  PIV measurements experimental set up. 
 
  
The tracer particles are one of the critical aspects of the PIV 
technique, especially in case of large facilities. Since the 
technique is based on the measurement of particle displacement, 
it is fundamental that the seed accurately follows the water flow 
velocity. This requires particles having a diameter on the order of 
some µm. At the same time, it is mandatory to achieve a high 
uniform seeding density in the region of interest, at least 15 
particle pairs per interrogation window, in order to accurately 
perform auto/cross correlation analysis. To this purpose, the 
water in the tunnel was initially filtered, and then seeded with 10 
µm silver coated hollow glass spherical particles with high 
diffraction index and density of about 1.1 g/cm3. The PIV system 
was arranged to measure, in the mid longitudinal plane of the 
propeller, the axial and vertical velocity components 
simultaneously in the tunnel frame. In view of the symmetry of 
the propeller inflow and of the steady conditions, when the light 
sheet is located on the vertical radius (along the z-axis), the axial 
component of the velocity and the vertical one correspond 
respectively to the axial and the radial components in the 
propeller moving frame.  
To investigate the propeller wake up to 2 diameters downstream 
the blades trailing edge, the measurements were performed over 
3 adjacent windows by traversing the camera (with an accuracy 

of about 0.1 mm). The initial reference position was fixed with an 
accuracy of about 0.5 mm by imaging a special target device. 
   
Pressure measurements experimental set up  
Pressure measurements have been performed by using 
hydrophones (Bruel & Kjaer 8103 models), with a frequency 
response flat till 20 kHz and a diameter of 3.5 mm. These 
transducers are sensitive to the pressure fluctuations in the range 
form 0.3 Hz to 20 kHz, and hence are capable to measure the 
fluctuations of the total pressure. Hydrophones have been 
mounted on a special rake device, shown in figure 2. The 
transducers outputs were amplified by four conditioner-
amplifiers Bruel & Kjaer 2650 with band pass filter (0.3 Hz÷20 
kHz), connected with the acquisition system and a spectral 
analyzer. Simultaneously, the TTL signal was acquired to 
synchronize the angular position of the reference blade. The 
hydrophones signals were acquired for 50 s at the sample rate of 
40 kHz. 
The pressure measurements were performed at four radial and 
eight longitudinal positions downstream the propeller model. 
Pressure signals acquisition was performed at different propeller 
conditions J=0.748, 0.814, 0.880, 0.940, 1.012 that correspond to 
Re (Re x 106) 1.14, 1.15, 1.17, 1.80, 1.20. Correlation between 
pressure signal and velocity field has been performed only for 
J=0.88. 
 

 

Figure 2.  Hydrophones arrangement. 
 
 
Experimental results  
In the following we will focus on pressure measurement results 
and in the correlation of the pressure signal with the flow 
structures. 
More information about the flow field measured by PIV can be 
found in [6].  
Figure 3 shows the pressure coefficients at different radial 
positions, for the longitudinal station x/R=1.0. The signals show 
a different behavior and amplitude as a consequence of the 
different interaction with the flow structures of the propeller 
wake.  
An example of the pressure signals and the flow field measured 
by PIV for the angular position θ= 20° is reported in figure 3 
(where θ denotes the reference blade angular position). 
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The contour plot represents the magnitude of the in-plane 
velocity components normalized with the freestream velocity. 
The main flow structures, like the viscous wake shed from the 
blade trailing edge, the tip and the hub vortex, are clearly 
apparent. 
In the same figures the pressure at the hydrophones locations is 
also highlighted. Specifically, the plots report the angular 
variation, at different radial positions, of the pressure coefficient 
fluctuations ∆kp defined as: 

                                  22 Dn
Pk p ⋅⋅

∆
=∆
ρ

                                     (1) 

where ∆P is the total pressure fluctuations. It is shown that the 
pressure signal at r/R=0.3 is influenced by the blade wake 
passages and by the hub vortex evolution. In the same way, at 
r/R=0.7, the signal consists of large scale fluctuations caused by 
the passage at the hydrophone location of the low pressure flow, 
coming from the face of the propeller and small scale fluctuations 
due to the passage of the blade wake.  
The maximum values of the pressure coefficient are achieved at 
r/R=0.9 simultaneously to the passage of the tip vortex core, 
pointing out that the tip vortex is the most important pressure 
fluctuations source in the propeller wake at x/R=1.0. In fact 
pressure fluctuation peaks are one order of magnitude larger at 
r/R=0.9 with respect the other locations. At r/R=1.2 the pressure 
fluctuation is very low being the transducer out the slipstream 
tube. Close to the trailing edge of the propeller and for all the 

radial positions the pressure signals are dominated by the blade 
rate.  
The described behaviour changes downstream the contraction 
due to the vortex breakdown mechanism. At this purpose, figure 
4 shows the amplitude of the blade rate and shaft harmonics, for 
the radial position r/R=0.3 (top of figure 4) and r/R=0.9 (bottom 
of figure 4). The analysis points out that near the hub (r/R=0.3), 
2-3 diameters downstream the propeller, a different mechanism is 
contributing to the generation of the pressure signal. In fact the 
transfer of the energy from the blade to the shaft rate harmonics 
is strictly related to the vortex breakdown mechanism, as shown 
in [6]. Downstream the contraction a separation of the trajectory 
of the tip vortices, due to the different blades and a strong 
spiralling and deformation process of the hub vortex, occurs. The 
slipstream starts to lose its axis-symmetry and blade periodicity 
but in the first phase of the breakdown still maintains the phase 
with the shaft revolution. This behaviour is probably due to the 
mutual tip-hub vortex interaction, as demonstrated by their 
simultaneous generation.  
The phase analysis of the correlation between the turbulence field 
with the standard deviation of the pressure signal (∆kp)std has 
been also conducted. An example of the achieved results is 
reported in Fig. (5).  
This analysis outlined the following points clarifying the wake 
characteristics: 
1. The highest values of the pressure standard deviation are 

related to the highest values of the turbulence intensity and 
mainly concentrated, for r/R=0.9, in the tip vortex core; 

 
Figure 3.  Correlation between velocity field, by PIV images, and pressure signal at θ=20°.  

The longitudinal station corresponds to  x/R=1.0. 
 



2. Turbulent blade wake, downstream of the propeller, is 
quickly diffused and dissipated by viscous effects. 
Nevertheless the standard deviation plots show two peaks 
associated respectively to blade wake and tip vortex 
passages. The maximum values are achieved in 
correspondence of the tip vortex core; 

3. The standard deviation of the pressure fluctuation in the 
downstream direction raises as a consequence of the largest 
turbulent fluctuation achieved in the tip vortex core far 
downstream the propeller. This effect is related to the vortex 
breakdown instability as shown in [6].  

 
Conclusions  
The performed experimental study allows correlating the 
propeller flow field structures, like the blade wake and the tip 
vortex, with the pressure signal at a point. The results point out 
that, within the slipstream contraction, the highest values of the 
pressure fluctuations are in correspondence of radial position 
x/R=0.9, in coincidence with the tip vortex passage. Thus this 
flow structure is the most important one in generating the 
hydrodynamic pressure field in the propeller flow.  
Far downstream the slipstream contraction the vortex breakdown 
occurs and the strong deformation of the hub vortex contributes 
in the pressure signal generation at the frequency of the shaft 
rate. 
The standard deviation of the pressure signal shows the presence 
of two peaks, with different intensity, due to blade wake and tip 
vortex passage. Furthermore, the increased values of the standard 
deviation in the downstream evolution point out the vortex 
instability phenomena as also shown by the turbulence 
distribution.  
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Figure 4. Amplitude of blade rate and shaft harmonics. 
 
 
 
 

 
Figure 5.  Correlation between turbulence and pressure signal standard deviation at θ=30°.  
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Abstract

Multiple plane stereo PIV results and data from a rake of
ten hot-wire probes are used to investigate the largest scale
structures in a zero-pressure-gradient turbulent boundary layer.
Instantaneous vector fields from stereo PIV in spanwise-
streamwise planes reveal long low- and high-speed regions,
with a length that often exceeds the viewing window (> 2δ).
Also evident is a remarkable degree of spanwise organisation,
that manifests as a persistent spanwise stripiness in theu com-
ponent of the PIV vector field. Almost all trace of such span-
wise organisation is lost in the mean statistics, presumably due
to the multitude of scales naturally present in wall-bounded tur-
bulence. This can be overcome by ‘de-jittering’ the instanta-
neous vector fields. By sorting the data according to dominant
spanwise fourier modes, and then applying simple statistical
tools to the sorted subsets, we are able to extract a clear view
of spanwise organisation. Results are confirmed in the various
PIV data-sets. Since the PIV fails to adequately capture the full
streamwise extent of the low-speed regions, a rake of hot-wire
probes is also employed to capture a continuous view of the
spanwise coherence. It is found that the low-speed regions are
in fact extremely persistent in the streamwise direction, often
exceeding 20δ in length. The fact that these long features me-
ander appreciably in the spanwise direction will limit the overall
streamwise length-scale as witnessed by a single probe or sin-
gle point statistic. For instance, premultiplied one-dimensional
spectra of the streamwise velocity (kxΦuu) at thisz/δ show a
peak contribution for characteristic lengthscales of5−7δ.

Introduction

It is well documented that a streaky structure with an average
spanwise streak spacing of approximately 100 wall units exists
in the near-wall region of turbulent boundary layers (See [8]
for review). Further from the wall, two-point correlations ob-
tained from hot-wire data ([10, 7]) have consistently indicated
a larger spanwise structure in the log and wake regions (scaling
on δ and increasing in size with distance from the wall). Prior
to the advent of PIV, the precise form of these log-region struc-
tures was largely unproven, although statistics based on fluc-
tuatingu signals at these heights (particularly the peak in the
pre-multiplied energy spectrakxΦuu and the long tails in the au-
tocorrelations) had long hinted at the existence of long regions
of uniform streamwise momentum. PIV measurements in the
streamwise-spanwise plane revealed that the log region is in-
deed charcterised by it’s own streaky structure (eg [9]), albeit
of a much larger scale. Long regions of streamwise momentum
deficit are found, with high-speed fluid seeming to fill the sep-
aration between neighbouring motions. Further PIV investiga-
tions have suggested that these long modes of uniform momen-
tum deficit are associated with packets of hairpin vortices [1, 3].
The low speed regions are found to be of the order0.4−0.5δ
wide, and typically have a length that exceeds the streamwise
extent of the PIV frame (usually limited to∼ 2δ). More recent
analysis of large numerical domain DNS results (in particular
2D spectra) have shown thatΦuu energy can reside in very long
streamwise modes (certainly> 20δ) for larger ky bands [2].
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Figure 1: Example streamwise velocity field from45◦ inclined
plane. Color shading denotes velocity fluctuation.

Facility

We investigate these scales using three separate datasets, all
of which were obtained at the same Reynolds number (Reτ =
1100) and in the same flow facility (open return suction-type
boundary layer wind-tunnel of working section4.7×1.2×0.3
m). The datasets comprise:

i. Inclined plane cross-stream PIV measurements taken at
both45◦ and135◦ to thex-axis.

ii. Streamwise-spanwise plane PIV measurements.

iii. Hot-wire measurements from a rake of 10 single wire sen-
sors covering approximately1.14δ in the spanwise direc-
tion.

The axis systemx, y andz refer to the streamwise, spanwise and
wall-normal directions, withu, v andw describing the respec-
tive velocity components. Dataset (i) is described in full detail
in [5]. Dataset (ii) is described in [3]. Combined correlation
results from (i) and (ii) are presented in [4].

Interpreting two-point correlation Ruu

Figure 1 is an example streamwise velocity field from the45◦
inclined plane. This frame is typical of the many hundreds of
captures. Large eruptions of low-speed fluid (marked in blue)
extend from the wall, often growing beyondz= 0.5δ. Such re-
gions are flanked in the spanwise direction by high-speed fluid
(marked in red). There are also signs of weaker high-speed re-
gions crowning the low-speed motions. Such arrangements are
typical of inclined hairpin type structures (discussed in [5]). In
Figure 1 the complete pattern repeats in the spanwise direction,
giving a strong impression of spanwise periodicity. Such repe-
tition is evident in many of the acquired vector fields.

Figure 2 shows the two-point correlation based on the stream-
wise velocity fluctuations (Ruu) about the reference point
zre f/δ = 0.14, for the same45◦ inclined plane. The picture
we see is familiar. A central region of positive correlation
with a spanwise width of approximately0.5δ is flanked by
anti-correlated lobes, separated by approximately0.75δ. These
two length-scales seem to approximately correspond to the
width and separation between the low- and high-speed regions



z′

Figure 2:Ruu atzre f = 0.14δ for the45◦ inclined plane data.

shown in Figure 1. If we calculate the spanwise energy in the
streamwise velocity signal, a peak in the pre-multiplied spectra
(kyΦuu) is noted at a spanwise length-scale of approximately
0.75δ. It is incorrect at this stage to interpret this peak as signi-
fying a true spanwise periodicity. Indeed it can be shown that a
single low-speed region of width0.5δ, flanked by similar sized
high-speed regions could lead to such an energy peak. In other
words, the velocity signature due to a single hairpin or hairpin
packet, in the absence of any spanwise repetition of this pattern,
could produce a similar two-point correlation and peak in the
spectra. So the question we asked iswhy doesn’t the spanwise
repetition so obvious in the instantaneous flow-fields manifest in
the two point correlation as a spanwise ringing of the positive
correlation region?The reason of course lies in the multitude
of scales that reside in turbulent flows. This causes a statistical
smearing that masks any signs of repetition. To overcome this,
a very simple method of sorting is proposed.

De-jittered data

The method is as follows:

• A spanwise trace of streamwise velocity fluctuation is ex-
tracted from each frame at a given reference height (in this
casezre f = 0.14δ).

• Fourier analysis of the extracted signal reveals the domi-
nant spanwise mode in that particular frame.

• The frame is sorted or ‘binned’ according to the dominant
mode (λy).

• Two point correlations are conducted on the ‘binned’ (or
de-jittered) sets of frames.

The bin sizes used are relatively broad (0.25δ increments from
0 to 1.5). It is found that most of the energy resides in the first
4 modes, with0.5 < λy/δ < 0.75being the most populated bin.
Here λy is spanwise wavelength. Of the entire data-set, 37%
of all frames exhibit a dominant spanwiseu fluctuation of this
wavelength. The two-point correlations as calculated on these
first four modes are shown in Figure 3 plots (a - d). Note that
these modes recover 93% of the total energy (93% of all PIV
frames exhibit these spacing modes). With the data sorted in
this way, there is clear evidence of ringing in the ‘binned’ two-
point correlations indicating an underlying spanwise periodic-
ity. This is perhaps expected along the linez= zre f , however it
is noted that these spanwise modes extend a considerable dis-
tance in the wall-normal direction (> 0.5δ). If we take the bin
0.5 < λy/δ < 0.75 (plot b), the implication is that 37% of the
PIV images have a large-scale spanwise periodicity, of repeat-
ing high- and low- momentum regions, extending a consider-
able distance across the boundary layer. Note that this is raw
unfiltered data. Yet 93% of all frames are well described by a
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Figure 3: Ruu calculated atzre f = 0.14δ for each of the four
dominant modes (a)0.25< λy/δ < 0.5; (b) 0.5 < λy/δ < 0.75;
(c) 0.75 < λy/δ < 1.0; (d) 1.0 < λy/δ < 1.25. (e) shows the
sum of these four modes as compared to (f) the standardRuu.

45° inclined plane
data set (i) 

Streamwise / spanwise
data set (ii)

Figure 4: Exampleu velocity fluctuations from streamwise /
spanwise plane PIV. Color shading as Figure 1.

single sinusoidal mode for all of the log region and slightly be-
yond (up to0.5δ). It is worth noting that despite the fact that
repeating modes characterise the majority of the data, the su-
perposition of the individual modes leads to anRuu plot that
exhibits no obvious sign of spanwise periodicity. Therefore,
care must be taken when interpreting statistical quantities, such
asRuu, where multiple scales interactions can mask underlying
organization. As a final clarification of this, Figure 3(e) shows
the sum of the 4 dominant modes which almost completely re-
covers the standardRuu profile included as plot (f).

Spanwise-streamwise plane PIV data

The view of this large-scale spanwise periodicity can be further
enhanced by applying the same de-jittering technique to data-
set (ii). Figure 4 is an example of theu velocity fluctuation in
the streamwise / spanwise plane. The spanwise stripiness ob-
served by [9, 3] is evident. The data set is similarly ‘binned’
according to the dominant spanwise mode at the centre of the
frame (x/δ = 0). Since data set (ii) was obtained atz/δ = 0.14,
the resultingRuu results can be matched with the previous plots
shown in Figure 3 (wherezre f/δ = 0.14), with the planes inter-
secting at the condition pointx/δ = 0. Figure 5 shows such
a construct for the most populated bin (0.5 < λy/δ < 0.75).



Figure 5:Ruu calculated from datasets (i) & (ii) atzre f = 0.14δ
for the mode0.5 < λy/δ < 0.75

Figure 6: (a) Example signal section from ten sensor hot-wire
rake atz/δ = 0.14. Spatial view is reconstructed using local
mean velocity (x =−Uct); (b) the negative momentum fluctua-
tions only; (c) comparison with typical PIV frame.

Clearly the previously observed spanwise modes actually per-
sist for a substantial distance in the streamwise direction, ex-
tending well beyond thex =±δ view afforded by the PIV data.

Hot-wire data

A spanwise rake of ten single sensor hot-wire probes was in-
serted into the boundary layer at a height from the wall of
z/δ ≈ 0.14. The ten sensors were separated by0.114δ in the
spanwise direction, such that the entire rake measured a span-
wise domain just greater than one boundary layer thickness.
The idea here is to use the fluctuating signals from the ten
probes to reconstruct the instantaneous spanwise profile of theu
velocity fluctuation. By projecting this signal in time and using
Taylors Hypothesis (frozen convection) a view of the long high-
and low-speed regions can be constructed that covers a much
larger streamwise domain than that available with PIV. An ex-
ample section of the reconstructed field is shown in Figure 6(a).
A typical size PIV vector field for this Reynolds number is also
shown as plot (c). Clearly there are some very long features in
the flow that the PIV data will fail to adequately capture. Figure
6(b) highlights the streamwise extent of the low-speed region by
shading only those regions of negative velocity fluctuation. A
long, meandering low-speed region wanders through the mea-
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Figure 7: Autocorrelation curve from the fluctuating hot-wireu
velocity signals. The spatial x-ordinate is obtained using Tay-
lors hypothesis and a convection velocity based on the local
meanU ≈ 0.64U∞.

surement domain for the entire14δ shown. Indeed when we run
movies of the frozen turbulence as it advects past the probe ar-
ray, there are many instances where the length of the low-speed
regions exceed20δ. There is a problem that the meandering
often causes these regions to leave the spanwise limit of the do-
main (y/δ =±0.5). This tends to curtail the maximum length of
low-speed regions that we can track. To overcome this problem,
and track the full extent of the very longest meandering features
it would be useful to increase the spanwise domain measured by
the rake to at least2δ. At present we have no concrete statistics
on the probability distribution of these large events. However,
in the future, it is hoped that streak tracking algorithms can be
developed to successfully identify these regions.

Figure 7 shows the autocorrelation for all ten probes. Note that
the positive correlation region tends to fall to zero (becoming
negative) for signal shifts∆x > 4δ. Similarly the broad peak
in the pre-multiplied streamwise spectrakxΦuu occurs for com-
parable length-scales. Such features in classical single point
statistics have previously informed our view of the largest en-
ergetic scales in turbulent boundary layers. However the rake
data, and in particular velocity maps such as those shown in Fig-
ure 6 (a & b), demonstrate that much larger scales inhabit the
flow. It is proposed that these length-scales are not resolved by
classical single point techniques due to a spanwise wandering
or meandering in these structures. In fact there is a clue to such
behaviour in the autocorrelation result shown in Figure 7, where
there are signs of anti-correlated regions beyond signal shifts of
approximately±4δ. Figure 8 clarifies this behaviour. A sim-
ple model of a long meandering low-speed region is shown,
flanked on either side by high-speed regions. A region width
of 0.5δ is chosen, with meandering amplitude and wavelength
of 0.6δ and16δ respectively. At this stage the precise form is
arbitrary. However Figure 8(a) confirms that a long meandering
feature would be witnessed by a single-point measurement as a
much shorter event. Figure 8(b) shows the autocorrelation cal-
culated on a randomly spaced array of such features (with a nor-
mal distribution of lengths about 0 to a maximum40δ). Despite
the existence of what is essentially a very large scale feature,
the positive correlation region seems to drop to zero (becoming
negative) at a signal shift of±3δ. This represents something
like the average streamwise path-length detectable through the
low-speed event by a single-point measurement.

There is additional supporting evidence for these large mean-
dering regions contained within the two-point correlation re-
sults. Figure 9(a) shows theRuu map obtained from the hot-wire
rake. Figure 9(b) shows the correspondingRuu result from the
streamwise-spanwise PIV data. Good general agreement is seen
between the two, although the limited field of view of the PIV
data is again evident. Even with the extended view afforded by
the hot-wire data, the central positive correlation region drops
to zero relatively quickly. This is previously predicted by the



Figure 8: (a) Fake meandering high- and low-speed regions;
(b) Autocorrelation associated with random distribution of such
regions of varying lengths.

Figure 9: (a) Two-point correlation from hot-wire data (con-
tours showRuu = −0.002); (b) same result from streamwise /
spanwise PIV; (c) hot-wire correlation normalised by the ramp
function(max|Ruu(∆x)|); (d) fake streak correlation normalised
by ramp function.

autocorrelation results of Figure 7. However, there are weakly
correlated regions forming a distinctiveX shape across theRuu
map. Such features could not be resolved from the limited field
PIV. These are difficult to see with the colour axis as shown in
plot (a). However, we can highlight these features by normalis-
ing theRuu map with the modulus of the maximum correlation
value for any given spatial shift∆x. Normalising by this ramp
function overcomes the problem of the rapid drop-off in abso-
lute correlation magnitude as∆x is increased from the reference
point. Plot (c) clearly exhibits some weak yet significant corre-
lation behaviour in the far field, that could be due to a meander-
ing motion in the largest scales. Figure 7(d) shows a similarly
normalised two-point correlation result for the random array of
idealised fake low-speed regions as introduced in Figure 8(a).
The similarity between plots (c) and (d) would imply that the
meandering streak is a reasonable model for these large-scale
structures. We can state that a random array of meandering
large-scale features can cause a similar two-point correlation
result to that obtained from the hot-wire data.

Conclusions

An analysis of the largest scale features in the log region of a
turbulent boundary layer has lead to the following conclusions:

• Instantaneous spanwiseu behaviour is well described by
single spanwise sinusoidal modes extending a consider-
able distance in the wall-normal and streamwise directions

• There is a strong spanwise periodicity associated with the
largest streamwise velocity fluctuations. Since, these ve-
locity fluctuations are indicative of a wider vortical struc-
ture, such results would seem to have implications to flow
control / prediction strategies, and may hold clues to the
underlying structural dynamics.

• These large-scale features are extremely long in the
streamwise direction (occasionally> 20δ) and seem to
meander appreciably. The meandering effectively hides
the true length of these features from single point mea-
surement techniques.

• Such large-scale motions have previously been observed
in pipe flows from single point meansurements [6]. This
raises the interesting possibility that the radial nature of
pipe boundary layers acts to restrict spanwise meandering.

The authors gratefully acknowledge support from the National
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Abstract

Simultaneous dual-plane PIV experiments were performed in
streamwise-spanwise planes in the log region of a turbulent
boundary layer at a moderate Reynolds number (Reτ ∼ 1100).
The acquired datasets were used to resolve all 9 velocity gra-
dients from which the complete vorticity vector and other in-
variant quantities like 3-D swirl strength were computed. These
derived quantities were used to analyze and interpret the struc-
tural characteristics and features of the boundary layer. Results
of the vorticity vector and the 2-D swirl strength from the two
neighbouring planes indicate the existence of hairpin shaped
vortices inclined downstream along the streamwise direction.
These vortices envelop low speed zones and generate Reynolds
shear stress that enhances turbulence production. Plots of full
3D swirl strength indicate the existence of additional vortical
structures in the middle of the low speed zones that may rep-
resent heads of smaller eddies intersecting the measurement
plane. This concept is in accordance with the hierarchy of struc-
ture size in a hairpin packet proposed by Adrianet al.[2]. Com-
putation of inclination angles of individual eddies using the vor-
ticity vector suggests that most cores are inclined at25◦ to the
streamwise-spanwise plane with a resulting projected eddy in-
clination of32◦.

Introduction

Over the past few decades, researchers have worked toward un-
derstanding the eddy structure within turbulent boundary lay-
ers in order to develop effective simplifying models. Recently,
Adrianet al. [2] have reinforced the viewpoint that “hairpin vor-
tices” are a primary feature in turbulence transport and produc-
tion. The authors performed PIV experiments in streamwise-
wall-normal planes of a turbulent boundary layer and found in-
stantaneous signatures of heads of hairpin vortices. Most sig-
nificantly, they observed that these vortices travelled together
in spatially coherent groups, termed “hairpin packets”. Re-
cently, Ganapathisubramaniet al. [5], with stereoscopic PIV
data in streamwise-spanwise planes, concluded that these hair-
pin packets occupy only a small percentage of the total area in
the log layer, but contribute a significant proportion of the total
Reynolds shear stress generated, conservatively more than 30%.
Therefore, the hairpin packets are a very important mechanism
in turbulence production. However, a detailed understanding of
the three dimensional structure of hairpin vortices and packets
is not yet available, and many questions regarding the shape,
size, orientation and dynamics or these structures remain unan-
swered. The objective of the current experimental study is to
obtain the full velocity gradient tensor over a plane in order to
begin answering these questions.

Experiment and methods

Experiments were performed in a suction type boundary layer
wind tunnel. Measurement planes were located 3.3 m down-
stream of a trip wire in a zero-pressure-gradient flow with
freestream velocityU∞ = 5.3 m s−1 and Reτ = 1060 (Reτ =
δUτ/ν, whereδ is the boundary layer thickness,Uτ is the skin
friction velocity). All measured flow parameters shown in the

results section are normalized using the skin friction velocity
(Uτ) and kinematic viscosity (ν) and are denoted with a super-
script +. The streamwise, spanwise and wall-normal directions
are along thex, y andz axes respectively.

Two independent PIV systems capture data simultaneously in
neighboring streamwise-spanwise planes separated by∼ 1 mm
(15 wall units) as shown in figure 1. System 1 is a stereoscopic
system used to provide all three velocity components over a
plane illuminated by Sheet 1, and System 2 is a single-camera
planar PIV system. The single-camera system measures the
streamwise-spanwise velocity components in the higher plane
illuminated by Sheet 2. Simultaneous measurements are per-
formed utilizing the polarization property of the laser light
sheets to isolate one plane to one set of camera/cameras (see
e.g. [9, 8, 3]). PIV data were captured in the log layer region of
the turbulent boundary layer.

System 1 includes two TSI Powerview2k× 2k pixel resolu-
tion cameras equipped with Nikon 50 mm lenses. The lenses
are fitted with linear polarizers oriented to allow the passage
of horizontally polarized light only. Light sheets for System 1
are generated by a pair of Nd:YAG lasers (120 mJ/pulse) that
are horizontally polarized. System 2 includes one TSI Pow-
erview camera with2k× 2k pixel resolution and a Nikon 50
mm lens. The linear polarizers in this case are oriented to allow
the passage of vertically polarized light only. The illumination
source for System 2 is a pair of Nd:YAG (120 mJ/pulse) lasers
of vertical polarization. The laser pairs in Systems 1 and 2 are
aligned independently to illuminate a specific wall-normal lo-
cation. The timing of each laser/camera system is controlled
using a TSI synchronizer box. In order to ensure simultaneous
capture of images, an external trigger is provided to both syn-
chronizer boxes for image capture at a frequency of 0.2 Hz. The
data from the two systems are streamed continuously to disk.

Vector fields are computed using a32×32pixel window in both
planes. The vectors from each camera in the stereo plane are
then combined using suitable magnification factors to compute
all three velocity components (see [4]). The vector field from
the single camera is resampled and mapped to the grid of the
stereo measurement using bi-linear interpolation. The resolu-
tion of the resulting vector fields is about18× 18 wall units,
and the total field size is1.8δ×1.8δ.

The single camera vector fields from the upper plane in liaison
with the stereoscopic data from the lower plane are then used
to compute all velocity gradients in the lower plane. A second
order central difference method is used to compute all possi-
ble in-plane gradients while a first order forward difference is
used to compute the wall-normal gradients of the streamwise
and spanwise velocities. Finally, the continuity equation is used
to recover the wall-normal gradient of the wall-normal veloc-
ity. With the out-of-plane gradients provided by the dual-plane
data, we are able to compute the complete swirl strength and
vorticity vector.
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Figure 1: (a) Perspective view (b) side view of the experimental setup
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Figure 2: Vorticity components atz+ = 125 (a) ω+
z , (b) ω+

x .
The flow is from left to right and the vectors shown have the
mean streamwise velocity (U) subtracted.
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Figure 3: Swirl strength atz+ = 125(a) λ+
2D and (b)λ+

3D. The
flow is from left to right and the vectors shown have the mean
streamwise velocity (U) subtracted.



Results and Discussion

Examination of streamwise and spanwise velocities from the
lower and upper planes reveals that the two planes are very well
correlated. At this wall-normal position (z+ = 125) the stream-
wise velocity signature is typically seen to contain long low and
high speed regions bordering one another in the spanwise direc-
tion. A typical field is shown in figures 2 and 3.

Contours of wall-normal vorticity (ω+
z , figure 2(a)) show that,

in this orientation, the tops of low speed regions are typically
enveloped by negative values and the bottoms by positive val-
ues. Also, the variations in vorticity strength seem to indicate
that these regions of vorticity contain swirling motions indica-
tive of vortex cores. These cores are noted as being predomi-
nantly inclined to the plane. This point becomes clear from the
streamwise vorticityω+

x plot (figure 2(b)). The regions of pos-
itive ω+

z have predominantly positiveω+
x , and regions of neg-

ative ω+
z have negativeω+

x . The data thus are consistent with
the presence of vortices inclined at an angle with respect to the
streamwise direction. We will refer to these inclined vortices
broadly as hairpin vortices, which may or may not be symmet-
ric. Note, however, that inclined hairpins are not the only type
of instantaneous structures observed. Examination of various
vector fields in the two neighbouring planes indicate evidence
of some structures that are inclined at 90 degrees to the stream-
wise direction and others that are completely streamwise.

Figure 3(a) reveals the instantaneous two dimensional swirl
strength (λ+

2D) at z+ = 125. Two dimensional swirl strength
is computed from the eigenvalues of the in-plane (2-D) velocity
gradient tensor (see [1]) and is the measure of the swirling ten-
dency of the flow. This plot in tandem withω+

z (see figure 2(a))
shows that 2-D swirl isolates regions that are swirling about an
axis aligned with the wall-normal direction. A visual compari-
son between the swirl in the lower and upper planes (not shown
here) indicates a forward tilt to most structures as they are offset
in the positive streamwise direction in the upper plane. It should
be noted thatλ+

2D cannot identify vortices whose inclination an-
gles to the plane are small. Figure 3(b) presents a plot of the
full swirl strength (λ+

3D, computed from the eigenvalues of the
complete 3-D velocity gradient tensor [10]). The plot reveals
that the 3-D swirl identifies not only the vortices cutting across
the plane but also additional regions that are not isolated by 2-D
(wall normal) swirl. These regions could possibly coincide with
smaller hairpin vortices whose heads are cutting across the mea-
surement volume and hence are not apparent in the 2-D swirl
plot.

Having the full three-dimensional information in a plane, it is
now possible to study the inclination angle of vortex structures
by computing the orientation of the vorticity vector. If the vec-
tor angle is computed at every point in the field, the results are
noisy partly due to measurement uncertainty, but primarily due
to the predominance of small-scale incoherent motions to the in-
stantaneous vorticity, and thus the instantaneous vortex lines in
a turbulent flow are not very well organized. By contrast, com-
putation of the vorticity vector averaged over a region identified
as a vortex core by the swirl strengthλ+

3D, leads to determina-
tion of the orientation of the vortex core. This orientation can
then be interpreted as the local inclination of that vortex.

Figure 4(a) reveals the probability density function (p.d.f.) of
the inclination angle (θe) that vortex cores make with thex−y
plane. The angles were computed for all distinct regions of sig-
nificantλ+

3D. This distribution (square symbols) includes a wide
range of structure angles at this wall-normal location. Note that
many structures have small inclination angles. Further study,
including the investigation of the azimuthal angle made by the
projection of the vorticity vector onto thex− y plane with the
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Figure 4: p.d.f. of (a) Inclination angle (θe), (b) Eddy inclina-
tion angle (θi), (c) Joint p.d.f of inclination angle andλ2D/λ3D,
the solid line is the functionλ2D/λ3D = |sinθe|.



x axis, reveals that mostλ+
3D regions with small inclinations

are spanwise structures indicative of heads of smaller hairpin
vortices or other in-plane oriented vortices. In order to obtain
the inclination angles of cores that are not spanwise heads or
streamwise legs, the average vorticity vector in isolated regions
of λ+

3D that includesλ+
2D were computed. This additional cri-

terion filters out spanwise and streamwise structures sinceλ+
2D

does not capture them. The resulting p.d.f., shown by circles in
figure 4(a)) yields peaks at±25◦. This suggests that most cores
are inclined at25◦ to thex−y plane. The angle made by the pro-
jection of the vorticity vector in thex− z plane with thex axis
is defined as the eddy inclination (θi). The p.d.f. of the eddy
inclination angle (only for regions whereλ+

2D > 0) is shown
in figure 4(b). This p.d.f has peaks at±32◦, which indicates
that most of the inclined vortex rods have an inclination of32◦.
This is comparable to a45◦ hairpin inclination as suggested by
various researchers over the past century ([7]). Another mea-
sure is the weighted average ofθe andθi based on the centre of
area of the p.d.fs shown in the figures respectively. This reveals
that the average inclination angleθe is 37◦ and the average eddy
inclination (θi) is 57◦ at this wall-normal location.

Figure 4(c) is a plot of the joint probability distribution of the
ratio of 2-D swirl strength to 3-D swirl strength and the incli-
nation angle (θe). It is worth noting that, mathematicallyλ2D
will always be less than or equal toλ3D for any orientation. The
distribution indicates a unique relationship between this ratio
and the inclination angle of vortex structure with respect to the
cutting plane (x− y plane in this instance). Velocity fields in-
duced around idealized hairpin vortices (with and without cur-
vature) were computed using Biot-Savart calculations to calcu-
late the ratioλ2D/λ3D as a function of the hairpin angle. The
results from this computation suggest that the ratio of the two
swirl strengths varies as|sinθe|. The value of this ratio from
the experiments follows this theoretical finding as seen in fig-
ure 4(c). Note that this plot does not reveal any information
about the streamwise or spanwise oriented structures, since the
ratio was computed only for cores whereλ2D is greater than
zero. The fact that the distribution is dense in the angle range
20◦ < θe < 40◦ indicates that most vortex structures in this
plane are inclined in that range of angles.

Conclusions

Simultaneous dual-plane PIV experiments were successfully
performed to compute all nine velocity gradients in a turbu-
lent boundary layer. Dual-plane measurements could be used to
compute the complete vorticity vector and other quantities like
instantaneous Reynolds shear stress production and 3-D swirl
strength to study the eddy structure and their dynamics. Con-
tours of different components of the vorticity vector and 2-D
swirl strength from the two neighboring planes indicate the ex-
istence of hairpin shaped vortices inclined downstream along
the streamwise direction. These vortices envelop low speed
zones and generate Reynolds shear stress that enhances turbu-
lence production (see [6]). Plots of 3-D swirl strength indicate
the existence of additional vortical structures in the middle of
low speed zones that may represent heads of smaller eddies in-
tersecting the measurement plane. The dual-plane data were
also used to compute typical vortex inclination angles at this
wall-normal location. It is worth noting that this study includes
just one dataset at one wall-normal location. Datasets at multi-
ple wall-normal locations are required to resolve the complete
vortex structure and earn more about the dynamics of a turbu-
lent boundary layer.
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Abstract  
The Steady laminar axial flow of an incompressible and non-
Newtonian fluid inside concentric annular spaces is analyzed. The 
material is supposed to behave as a generalized Newtonian liquid 
with Robertson-stiff stress-strain relation. Fluid flow is produced 
by the inner cylinder axial motion and an imposed pressure 
gradient in the axial direction. Both cases of positive and negative 
pressure gradient i.e. it assist or oppose the drag on the fluid due to 
the moving cylinder are studied. Four possible cases with respect to 
positions of the plug flow regions are considered. Heat transfer in 
axial flow of this viscosity function is investigated for uniform wall 
temperature at inner cylinder and adiabatic condition for outer 
cylinder. The governing momentum and energy equations have 
been solved iteratively by using a finite difference method. 
Velocity distribution, temperature profiles and Nusslet number 
have been obtained and compared for different values of yield 
stress, flow index and radius ratio in all cases mentioned above. 
 
Keyword: Heat transfer, Axial flow, concentric annuli, non-
Newtonian, Robertson-Stiff materials, Numerical simulation 
 
Introduction 
Many of the fluids used in industrial purposes are non-Newtonian 
and flow and heat transfer of such fluids in annuli spaces accounts 
for a significant part of the flow. Non-Newtonian fluids (i.e. fluid 
which don't obey Newtonian's law of viscosity and have an 
effective viscosity which is a function the shear rate) appear in 
many important applications and different industries including the 
food, sewage, pharmaceutical industries, polymer industries, 
cosmetics and lubricants, drilling process of oil wells and extrusion 
of ceramic catalyst supports. Waxy crude in the oil industry can 
also form non-Newtonian gels if allowed to cool below their gel-
points. In all above processes and applications, the fluids, either 
synthetic or natural, are mixtures of different stuffs such as water, 
particles, oils and other long chain molecules; this combination 
imparts strong non-Newtonian characteristics to the resulting 
liquids: the viscosity function varies non-linearly with the shear 
rate. The fluid flows and heat-transfer behavior of non-Newtonian 
viscoelastic fluids has attracted special interest in recent years due 
to the wide application of these fluids in above processes. In these 
processes, heat transfer information is sometimes needed to predict 
temperature levels or heat transfer rate to be controlled to cause a 
desired rheology of the flowing material. 
When one deals with a practical engineering problem consisting of 
a non-Newtonian fluid, it is not easy to estimate the heat transfer 
even in a simple geometry. The reason is that the viscosity of non-
Newtonian liquids varies with both shear rate and temperature, a 
phenomenon which significantly influences the velocity and 
temperature profiles. Numerous articles about flow and heat 
transfer of non-Newtonian fluids can be found in the literature. 
T. Shigechi et al. investigated the laminar forced convection of 
Newtonian fluids in concentric annuli with axially moving cores for 
both thermal entrance and fully developed regions, neglecting the 
effect of viscous dissipation on heat transfer. The moving wall of 
the inner cylinder deforms the fluid velocity profile near the wall 
region, resulting changes in velocity gradient there. Thus, viscous 

dissipation may not be neglected in heat transfer involving moving 
boundaries. Manglik and Fang investigated numerically heat 
transfer to a power-law fluid through annuli. They found that the 
power-law index dose not change significantly the Nusselt number 
for concentric annular spaces [1]. Round and Yu analyzed the 
effects of reological parameters on velocity and pressure profiles of 
Herschel-bulkley fluids through concentric annuli. 
Soares et al. (1999) studied the developing flow of Herschel-
bulkley materials inside tubes for constant and temperature-
dependent properties, taking axial diffusion into account. They 
observed that the temperature-dependent properties do not affect 
qualitatively pressure drop or the Nusselt number [3]. 
Soares et al. (2003) investigated the heat transfer in the entrance-
region laminar axial flow of viscoplastic materials inside annulus. 
It is shown that the entrance length decreases as the material 
behavior departs from Newtonian. Also they observed that the 
effect of rheological parameters on the inner-wall Nusselt number 
is rather small [4]. 
Nascimento et al. analyzed the developing flow of Bingham fluids 
through concentric annuli. They resulted that the Nusselt number 
increases with the dimensionless yield stress along thermal entry 
region, but is nearly insensitive to it at the fully developed region. 
Robertson-stiff fluids are non-Newtonian materials possessing a 
yield value. They are the combination of a Bingham plastic fluid 
and a pseudoplastic power-law fluid [5]. 
The constitutive equation for these fluids is as follows: 

                                                                        
 

         (1) 
 
 
 It may be represented in below form.  

                                                                                         
                  (2) 

                      
Where τ is shear stress, το is a yield stress, γ is the shear rate of 
strain, n is the flow behavior index, K and C are consistency and 
material constant respectively. 
E. Santoyo et al. (2003) analyzed the Rheological behavior typified 
by Robertson-stiff model using the experimental rheometric data of 
some maize flour pastes. Figure 1 shows a schematic diagram of 
this model.[2] 
In this paper, we are concerned with the flow and heat transfer of 
Robertson-stiff model in the annular space between two concentric 
cylinders where the inner cylinder is in axial motion and the outer 
cylinder is at rest. As a first approximation, rheological parameters 
in Equation 1 are assumed to be independent of temperature. Using 
a finite difference method, the momentum and energy equations 
have been solved numerically for a third kind of thermal boundary 
condition i.e. uniform temperature at inner cylinder; The outer 
cylinder is assumed to be perfectly insulated (adiabatic). Velocity 
distribution, temperature profiles and Nusslet number have been 
obtained and compared for different values of yield stress, flow 
index and radius ratio in some different cases of flow. 
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Figure 1: Rheological behavior of DPMF-13 by Robertson-stiff model [2]. 

 
Formulation and Mathematical Analysis of the Problem 
A Robertson-stiff fluid confined to the space between two coaxial 
cylinder surfaces. The outer and inner radiuses of the concentric are 
R and kR, respectively. The outer cylinder is stationary while the 
cylinder with radius kR moves with a constant axial velocity U in 
the positive z direction. There is pressure gradient in the z direction, 
with pressure gradient being P0 and PL ate z =0 and z =L 
respectively. The flow is supposed to be steady, laminar, 
incompressible and with constant pressure gradient. Local velocity 
is denoted by Vz and depends solely to radial distance 'r'.  
We consider the rheological equation of state for Robertson-stiff 
model in cylindrical coordinate as in equation 1.                                                                      
With considering the dimensionless radius and velocity, equation 1 
may be simplified and rewritten in the following dimensionless 
form: 
 

                                                          (3) 
                                         

                    
(4)        

            
Under the above assumptions, the momentum equations in the 
tangential and axial directions with negligible end effects of the 
cylinders in the cylindrical coordinate system with the origin at the 
center of the cross section of the annulus are given by 

 
 (5)                                                                         

          
This equation after simplification to dimensionless state and 
integration yields the shear-stress distribution as below. 
                                                                                                                                          

                   (3) 
 
 and boundary conditions are 
         
                                  
λ2 in equation 6 is a dimensionless constant of integration. If λ is 
real (λ2>0), then λ corresponds mathematically to a dimensionless 
zero-shear radius. Equations 4 and 6 are combined and rewritten as 

        
                       

(7) 
 

This equation will be different based on pressure or velocity 
gradient sign. Some of these different cases will be presented and 
discussed as follow. 
 
Pressure gradient assists the drag on the fluid (∆P>0)  
λo , λi are the dimensionless boundary values of the plug flow 
region. ϕo, ϕP, ϕi are the dimensionless velocity at 1) region 
between plug flow and inner cylinder, k≤ ζ<λi , 2) plug flow 
region , λi ≤ ζ≤ λo, 3) region between outer cylinder and plug 
flow, λo < ζ≤ 1, respectively.  
At this condition (∆P>0) and for above regions equation 7 will be 
converted as below: 

                           
    

   
 
 

  (8) 
 

 
   

                  
                                             (9) 

 
                                     
                         
                 (10)               
                        
 

Here, Λ and C' are denoted as 
                                                                                

         (11) 
 

Pressure gradient opposes the drag on the fluid (∆P<0)  
Pressure gradient is negative i.e. P0 < PL and it is caused the fluid 
flow in opposite direction of inner cylinder axial moving. At this 
condition and for three regions Equation 7 will be as 

 
 
           (12) 
 
 
   
            (13)          
 
 
 
           (14) 
      
 

 
Finally with considering of above results and equations for 
different cases, the following general equations are resulted. 

 
 
 
(15)        

         
 
(16) 

 
Four different cases of velocity distributions between two coaxial 
cylinders have be studied and mathematically formulated.                          

                  
Velocity profile with maximum  
In this case where there is maximum in the velocity distribution 
between two cylindrical surfaces for determination of λo we 
consider the following conditions. 
∆P>0 ,  ϕi(κ) = 1,  ϕo (1) = 0          ϕi( λi ) = ϕo( λo )                                 
 
 

 (17) 
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Equations 17, 18 are combined and rewritten as below: 

 
   
             
    
(19) 
 
 
 

Equation 19 is used for calculating of λo in case of maximum 
velocity profile, but it has limitation at λi = k. therefore Λcritical is 
calculated by the following equation and Λ > Λcr1: 

 
                                             

(20)  
 
 
 
 

Velocity Profile with Plug Flow on Inner Cylinder  
In this case plug flow is attached to inner cylinder and for 
determination of λo we consider the following conditions. 

 
                                           

              
 
(21) 
     
 
 
 

 Equation 21 has limitation at λo = k. therefore Λcr2 is calculated at 
λo = k by the relevant equation, in common way as previous in 
equation 20 and  
 
Velocity Profile with Minimum  
For this case where there is minimum in the velocity distribution, 
for determination of λo we consider the following conditions. 
∆P<0 ,  ϕi(κ) = 1,  ϕo (1) = 0          ϕi( λi ) = ϕo( λo ) 

 
 
 

(22) 
 
 
 
         
 

Equation 22 has limitation at λo = 1 and Λ > Λcr11 . 
 
Velocity Profile with Plug Flow on Outer Cylinder 
Plug flow is attached to outer cylinder and for determination of λi  , 
the following equation is resulted as previous. 

                                     

          
 
                
                       

(23)                       
 
 

The above equation has limitation at λi = 1.  In above four cases 
after calculating of λi or λo , another parameter will be obtained by      
λ2

 =  λi x λo. By using of finite difference method, the momentum 
equations have been solved numerically at these four cases. 

Temperature Profile in Concentric Annuli 
The energy equation neglecting the viscous and work terms is 
given as 

 
                                       (24) 
 
 

The following dimensionless variables are introduced:  

 
  
   
                                                                    
 
and finally dimensionless form of energy equation is  
                                                        

                 (25)   
 
 
Here, V is mean velocity and energy equation has been numerically 
solved, simultaneously with momentum equations, in order to 
obtain temperature profiles for various flow regimes.  
 
Nu number 

    
                                                   
      ,                         

                     
 

 
 

      (26) 
 
In above equations, τ c, γ c, ηc and θm are characteristic shear 
stress, shear rate, viscosity and bulk temperature respectively. 
 
f Re for checking the accuracy of numerical results 
The product between the friction factor and reynolds number is:  

 ,   
k1
k

i0 RR
s +

τ+τ
=τ  

 
fRe is always equal to 64 regardless the rheological behavior and 
the duct geometry ( fRe=64 ). This matter is used during selecting 
stage of an appropriate mesh while obtaining numerical solution. 
The numerical solution was also compared with some axial flows 
of non-Newtonian materials. The velocity, temperature and Nu 
profiles obtained numerically were as it is expected theoretically 
and in agreement with exact / numerical solution of Herschel-
Bulkley material with considering of different rheological 
parameters [3,4]. Our velocity trend was similar in comparison to 
maximum velocity of Robertson-stiff fluid in annular duct obtained 
by I. Machac et al. (2003) [7]. 
 
Results and Discussion 
Dimensionless velocity & temperature profiles and results for some 
governing parameters are presented and discussed. 
Velocity distribution:   
Typical dimensionless axial velocity distributions for fully 
developed region are shown in Figures 2, 3, 4. As shown in Figure 
3, lower flow indexes cause larger dimensionless velocities and 
wider plug flow region. Figure 4 shows the dimensionless velocity 
increases and plug flow region decreases with the increase in yield 
stress. Velocity and finally volumetric flow rate increases for larger 
pressure gradients and lower radius ratios, k, as expected.  
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Temperature profile: 
Dimensionless temperature profiles and Nusselt number variation 
for thermal boundary condition of uniform temperature at inner 
moving wall are presented. For different flow regime at ∆P>0, the 
dimensionless temperature always decreases with axial position 
(Figure 5), except for ∆P<0, which increase. It is observed that the 
dimension velocity is almost invariant with both yield stress and 
flow index, Figure 6. The Nusselt variation with different 
rheological parameters at maximum velocity profile has been 
studied. It is observed that the Nu is approximately unaffected by 
the yield stress, but in comparison of calculated data Nu increase 
with το . Figure 7 shows Nusselt number increases as flow index 
increases. It also increases with Peclet number. Finally, it is 
concluded that the influence of rheological parameters on nusselt 
number is rather small. 

Figure 2: Velocity Distribution with plug flow on inner cylinder (Eq.21). 

Figure 3: Velocity Distribution for different values of 'n' (Eq. 17,18,19). 

 
Figure 4: Velocity Distribution for different values of 'το' (Eq. 17,18,19). 
 
 
 
 
 

Figure 5: Temperature profile for different axial positions, for velocity 
distribution with maximum (∆P>0), (Eq. 17,18,19,25). 

Figure 6: Temperature profile for different values of 'το', (Eq. 17,18,19,25). 

Figure 7: Nusselt number variation for different values of 'n' (Eq. 17,18,19,25,26). 
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Figure 1. (a) Half of the cross-section mesh,  (b) Bend and its co-ordinate system,  (c) Streamwise mesh. 
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Abstract 
The flow and thermal field in a square-sectioned 180o U-bend 
were investigated using five turbulence models, namely Suga's 
quadratic and cubic low-Re k-ε, V2F k-ε, RSM-EVH and RSM-
GGDH. All models managed to mimic the general flow and 
thermal patterns. The V2F-version used in this study, however, 
over-predicted the pressure-induced secondary flow and seems to 
need modifications and/or re-tuning of the coefficients to reduce 
its redistribution of turbulence energy. Suga's two k-ε variants are 
less CPU-demanding and perform relatively well and, hence are 
interesting candidates for industrial applications. The RSM 
models performed best. 
 
Introduction 
The turbulent flow and heat transfer in square-sectioned 180o U-
bends give rise to complex three-dimensional motion and heat 
transfer phenomena which are similar to the phenomena that 
occur frequently in many engineering applications such as 
cooling passages in gas turbine blades and automobile engines. 
The study of generic cases like the U-bend is hence important for 
the understanding of the flow and heat transfer mechanisms in 
the industrial applications mentioned above. In the present study 
the published experimental data [8] were used for the validation 
of the results for a square-sectioned U-bend. Besides the interest 
in studying the complex flow and heat transfer phenomena, the 
other objective for this work is to explore the performance of the 
methods for accurate prediction of flow-heat transfer behaviour 
in such generic cases for final use in engineering applications. 
 
 
 

Problem Description 
The geometry is a square-sectioned 180o U-bend duct with the 
side length D=88.9 mm. The bend mid-line radius, r, was 3.35D 
as illustrated in figure 1. The Reynolds number was 
ReD=UmD/ν=56000 where Um=9.11 m/s is the mean velocity. 
The Dean number was De=ReD

.(D/2r)0.5=21634 (where ν is the 
kinematic viscosity). The bend was provided with a long straight 
inlet part and a 4.5D straight outlet part as shown in figure 1b. As 
specified in table 1 the inlet length was tuned for each turbulence 
model to match the flow conditions at -2.2D (upstream the bend) 
to the ones measured by Johnson and Launder [8]. As shown in 
figure 1(a), the cross-section grid consisting of 51x51 grid points 
expanded from a fine near-wall grid to a coarser off-wall grid. 
The mean Y+

 was nearly 7 (Y+=Yuτ  

/ν  where uτ=(τw /ρ)0.5 is the 
friction velocity, ρ is the density and τw= (ρν∂U /∂y)at y=0 is the 
wall shear stress). Hence, the grid was compromised to be used 
for both high- and low-Re models. The grid details appear in 
table 1. As inlet boundary condition constant temperature, 20oC, 
and uniform velocity profile was used. Constant heat flux was 
used on walls. 
 

Turbulence 
Model 

Grid points 
(Streamwise) 

inlet+bend+outlet 

Inlet 
length 

mean 
Y+ 

Y+  
range 

Suga, Quad 179+91+41 20D 6.8 0-11 
Suga, Cubic 179+91+41 20D 6.8 0-11 
V2F 241+91+41 28D 6.1 0-11 
RSM, EVH 286+91+41 32D 7.5 0-14 
RSM, GGDH 286+91+41 32D 7.6 0-14 

Table 1. Grid specifications. 



 

Turbulence Models 
The turbulence models used in this work are Suga's quadratic and 
cubic low-Re k-ε [1-2], V2F k-ε [4,7] and two versions of RSM 
[9], Reynolds stress model, namely isotropic EVH [10] and 
anisotropic GGDH [3] (i.e. Eddy Viscosity Hypothesis and 
Generalised Gradient Diffusion Hypothesis, respectively). The 
models are briefly explained below. To obtain non-linear eddy 
viscosity models, like Suga's quadratic and cubic model, and 
thereby account for the non-isotropic nature of the turbulence, 
series expansions of functional terms are added to the linear eddy 
viscosity model (Boussinesq assumption). The general expression 
for the Reynolds stresses, jiuuρ−  , is given below. 
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Note that Xi =X,Y,Z and xi =x,y,z are the streamwise and Cartesian 
co-ordinates, Ui and ui are the time averaged and fluctuating 
velocity, respectively, in xi-direction and τ= k/ε is the turbulent 
dissipation time scale. The first line in eq. (1) contains only the 
linear version. By adding the second and the third line containing 
the quadratic and cubic products of strain and vorticity rate, Sij 
and Wij , the quadratic and cubic model, respectively, is obtained. 
The coefficients C1-C5  and Cµ, the turbulent viscosity, µt , and the 
damping function , fµ , (in Suga's model) are given below. 
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C1= -0.1,   C2=0.1,   C3=0.26,   C4=10.0 . 2Cµ    and   C5=5.0 . 2Cµ  . 
In the k-ε models two transport equations, one for the turbulent 
kinetic energy, k, and another one for its dissipation rate, ε, are 
solved. These are expressed in a condensed general form below. 
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In Suga's model, as can be seen above the k-equation has its 
conventional form while in the ε-equation two terms, E and Yc , 
expressed below, are added and ε is replaced by ε~ , as defined 
below, which is the isotropic part of ε and is zero at the wall. The 
model coefficients appear in table 3. 
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In the V2F model [4,7] an additional transport equation for the 
wall-normal turbulence intensity, 2v , and an elliptic equation for 
the redistribution term, f , in the 2v -equation, have to be solved. 
The time scale, Ts , length scale, L, and, µt , are also give below. 
No wall function or damping function is used in the V2F model. 
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Reynolds Stress Models, RSM, solve directly the transport 
equations for the Reynolds stresses, jiuuρ−   , as expressed below. 
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For the diffusion term, Dij , two alternative models, the isotropic 
EVH [10] and the anisotropic GGDH [3] are used. k and ε are 
obtained from eqs. (6-7). However, the diffusion terms in eqs. (6-
7), here denoted Dk and Dε , respectively, are modified as given 
below in table 2 together with Dij  for EVH and GGDH. 
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Table 2. Diffusion terms in RSM, k and ε equations. 
For the pressure-strain term, Φij , the SSG model [11] is used. 
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C1=3.4, C1
*=1.8, C2=4.2, C3=0.8, C3

*=1.3, C4=1.25 and C5=0.4. 
With the RSM models the logarithmic wall function given below 
is used for the wall-adjacent cells with Ewf =9.0 and κ =0.42 . 

 u+ = (1/κ) ln(Ewf Y+) ,  u+ = U1/uτ   (21) 
For the thermal field the simple eddy diffusivity model, SED, 
was used in all cases. The turbulent heat fluxes are expressed as 

jh

t
j x

hhu
∂
∂−=

σ
µρ  , σh =turbulent Prandtl number = 0.9   (22) 

Model Cµ σk σε Cε1 Cε2 
Suga 0.09 1.0 1.22 1.44 1.92 
V2F 0.22 1.0 1.30 1.40 1.90 
RSM 0.09 1.0 1.30 1.44 1.83 

Table 3. Model coefficients. 
 

Numerical approach 
The governing equations were solved using the implicit finite 
volume non-staggered solver STAR-CD [12]. The SIMPLE 
algorithm was used for the pressure-velocity coupling. Based on 
earlier work by Etemad et al. [5-6], the MARS scheme (2nd 
order) was chosen for velocities and Upwind (1st order) for other 
quantities. Constant physical properties were assumed. 

 

Results 
The results obtained for all models are condensed in two figures. 
Figure 2 compares the computed profiles of the streamwise 
velocity, U, and temperature, T, with the existing measured data 
on the symmetry plane for several cross-sections. Note that the 
predicted profiles for -2.2D (upstream the bend), 2.2D and 5D are 
compared with the experimental data at -5D, 5D, and 10D, 



 

respectively. The diagrams give a quantitative overview of the 
results. For the understanding of the predicted physical features, 
however, it is appropriate to review the plots, presented in figure 
3 where the vector plots show the pattern of the complex 
secondary flow in the duct cross-sections together with the mean 
velocity magnitude contours and isotherms. The first glance at 
figure 2 shows that at -2.2D the velocity profiles are fairly close 
to the experimental data. This indicates that appropriate inlet 
length is used for each case. The V2F results, however, differ 
somewhat from the other models. As it was shown in earlier 
studies [5-6] the upstream velocity distribution is of great 
significance for the development of the secondary motion in the 
bend. Near each side-wall the centrifugal forces, pointing 
outwards from the bend centre, decrease (due to the friction) and 
hence, the pressure gradient, which  in other regions is in balance 
with the centrifugal forces, prevails and causes a flow motion 
near each side-wall towards the bend centre. This initiates the 
streamwise secondary vortex with a number of smaller satellite-
vortices. The velocity distribution upstream the bend dictates the 
intensity of these vortices which in turn impact the flow and heat 
transfer in the bend. The V2F prediction of the velocity field 
upstream the bend deviates most from the other numerical and 
also experimental data. Hence it is natural to expect that its 
secondary flow further downstream also deviates most. A closer 
look at the plots for V2F, especially at 130o in figure 3 implies 
that this model behaves as the least diffusive among the ones 
used here. Another general observation is that all models, except 
V2F, deliver quite similar and reasonable results. It is likely that 
the V2F version used here needs a re-tuning of coefficients for 
this kind of flow, because it seems to over-predict the strength 

and complexity of the secondary flow and might go too far in 
redistributing the turbulence energy from the streamwise to wall-
normal component. The RSM models mimicked the experimental 
data best, especially at 90o and 130o, (with no significant 
advantages for GGDH compared to EVH). Suga's cubic model 
performs slightly better than its quadratic version. This might be 
due to the fact that the cubic models are known to improve the 
predictions of curved flow. None of the models seems to mimic 
the measured velocity profile at 45o. It is likely that this 
discrepancy is caused by the fact that predicted velocity profiles 
upstream the bend are more flat than the measured one. It is 
known that an inviscid flow with a flat velocity profile upstream 
a bend causes a free-vortex flow in the bend with a higher 
velocity near the inner radius and lower velocity near the outer 
radius. Therefore, the predicted velocity profiles in this work at 
45o have their peak closer to the inner radius rather than the outer 
radius (as in the experimental data). When comparing the 
predicted and measured temperature profiles in figure 2, it should 
be noted that the temperatures are not normalised and therefore 
only the shape of these profiles should be considered rather than 
their level. The general impression is that the temperature 
profiles correspond well to their velocity counterpart and this 
indicates the dominating role of the flow field. Except the V2F-
results which differ from the rest, all models managed to predict 
the trends well. Suga's quadratic and cubic models performed 
similar. Likewise RSM-EVH and RSM-GGDH gave almost the 
same results. The review of the plots in figure 3 shows that all the 
used models could capture the complex secondary motions 
especially at 135o. The most dominating is, however, the main 
vortex (here counter-clockwise) which convects the cold high 
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Figure 2. Predicted velocity (top) and temperature (bottom) profiles (lines) on the symmetry plain obtained using Suga's quadratic & cubic model, 
V2F, RSM-EVH and RSM-GGDH at -2.2D, 3o, 45o, 90o, 130o, 177o, 2.2D and 4.5D and the experimental data (white circles, black only at Ω=90o). 



 

speed flow from the core towards the inner wall corner and later 
alongside the inner wall back towards the symmetry plane. This 
process brings cold high speed fluid near the inner wall which 
explains the double peak in the velocity profile and double dip in 
the temperature profile especially at 90o. The velocity vectors at 
-2.2D also show that, except V2F, all models have accounted for 
the anisotropy of turbulence in the inlet duct and predicted the 
turbulence induced secondary motion. 
 
Conclusions 
The flow and thermal fields in a square-sectioned 180o-bend were 
investigated using five turbulence models, namely Suga's 
quadratic and cubic low-Re k-ε, V2F k-ε, RSM-EVH and RSM-
GGDH. All models managed to mimic the general flow and 
thermal patterns. The V2F-version used in this study seems, 
however, to need modifications and/or re-tuning of its 
coefficients to reduce its redistribution of turbulence energy. The 
RSM models performed best but Suga's two k-ε variants, despite 
their simplicity and relatively low computational effort, 
performed well and might be suitable for industrial applications. 
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Abstract

A combination of ray and Fourier methods is used to describe
the linear internal wavefield generated by a horizontally mov-
ing, vertically oscillating, source in a stratified fluid. Ray the-
ory is used to approximate the wavefield in a Fourier transform
domain. The ray solutions are then superimposed by inverse
Fourier transform to produce the spatial solution. This is a more
practical approach than calculating the ray solution directly in
the spatial domain, and it is general enough to treat background
flows with depth dependent shear and stratification. The the-
ory is compared with tank experiments for a towed sphere in a
uniformly stratified background.

Introduction

Obstacles that move through a stratified fluid generate internal
waves, either directly by the displacement of the fluid around
the obstacle or indirectly by motions in the obstacle’s wake. The
wake motions consist of turbulent eddies and the collapse of
partially mixed regions toward an equilibrium density level.

To gain insight into these generation processes, we study
the case of a source travelling horizontally at constant speed
through a vertically stratified fluid. We consider moderate
Froude numberFr = U/(Na), where U is the speed of the
source,a is its radius, and N is the buoyancy frequency of the
fluid.

The theory, described in more detail in [2], is a modification of
the methods developed for topographically generated internal
waves by [1] and [2]. Ray solutions are computed in a Fourier
transform domain and are then superimposed by inverse Fourier
transform to produce a spatial solution. This is a more practi-
cal approach than calculating the ray solution directly in the
spatial domain, mainly because the Fourier superposition auto-
matically accounts for diffraction effects near caustics and other
regions where the spatial ray theory fails.

We present the theory in a form that allows the source to oscil-
late vertically as well as move horizontally. The vertical oscil-
lations will be used to model the unsteady wave generation by
turbulence in the wake of the sphere, as suggested by [3]. The
theory is developed for a depth-dependent background, but in
this study the results presented are limited to a uniform back-
ground. This is to compare with our available data from labo-
ratory experiments, which were conducted by towing a sphere
through a background at rest with uniform stratification. Wave
reflections from the upper and lower boundaries of the tank are
important, so the reflected waves are included in the theory.

Figure 1: A sphere of diameterD is towed horizontally at speed
U through a linear density gradient in water of depthH. Wave
motions propagate away from the sphere and through a carpet of
neutrally-buoyant polystyrene beads with densityρ0. In the ex-
periments reported here, the beads are 2 sphere diameters above
the midplane of the sphere. Model vibrations are reduced by op-
erating at high tensionT in the oblique support wires.

Theory

We consider a stratified Boussinesq fluid. Internal waves are
generated by a source that moves horizontally at constant speed
while oscillating vertically at constant frequencyσ. The coordi-
nate system,r = (x,y,z) with z positive upwards, is fixed to the
mean position of the oscillating source. The background flow in
this reference frame isU = (U(z),V(z),0), and the background
buoyancy frequency isN(z).

The internal waves have wavenumberk = (k, l ,m) and intrinsic
frequency

ω̂ = σ−kU− lV. (1)

The internal-wave dispersion relation is

m=±(k2 + l2)1/2(N2/ω̂2−1)1/2. (2)

We derive a solution for the vertical displacementη̃(k, l ,z) of
the wavefield at a fixed horizontal wavenumber. The spatial
solution is then obtained by inverse Fourier transform:

η(r , t) = e−iσt
∞∫∫

−∞

η̃(k, l ,z) ei(kx+ly)dkdl . (3)

The factore−iσt accounts for all of the time dependence in the
present model. This can be considered as the long-time limit



Figure 2: Experimental results foru in the case ofFr = 2. Each
image is a horizontal cross section of one side of the wake. The
12 images are for equally spaced times over the duration of time
Nt = 29.8. Time increases from left to right and from top to
bottom. The total distance traversed by the sphere in this time
is 29.8D. The minimum and maximum values foruare -0.2cm/s
to 0.14cm/s.

of an initial value problem in which the motion is started from
rest, and the associated transients have decayed or propagated
away.

We use a ray approximation forη̃(k, l ,z), of the form

η̃(k, l ,z) = b(k, l ,z) ei
∫ z

0 m(k,l ,z′)dz′ . (4)

The amplitude|b| can be derived from the conservation of wave-
actionA, which here reduces to the constancy of the vertical flux
of wave-actioncg3A, wherecg3 = ∂ω̂/∂m is the vertical group
velocity.

The details of the derivation are given in [2]. Here we quote the
result:

b = πi(Q/ω̂)0 [G0/G]1/2. (5)

The zero subscript indicates evaluation atz= 0, the mean depth
of the source. We also have

G = N2cg3/ω̂, (6)

For the source functionQ, we use the following form, from [3],

Q(k, t) =
3
4

iπ−2a3
[
U0k+hσe−iσtm

] j1(Ka)
Ka

, (7)

whereK = |k| and j1(z) = (sinz)/z2− (cosz)/z is the spherical
Bessel function of order unity. The background flow at the mean
position of the source isU0, which is aligned in thex-direction.
In the limit of large Froude numberFr = U0/Na the source
function (7) represents the effects of a horizontally translating,
vertically oscillating, solid sphere of radiusa. The amplitude of
the vertical oscillation of the sphere ish, and its vertical velocity
is hσe−iσt .

Modifications of the above results to incorporate buoyancy fre-
quency turning points (wherêω = N) are given in [1] and [2].

To compute the spatial solution for another variable, such as
thex-component of the perturbation velocityu, we need only to
relate the vertical displacementη̃ to ũ by standard ray relations
(e.g. [5]) before taking the inverse Fourier transform (3).

Reflected Waves

So far we have only considered waves that move upward from
the source. To compare with our experimental results, we must
allow wave reflections from the upper and lower boundaries of
the tank. From here on, we will restrict attention to a uniform
background, which is the condition of the experiments.

To account for wave reflections, we follow the method of [1],
where more details can be found. Consider a fixed heightz
above the source and a tank of heightH. Each time a ray returns
to thatz after reflecting once from the top of the tank and once
from the bottom of the tank, the wave phasemzis advanced by
m2H. To include the effects of this and subsequent reflections,
we must multiplyη̂(k, l ,z) in (4) by the sum

S =
∞

∑
n=0

ein2mH (8)

= ieimH/2sinmH. (9)

The sum is defined in the sense of generalized functions (see
Eq. (1.2.2) of [6]). It diverges formH= π, the condition for per-
fect constructive interference between all of the reflected waves.
The divergence can be eliminated by adding a small damping
factor in the form of an imaginary wavenumbermi , as in [1], or
by limiting S to a finite number of terms. The number of terms
can be chosen to represent a finite number of reflections at the
time of interest, as determined by group velocity calculations.
We have so far only experimented with the first method. In the
results presented below, we have used a value ofmiH = 0.02.

The wavefield, including all reflected waves, is modelled by
four terms, each with a factor ofS. Two terms represent up-
ward and downward moving rays that initially leave the source
moving upward. The other two terms represent upward and
downward moving rays that initially leave the source moving
downward. The term̂η(k, l ,z)S, whereη̂(k, l ,z) is given by (4),
corresponds to the first of those four terms.

Experiments

Experiments were conducted in a 2.4× 2.4 m tank filled to a
height H = 26cm with a linearly stratified salt solution. The
density gradient was created by the standard two-tank method,
and density values were checked at an array of taps in the side-
wall. In the experiments reported here, the buoyancy frequency
N = 1.88±2%. The sphere was towed at a height of 11.3cm
above the bottom tank. The sphere diameter isD = 2.52cm
and Fr = N/Ua (wherea = D/2) was varied by varying the
tow speedU . For Fr = 1, the tow speed wasU = 2.37cm/s.
The Reynolds numberRevaries by the same amount (i.e. for
Fr = 1,2,4, we haveRe= 600,1200,2400), but we assume the
variations inReto be of minor importance for the wavefield. A
horizontal (isopycnal) bead sheet is left at a height∆z = 2D
above the mid-plane of the sphere, and particle motions are
tracked using a custom DPIV technique, detailed in [4] and [7].
The experimental setup is sketched in figure 1.

To improve the spatial and temporal resolution, the image win-
dow was centered on one side of the wake only (assuming bi-
lateral symmetry), and exposures were made over fast and slow
timescales using a nested pair of short and long exposure times
at each timestep. The components of the horizontal veloc-
ity field u,v were calculated directly from the particle image
displacements and interpolated onto a regular grid by a two-
dimensional smoothing spline.

Results

We will consider the cases ofFr = 1,2,4. The sphere is towed
in thex direction, and each plot that we present is a horizontal



Figure 3: A comparison forFr = 1 of tank experiments (upper
panel) and theory (lower panel). The plotted variable isu, the
x-component of the velocity of the wavefield, in cm/s.

cross section at a heightz = 2D above the centerplane of the
sphere. All plots are of thex componentu of the wavefield ve-
locity. In all plots except the final figure 6, we have considered
a non-oscillating source, i.e.σ = 0 in (7).

For the theoretical calculation, the inverse Fourier transform (3)
was approximated discretely on a Fourier grid of 1024 x 1024
in k, l . The corresponding grid spacing in the spatial domain is
about 0.8cm. A smaller number of Fourier grid points would
have sufficed in some cases. In addition to resolving the flow
features, the extent of the Fourier grid must be chosen to limit
periodic wrap-around errors, which result from the discrete ap-
proximation of the inverse Fourier transform.

A sequence of images ofu from the tank experiment is shown in
figure 2 for the case ofFr = 2. Here and in subsequent figures,
the image grid size is 74 x 54, with spacing 1.072 cm x 1.056
cm. This gives a 78.3 x 56 cm window (inside a 2.44 x 2.44 m
tank). In units ofD the window is 31D x 22.2D. The window is
fixed in space and the sphere moves through it in time.

As noted above, the images from the experiments were taken
on one side of the wake only, assuming a symmetric wake. In
the following figures, we have flipped the experimental images
symmetrically to give the more familiar picture of the full wave-
field. The data points directly behind the obstacle, along the
line y = 0, are at the edge of the field of measurement, and this

Figure 4: A comparison forFr = 2 of the experimental result
(upper panel) and the theory (lower panel). The plots are ofu.

shows up as an anomaly in the following figures.

Figure 3 is for the case ofFr = 1. The tank measurement is
shown in the top panel, and our linearized theory is shown in the
lower panel. At this relatively low Froude number the turbulent
eddies in the wake are not strong and are thus not important for
the generation of internal waves. (We ignore wake generation
until figure 6). However, the source function we have used, (7),
is most accurate for the representation of a solid sphere only in
the limit of high Froude number. Thus some of the discrepancy
between the theory and measurements in this example may be
due to the source representation. In the future, we plan to try
other source representations that depend on the Froude number.

Figure 4 shows the case ofFr = 2, again with the experimen-
tal results in the upper panel and the theory in the lower panel.
The peak theoretical amplitude of the wavefield is lower than
the peak amplitude of the experiments, by a factor of about two.
This difference in wave amplitudes is maintained in the region
closest to the obstacle, so the difference must be due to fac-
tors other than turbulent eddy generation in the wake. We have
omitted from the theory all eigenfunctions that correspond to
evanescent modes. These could be included in the theory, by
the usual WKB methods, and might account for some of the
difference in the amplitude predictions. Another possibility is
the presence of vortical modes, which may be important in the
experimental results but are not included in the theory. We plan
to check this by comparing the horizontal divergenceux +vy of
the experimental data and the theory, which would reveal the



Figure 5: A comparison forFr = 4 of the experimental result
(upper panel) and the theory (lower panel). The plots are ofu.

non-vortical modes only.

Figure 5 shows the results forFr = 4. Here our linear theory is
a poor representation of the experimental results, though it does
give a reasonable prediction for the lateral extent of the wave-
field. This is the parameter regime in which eddy-generated
internal waves from the wake are important. A better agree-
ment between theory and experiment is obtained by including
an oscillating source to model the eddy generation. Previously
we had ignored the oscillating term in the source function (7).
Here we include the oscillating term, with oscillation amplitude
h = 0.4a and frequencyσ = 2.5N, following guidelines in [3].
The result is shown in figure 6, which is a better fit to the data,
though the theory predicts a wavefield that is more concentrated
around thex-axis.

Conclusions

This work is a step toward seeing how far ray theory can go
in simulating the internal wavefield generated by an obstacle
and its wake. By combining ray and Fourier methods, we have
obtained a detailed three-dimensional picture of the wavefield,
with far higher resolution than possible in numerical models.
The calculation is also fast, taking only a few seconds for each
depth on a standard PC. Future needs are a better representation
of the source, dependent on the Froude number, and a more
detailed study of the effectiveness of modelling wake generated
internal waves by an oscillating source.

Figure 6: As in Figure 5, lower panel, but with an additional
oscillating source term for wave generation by wake eddies.
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Abstract 
 
Dual-fuelling provides a suitable method for operating 
compression-ignition engines on alternative fuels.  The CFD 
package Fluent is being used to model the direct-injection of two 
such fuels simultaneously into an engine.  The CFD models have 
been initially calibrated using high-speed photographic 
visualisation of the jets.  Different orientations and staging of the 
jets with respect to each other are now being simulated.  Salient 
features of the two fuel jets are being studied to optimise the 
design of a dual-fuel injector for compression-ignition engines. 
Analysis of the fuel/air mixture strength during the injection 
allows the ignition delay to be estimated and thus the best staging 
of the jets to be determined. 
 
 
Introduction 
 
The introduction of alternative fuels such as natural gas (NG), 
liquefied petroleum gas (LPG) and alcohols for internal 
combustion engines is likely to occur at an increasing rate.  The 
dual-fuel (DF) concept allows these low cetane number fuels to 
be used in compression-ignition (CI, diesel) type engines.  Most 
CI engine conversions have pre-mixed the alternative fuel with 
air in the intake manifold whilst retaining diesel injection into the 
cylinder.  The advantage is simple adaptation but the main 
disadvantage is that good substitution levels are only obtained at 
mid-load.  This is because at low load, conventional diesel 
injectors still require a substantial fuel delivery to operate 
efficiently while at high load, the extended ignition delay and 
mixed fuel in the end zone exacerbate both diesel and SI type 
knock.  Other disadvantages are that displacement of air in the 
intake can reduce peak power at any given fuel/air ratio and that 
fuel can directly short-circuit from inlet to exhaust, thereby 
increasing UHC emissions. 
 
A solution is to inject both the alternative and diesel fuels 
directly into the cylinder.  Here, the fuel in the end zone is 
limited and the diesel, injected before the alternative, has only a 
conventional ignition delay.  This improves the high end 
performance.  Modern, very high pressure diesel injectors have 
good turndown characteristics as well as better controllability and 
hence offer an improvement at the low end.  Several systems 
exist, mainly for large marine engines but also for smaller, truck 
size engines.  For the latter, the key is to produce a combined 
injector to handle both fuels which has the smallest diameter 
possible so that installation is readily achieved. 
 
This paper details research where the spray characteristics of 
such a combined injector have been modelled using CFD.  CFD 
allows the details that are difficult to assess experimentally to be 
quantified. The mixing advantages of different nozzle 
configurations, the starting interval between and the duration of 
the flows and the best driving pressures can be ascertained.  The 
computational results are being verified experimentally using 
high-speed photographic visualisation of the injection of the two 
streams and their subsequent interaction.  Some results from the 
photographic rig are included here. 

Numerical Scheme 
 
The domain used as the basis for the CFD work is based on 
UNSW’s “Rapid Compression Machine” (RCM).  The RCM is a 
constant-volume combustion apparatus and is, in effect, a single-
stroke engine simulator [5].  It consists of a cylinder which is the 
size of that found in an average six or seven litre six-cylinder 
diesel engine and a piston which can be driven from BDC to 
TDC at high speed.  When the piston reaches TDC it is captured 
and held, the dual-fuel injector fires and constant-volume 
combustion occurs.  The combustion chamber’s pressure and 
temperature history immediately following the injection is logged 
for later analysis of the combustion. 
 
Whilst most of the validation of the CFD work will be carried out 
using high-speed photography, combustion testing of the DF 
injection will eventually be carried out in the RCM and so the 
RCM’s cylinder was decided upon as the choice for the 
computational domain.  The RCM’s simple combustion chamber 
has a bore of 108mm and a height of 10 to 15mm, depending on 
the compression ratio used.  The computational domain for the 
results presented here is for the 15mm case which equates to the 
RCM’s lowest compression ratio of about 14:1. 
 
The diesel injector used in these experiments is a mini-sac design 
with six equi-spaced holes and the gas injector has also been 
made with six holes.  The RCM’s cylinder is itself axis-
symmetric.  Thus, when the two nozzles are oriented so that the 
holes are co-planar, it is computationally-efficient to model the 
combustion chamber as a segment of one-sixth of the cylinder. 

 
Figure 1.   The computational domain used in this study. 

 
 
Diesel Injection Model 
 
Fluent 6.1.18 is the CFD code being used in this study.  Fluent 
allows the modelling of the high-speed injection of liquid into a 
gaseous atmosphere using a “Plain Orifice Atomiser” (POA) 
model.  This model can be used to simulate a diesel injector 
which is essentially a long, thin orifice that connects a high-
pressure reservoir of diesel fuel within the injector to the 
compressed air in the combustion chamber.  In such an atomiser, 
the liquid is accelerated through a nozzle, forms a jet and then 
droplets.  Using the POA model enables the injection and 
subsequent atomisation of the diesel jet to be modelled without 



 

the need to create complicated mesh geometry.  The location of 
the actual orifice and the direction it faces are specified and then 
parameters particular to the nozzle being modelled are entered.  
The main parameters used in the case modelled here are as 
follows: 
 
Nozzle diameter:   0.2mm 
Nozzle length:   0.8mm 
Chamber temperature:  300K (ambient conditions) 
Mass-flow rate:   10.36g/s 
Injection duration:   425µs 
 

 
Figure 2.   Illustration of the parameters used in Fluent’s Plain Orifice 
Atomiser model [1]. 
 
 
Diesel Spray Break-Up and Transport Models 
 
The diesel nozzles being used in this study operate at very high 
pressures and other researchers support the belief that modern, 
multi-hole sac-type nozzles usually operate in the cavitating 
regime [8].  The diesel injector being used in the laboratory work 
for this study is from a Common-rail, Direct-Injection (CDI) 
system.  It has a multi-hole, mini-sac nozzle and the injection 
pressure can be set up to 1,800bar.  For simulating this nozzle in 
the CFD, the inlet radius “r” for Fluent’s POA model was set to a 
value of 25µm which caused the orifice to cavitate. 
 
Fluent offers two spray break-up models: the Taylor Analogy 
Break-up (TAB) model and the “wave” model.  The wave model 
of Reitz [6] considers the break-up of an injected liquid to be 
induced by the relative velocity between the liquid and gas 
phases.   This model is popularly used in high-speed fuel 
injection applications [4, 2] and so is the model chosen for this 
study.  Calibration constants B0 and B1 have been set to 0.61 and 
0.20 respectively as suggested by Hong, et al [2].  Once the spray 
has broken-up into droplets, the penetration of the spray depends 
mainly on the aerodynamic drag of the droplets.  Fluent’s 
“dynamic drag” model accounts for the effects of droplet 
distortion by linearly varying the drag between that of a sphere 
and that of a disc depending on the environmental conditions. 
 
The injection of both the diesel and NG both occur under high 
pressures and speeds and as a result the jets have high Reynolds’ 
numbers.  The “Realisable” k-ε model has been chosen for this 
study since, according to the Fluent manual, it more accurately 
predicts the spreading rate of the round jets being studied here.  
 
Natural Gas Injection 
 
Since the NG does not change its state during or after the 
injection, its introduction into the computational domain is 

through a simple “mass-flow” inlet.  In Fluent, parameters for 
such inlets include the actual mass-flow of the fluid as well as the 
fluid’s stagnation temperature.  In this study, the gas jet is taken 
to be choked at a mass-flow of 4.43g/s and thus the stagnation 
temperature has been set at 343K. 
 
Calibration of the CFD Models 
 
The CFD models are being calibrated using a laboratory rig 
designed and built by the first author which allows analysis of the 
dual-fuel jets using a high-speed imaging system.  This “Spray 
Visualisation Rig” (SVR) consists of supply systems for both the 
diesel and the NG, a prototype DF injector and the imaging 
equipment. 
 
Diesel is supplied to the DF injector by a pump and accumulator 
set-up which is based on components taken from a modern CDI 
system on a commercial vehicle.  An electric motor is used to 
drive the pump and in the absence of the donor vehicle’s engine 
management system, a needle-valve and pulse generator are used 
to control the rail pressure and injection timing respectively.  NG 
is supplied from a cylinder via a regulator. 
 
The diesel part of the DF injector consists of a CDI injector taken 
from the same vehicle as the diesel supply system.  The gas 
nozzles used in this study fit co-axially with the diesel nozzle as a 
DF injector would be fitted in an engine (figure 3).  Control of 
the gas flow is achieved using another modified CDI injector 
placed in-line with the gas supply to act as high-speed valve.  
Extensive calculations were performed during design of the gas 
valve and nozzles to ensure that the flow would be choked and 
thus the flow rate dependent only on time. 
 

Figure 3.  The DF injector assembly.  The CDI diesel injector is vertical 
and fits into the gas nozzle.  A second CDI injector (horizontal) controls 
gas flow into the gas nozzle. 
 
The DF injector has been fitted to a Perspex box to enable 
photographs of the spray to be taken.  Since the NG jet is 
invisible to the naked eye, special photographic techniques must 
be employed to capture its image.  At first, shadowgraph images 
were taken using the set-up shown in figure 4.  More recently, 
this shadowgraph equipment has been replaced by schlieren 
equipment which provides better pictures of the NG jet. 
 
The main parameters used to compare results from the SVR to 
the CFD are the penetration and shape of the jets at a given time 
after their respective Start Of injection (SOI).  Whilst penetration 
of the diesel jet depends upon both its injection pressure and its 
subsequent atomisation, a certain jet penetration for a given 
injection pressure has been taken to validate the amount of 
atomisation in the CFD.  



 

 

 
Figure 4.  The DF injector fitted to the SVR. 

 
 
Results 
 
The case being modelled in the CFD work is for an engine of the 
equivalent size of several RCM-sized cylinders.  This engine is 
assumed to be running with 75% NG substitution at a total 
fuel/air equivalence-ratio of 0.75 (ie. close to full-load for a 
diesel engine).  For these conditions, the DF injection parameters 
are as follows: 
 
Diesel Start/End of Injection (S/EOI): 0ms, 370µs 
NG SOI/EOI:       200µs, 4,100µs 
Diesel nozzle diameter and mass flow: 0.2mm, 10.36g/s 
NG nozzle diameter and mass flow:  0.4mm, 4.43g/s 
 
The diesel and gas nozzles are parallel to each other at 12.5° 
below horizontal.  The diesel injection occurs at 1,600bar which 
is that found in current-generation common-rail systems.  The 
gas flow simulates that which would occur with an injection 
pressure of 160bar which is the value suggested by a previous 
researcher at UNSW [3].  Figure 5 shows the distribution of 
particles 100µs after SOI for the diesel.  The view chosen is a 
two-dimensional slice taken vertically through the centre of the 
computational domain and both the gas and diesel nozzles.  In 
this plot, the area-density of the particles is representative of the 
concentration of the liquid diesel in that plane in the cylinder.  
Figure 6 shows a schlieren image from the laboratory rig of 
actual diesel injection at the same time (100µs after SOI).  In 
comparing the CFD results to the photos, a good correlation 
between the penetration of the two jets may be seen.  Also 
noticeable is the initial “blooming” of the jet near the nozzle. 
 
One of the goals of this study is to find the optimum “staging” 
for the two fuel jets so that the diesel pilot can be used to 
virtually eliminate the ignition delay of the NG.  Thus the diesel 
should be igniting at the time of SOI for the NG.  Since Fluent 
can simulate the atomisation and subsequent evaporation of the 
diesel, a plot of the mass-fraction of the diesel vapour relative to 
the air already in the cylinder can be obtained and is shown in 
figure 7.  This feature of modelling evaporation is useful for 
helping to predict the ignition delay of the diesel and thus make a 
good estimate of suitable injection staging.  Several researchers 
in the past who have used CFD to model diesel injection have 
used non-evaporating models [2, 9].  The availability of the 
evaporating model in Fluent is a distinct improvement over those 
simulations. 

 
Figure 5.   A plot of the diesel particles 100µs after SOI, coloured by the 
speed of the particles where red is the fastest and blue the slowest. 
 

 
Figure 6.   Schlieren image of actual diesel injection at 100µs after SOI.  
The injection pressure is 1,600bar. 
 

 
Figure 7.   Contour plot of the mass-fraction of diesel vapour in the 
cylinder at 100µs after SOI.  The lighter colours represent higher 
concentrations. 
 
 
Figure 8 shows a schlieren image of the NG jet by itself at 100µs 
after its own SOI (300µs after the diesel’s SOI).  Figure 9 shows 
contours of the mass-fraction of diesel vapour in a diesel-only 
case at this same time. 
 
 

 
Figure 8.   Schlieren image of the NG at 100µs after SOI.  The injection 
pressure is 160bar. 
 

 
Figure 9.   Plot of the contours of diesel mass-fraction at 300µs after 
diesel SOI. 
 
Figures 10, 11 and 12 show CFD results for the DF case captured 
300µs after diesel SOI.  Figure 10 shows the contours of diesel 
vapour whilst figure 11 shows the NG.  Figure 12 shows an 
overlay of the contours of mass-fraction for both diesel and NG.  
EOI of the diesel occurred shortly after this series of results 
whilst the NG injection continued for several milliseconds 
afterwards. 
 

 
Figure 10.   Plot of the contours of diesel mass-fraction at 300us after 
diesel SOI and 100µs after NG SOI.  The distorting effect of the NG 
injection can be seen. 



 

 
Figure 11.   Plot of the contours of NG mass-fraction at 300us after diesel 
SOI and 100µs after NG SOI.  Red is a high concentration, blue is low. 
 
 

 
Figure 12.   Overlaid contours of both NG and diesel mass-fraction at 
300µs after diesel SOI and 100µs after NG SOI.  Significant mixing of 
the two fuels is clearly evident. 
 
 

 
Figure 13.   Schlieren image of a laboratory test 300µs after diesel SOI 
and 100µs after NG SOI.  Diesel and NG injection pressures are 1,600bar 
and 160bar respectively. 
 
 
In a real engine, the duration of the gas injection used in the case 
studied here (4.1ms) may be a little long (one engine stroke at 
2,000rpm is 15ms in duration).  In a production injector there 
would be some benefit in making the gas orifices say, 0.6mm in 
diameter rather than the 0.4mm modelled here.  A 0.4mm nozzle 
was chosen here to enable controlled switching of the gas in the 
laboratory environment.  By making the nozzle only 0.4mm in 
diameter, the flow time required to deliver the correct mass of 
gas through the injector was high enough to be achieved 
accurately.  Having said that, there may actually be a benefit in 
engines for some applications in having an injection as “slow” as 
that modelled here.  This slow injection rate and subsequent 
burning would help with control of NOx emissions which often 
occur as a result of the rapid energy release with modern, high-
pressure diesel injectors. 
 
 
Future Work 
 
Previous studies [7] have shown that the auto-ignition of diesel 
jets occurs in a diesel vapour concentration band between the 
equivalence ratios of 1 and 1.5.  Subsequent flame development 
along mixture contours close to stoichiometric then occurs 
rapidly from there.  Thus ignition delay is a function of how 
quickly the atomised fuel evaporates and forms mixture 
concentrations conducive to auto-ignition.  The evaporation rate 
depends heavily on conditions into which the fuel is sprayed, 
especially the temperature and pressure within the cylinder at 
SOI.  The cetane number of the diesel fuel also plays a 
significant role in cold-start conditions and during warm-up.  The 
staging of the NG injection should therefore be varied depending 
upon the operating conditions of the engine. 
 
The CFD models developed enable fast and inexpensive testing 
of operation under these varying conditions.  Mesh and time-step 
independence of the numerical models has not been confirmed at 
this stage.  Such studies are presently being conducted so that 

future cases with varying injector orientation and staging can be 
studied in a way which optimises the computational resources 
available. 
 
 
Conclusions 
 
The CFD models created and now running enable identification 
inside the cylinder of diesel, NG and air mixtures within the 
flammability range and the number of such potential ignition 
sites early in the process.  The orientation and staging of the gas 
injection relative to the diesel jet is being varied and the results 
assessed to find the case whereby ignition delay of the DF 
injection can be minimised.  From there, the final combustion 
rate is determined for a variety of engine operating conditions. 
 
This data is to be used to find the optimum parameters for the 
design and development of a production DF injector.  Numerical 
modelling allows quantitative analysis which is not possible 
using the high-speed photography alone.  The laboratory images 
are, however, being used to validate the numerical work on a 
qualitative basis using parameters which can be directly 
compared, ie. spray penetration and shape.  Combustion testing 
in the laboratory will ultimately be carried out using the Rapid 
Compression Machine. 
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Abstract 
 Measurements are described that document the time-
averaged and transient velocities at a height of 4m above the 
ground that provide insight into the turbulent flow environment 
of micro flight.  These were made using a bank of four multi-hole 
probes laterally separated by 150 mms on a mast above a test car.  
Fluctuating pitch angles were investigated and it was found that 
the variation with lateral separation was significant, even under 
light winds, and that this did not reduce significantly as the 
separation reduced. This implies that the roll inputs arising from 
vertical fluctuations in the atmosphere would increase with 
reducing wingspan posing considerable control problems for 
man-made micro air vehicles. 
 
Introduction and Aim 
 The natural world and the human constructed environment 
are significantly influenced by the atmospheric boundary layer 
(ABL) which extends from the ground surface to between 100 
and 1000m, depending upon climatic conditions and terrain.  
The mean (time-averaged) and turbulent effects of the 
atmospheric wind in the ABL strongly affect the design of land-
based structures and they also play a significant role in the 
design and operation of aircraft.  In nature, the upper speed 
boundary of flight is set by a combination of the mean wind 
speed and gustiness inherent in the atmosphere.  Atmospheric 
winds present a challenge to insects and birds – with the speed 
at which they curtail flying set by their capability to negotiate a 
desired flight path and/or strength limitations on their wings.   
 

 
 
Table 1 Flying Speeds of Insects, Birds and Aircraft  

There is a considerable body of work on the flight speeds of 
birds and  insects e.g. see Table 1, reproduced from [1].  Under 
relatively low wind speeds the smaller flying insects remain 
grounded, and as the wind speed rises, increasingly larger 
insects, then birds, then aircraft, become grounded.  Tennekes 
[1] comments that there is a considerable difference between 
the maritime climate and a continental one thus ocean birds, 
living in a relatively windy environment, tend to have larger 
wingspans than their more continental counterparts.  
 Whilst the flying speed of birds and insects has received 
much attention, data on the turbulent flow environment is 
relatively scant.   Much work has been done on understanding the 
turbulence inherent in atmospheric winds and its effects on the 
response of structures and large aircraft; see for example [2] but 
the small scale structures that are relevant to smaller flying birds 
and insects remain a mystery to those outside their world.    
 The design and use of Unmanned Air Vehicles (UAVs) are 
currently areas of significant interest, including miniaturizing and 
controlling such vehicles to meet the mission requirements for a 
wide range of commercial and military operations [3], [4] and [5] 
and currently there is strong interest on emulating the insect 
world including replication of a one-inch robotic fly [6].   
 Micro air vehicles (MAVs) typically have a spans that range 
from the fly scale to the larger birds.  MAV operations are of 
relatively short flying duration and at low speed close to the 
ground. Thus they are “immersed” in the lower part of the ABL.  
Since MAVs are to be flown “over hillside, around street corners 
or up to a window for reconnaissance and surveillance” [3] they 
will be operating in the “roughness zone” where the wakes of the 
local surface obstructions are significant.  The wind environment 
of cities is known to be complex and the wakes of ground-based 
objects can increase the turbulent energy levels. When the wind 
is present the operational environments of MAVs are turbulent; 
far more so than larger aircraft that cruise above the ABL. 
 Watkins demonstrated outdoor flight of aircraft of 65g, [7].  
In addition to the prior documentation, personal experience has 
shown that the largest challenge to their flight is overcoming the 
effects of turbulence, particularly small vortices and eddies that 
are inherent in atmospheric turbulence that produce seemingly 
random roll and pitch inputs.  This seems due to the relative 
size of structures in atmospheric turbulence as well as the 
effects the mean atmospheric wind.  It is considered that this 
restriction would curtail the number of possible days per year 
that they could be used for outdoor activities. 
 The aim of the work reported here is to further the 
understanding of the turbulent flow environment by measuring 
the transient flow vectors at four laterally separated points in 
space corresponding to a “span” of 150 mms. 
 
 
 



 

     
Figure One The Largest Bubble in the World (1998).  Photo 

Courtesy Reuters. 
 

 A useful and interesting depiction of atmospheric 
turbulence very close to the ground is given above in Figure 1 
(note the person standing in the left hand side for an indication 
of scale).  Although surface tension effects minimise the 
influence of the extremely small structures in the atmosphere, 
distortion of the soap film depicts some of the smaller scale 
structures in the first few metres of the ABL that influence 
micro flight.  The influence of various scale eddies are apparent, 
ranging from less than half a metre to approximately 15 metres 
(the total length of the bubble is 32 metres).  Less evident, but 
arguably more significant to the flight of MAVs, is vorticity 
about a horizontal axis which is apparent one-third way along 
the length of the bubble and towards the end. 
 
Multi-Point Measurements 
 Four TF1 multi-hole probes of 3 mm head dimension were 
utilised with lateral separations of 150 mm, thus covering a 
‘span” of 450 mm, see Figure 2.  The probes provide a more 
robust alternative to hot-wire anemometers yet, via a dynamic 
calibration, have a frequency and amplitude response that is flat 
from 0 to 2,000Hz and are accurate from a mean velocity of 
about 2-40 m/s.  In turbulent flow the velocity vector is 
constantly fluctuating in angle and to enable resolution of the 
fluctuating vector the probes are calibrated over a cone of +/-45 
degrees.   Data that fall outside the acceptance cone are flagged 
by the software.   

 
Figure 2 The Four Multi-Hole Probes 

 
 Details of pressure probe systems, verification and examples 
of use can be found in Watkins et al [8]. The probes were 
mounted 4.0 m from the ground on a mast above a vehicle and 
aligned nominally to the direction of motion, see Figure 3.  
  
Calibration and Data Processing 
 The probes were calibrated by the manufacturer for velocity 
and frequency response.  In order to measure the exact alignment 
angles of pitch and roll referenced to the horizontal and direction 
of travel, and to check the velocity calibration, runs were 
performed at 100 km/h (27.8 m/s) under calm conditions.  The  
 
 
 
 
                                                           
1 Turbulent Flow Pty Ltd 

 
 
maximum variation in relative velocity averaged over each run 
between each probe (for several runs) was 0.3 m/s with a typical 
variation of 0.1 m/s. The maximum variations in averaged pitch 
and yaw angles between each probe after (minor) offsets had 
been removed were 0.2 degrees.  The proximity effect of the car 
body on velocity and angle was not accounted for.  However 
prior experience with sensors mounted closer to the car body than 
was the case for this work, had shown the proximity effect to be 
relatively minor and is not thought to significantly influence the 
results. 
 The four probes were simultaneously sampled at 6,500 Hz 
and to avoid aliasing data were filtered and down sampled to 375 
Hz.  This was thought to be a good compromise between 
excessive data capture and resolving frequency.  Prior work had 
shown that under atmospheric winds of upto 9 m/s and a vehicle 
speed of 100 km/hr there is little turbulent energy above 100 Hz.  
 For the moving vehicle runs a sample length of 10 seconds 
was used.  For documenting the atmospheric wind (ie when the 
vehicle was stationary) 100 seconds samples were used and these 
data were captured whilst the vehicle was parked close to the 
start or end of a moving run, on locations that were selected to be 
away from local effects (buildings, trees etc).  
 Arithmetic averages of the magnitude of relative velocities 
were calculated over the duration of each run to determine the 
average relative velocities. Turbulence intensities, in the three 
orthogonal directions, were calculated by dividing the standard 
deviation of each longitudinal, lateral and vertical fluctuation by 
the averaged relative velocity and expressed as a percent.   
 
Test Strategy and Routes 
 The four sensors were “flown” along various roads in 
Victoria in order at 40, 60, 80 and 100 km/h either directly into or 
against the prevailing wind to obtain data relevant to a flying 
aircraft.  Vehicle stationary (relative to the Earth) data were 
obtained in order to document the atmospheric winds.   The 
terrain would be classed as category 2 in the Australian Wind 
Code (“open terrain with well scattered obstructions having 
heights generally of 1.5 to 10 m”).  A large volume of data was 
recorded and only selected portions are presented here.  These 
selected data were obtained during a 20 minute period and the 
vehicle stationary data sets (100 seconds duration) were obtained 
either side of the moving vehicle runs (10 second duration).  For 
the data presented here the mean atmospheric wind was aligned 
to the road direction within 15 degrees and for most runs this was 
less than 10 degrees. 
 
Results and Discussion  
 Time averaged data from the vehicle stationary tests 
indicated that the mean atmospheric wind Vw, was of 4-5 m/s in 
strength, details can be found in Watkins and Melbourne [9].  
This is very close to the average windspeed at this height.   The 
averaged outputs of each probe indicated that there was not a 
significant difference in mean speed between the four locations in 
space, but some slight variation in turbulence intensities was 
found The values of longitudinal, lateral and vertical intensities 
(denoted Iu, Iv and Iw) are close to the (limited) existing 
atmospheric data considering the height of the probes and terrain.  
 Single point velocity spectra (obtained from one probe 
output) were found to be closely similar to a von Karman spectra 
for atmospheric turbulence at this height, Figure 3    
 
 



 

   
Figure 3 A Typical Spectrum from a Single Probe 

 
 Once motion is imposed (via moving the vehicle and probe 
system) the relative fluctuation magnitude experienced by the 
relative motion are reduced and the frequencies are increased.  
Figure 4 shows the relative turbulence intensities for the three 
orthogonal directions relative to the average direction of flight. 
 
 

 
 

Figure 4 The Influence of Velocity on Turbulence Intensities 
 
For 8 m/s air speed (which is a reasonable flying speed for small 
birds, see Table 1) relative turbulence intensities are of the order 
of 7 to 12%.  It is interesting to note that for zero forward motion 
(but still subject to atmospheric winds) a hovering craft and a 
building will be subject to the same levels of atmospheric 
turbulence.  In the field of building aerodynamics it is considered 
mandatory to simulate turbulence, whilst for aeronautical testing 
zero turbulence is strived for! 
  
Time Histories 
 For selected data sets the instantaneous velocities and pitch 
angles are presented.  Figure 5 and 6 show the variation of 
velocities and pitch angles for all four probes as a function of 
time for case of an 8 m/s flight speed through 4m/s atmospheric 
winds. Immediately apparent is the large variation in velocity and 
pitch angles (+/- 15 degrees) with time but all measurement 
points appear to have instantaneous velocities and pitch angles 
that are reasonably well correlated.  However closer examination 
reveals that there are considerable differences pitch angles – 
Figure 7 depict short sections of data.  At times there are 
differences in pitch angles of 20 degrees between Probes 2 and 3 
which are laterally spatially removed by 150 mms.  This is far 
greater than experimental error (estimated to be less than one 
degree). 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 5 Longitudinal Velocity Time History 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6 Pitch Angle Variation with Time 
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Figure 7 Pitch Angle Variations – Expanded Scale 
 
 
 It is useful to examine the variations in flow pitch angles that 
would be incident across the span of a MAV, in order to 
understand transient rolling moments.  Plotted in Figures 8 to 10 
are the differences in pitch angles between Probe 0 and Probes 1, 
2 and 3 respectively for the first data set in Table 2.  It can be 
seen that there seems little difference in variation as a function of 
lateral spacing.   

 The standard deviation of variation in pitch angles as a 
function of spacing is shown in Figure 11.  The results for all 
combinations of probe spacing are plotted but are not readily 
evident since the points are almost coincident (eg for 150 mm 
separation data there are 3 data points arising from the three 
possible data sets Probe 1-0, Probe 2-1, Probe 3-1).  It is 
interesting to speculate on the pitch angle differences at spacings 
less than 150mm or greater than 450mm. 
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Figure 8 Pitch Angle Variation 150 mms Separation 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    Figure 9 Pitch Angle Variation 300 mms Separation 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    Figure 10 Pitch Angle Variation 450 mms Separation 
 

 
 

Figure 11 Standard Deviations of Pitch Variation vs Separation 
 
Conclusions 
 Atmospheric conditions can vary from calm to cyclonic.  
Under no wind conditions the flight environment is smooth (aside 
from the wakes of other moving objects) whereas at the other 
extreme even large aircraft remain grounded.  However days of 
zero or very low atmospheric winds are rare. An examination of 
the probability distributions of wind speed for one site2 reveals 
that that most probably wind speed is approximately 4 m/s and 
                                                           
2 Obtained over 42 years at a height of 10m for a site in 
Australia, see Watkins and Saunders [10] 

average wind speeds below 2 m/s occur for less than 10% of the 
time.  Clearly distribution varies with location height, terrain etc.   
 Further processing of the data sets gathered here is planned, 
including investigation of the effects of the turbulence on the 
motion of MAVs (from measured aerodynamic derivatives).  
High speeds and high masses will minimise aircraft motion 
through the ABL but this is in direct conflict with low speed 
manoeuvrability. 
 Unlike the majority of wind engineering data sets, the 
measurements taken here were for elevations that were close to 
the height of the ABL roughness zone. It should be noted that this 
is the environment in which MAVs are envisaged to collect data. 
Since the proposed environment of MAVs is through irregular 
terrain such as city canyons where very disturbed flow 
environments exist further work is considered necessary . 
 It is interesting to note that the variation in pitch angles with 
lateral separation (a parameter that is thought to influence the roll 
controllability of aircraft) is complex and that reducing 
separation from 450mm to 150mm appears to make relatively 
little difference to the variation, indicating that the roll rates 
induced by turbulence would increase as span reduces.  Further 
work in this area is planned, including reducing the lateral 
spacing of the probes to 37.5 mm and analysing an existing data 
set obtained with a longitudinal probe separation, in order to 
understand the correlation of disturbances over aircraft of various 
spans and tail moments. 
 The potential roll inputs are of such significance it is 
postulated that it will be very hard to hold a relatively stable 
viewing platform.  Clearly we have some way to go before we 
can emulate small-scale natural flight and how it has its adapted 
to the turbulent wind environment. 
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Abstract 
Computational Fluid Dynamics was used to model spatially 
developing, initially laminar, gas jets issuing from nozzles of 
regular and irregular cross-section, using the Large Eddy 
Simulation (LES) technique. Nozzles were based on bluff jets 
used in tangentially fired lignite-burning furnaces. Validation of 
the LES based model was achieved by comparing predicted jet 
entrainment rates with published experimental and numerical 
data. Large-scale coherent turbulent structures including ring and 
braid vortices and other stream wise structures are predicted by 
the LES model. The shape of the ring vortices formed was found 
to directly relate to the nozzle geometry. Size and proximity of 
discontinuities in the vortex rings were observed to determine 
how strongly a vortex ring deforms, furthermore discontinuities 
in the ring curvature were found to alter the number of stream 
wise structures formed. Jets with only a single pair of braid 
vortices per side were predicted to spread along their axes while 
those with multiple braids spread more uniformly. 
 
Introduction  
Bluff (rectangular) jets have numerous applications, from low 
heat-signature jet engines to slot burners in lignite-fired boilers. 
The entrainment and spreading characteristics of bluff jets are 
considerably different to those from circular nozzles, due largely 
to the dynamics of the coherent structures that develop from the 
nozzle [5]. Bluff jets entrain more fluid and spread more rapidly 
than circular jets because vortex rings from rectangular nozzles 
deform more rapidly and to a greater extent than rings from 
circular nozzles. Coherent structures deform according to (1), the 
equation for self-induced velocity, u, of a vortex ring, [1] 
 

( )1log −∝ σCbu      (1) 
 
where C is the local curvature of the ring, b is the binormal to the 
plane containing the ring and σσσσ is the local vortex ring thickness 
or cross-section. Circular rings have uniform curvature resulting 
in a uniform self-induced velocity according to (1) and are 
therefore quite stable. Rectangular rings contain large differences 
in curvature between the straight edges and corner regions; the 
self-induced velocity of the vortex ring is not uniform, leading to 
increased deformation [5]. 
 
Controlled combustion of coal is highly desirable in tangentially 
fired boilers in order to provide uniform and predictable heat 
release. Entrainment characteristics determine how well the fuel-
laden primary jet is heated by the hot combustion products within 
the boiler and also how well it mixes with air from co-flowing 
secondary-air jets. Tangentially-fired boilers are designed such 
that most of the combustion occurs within a fireball at the centre 
of the furnace. The near-field entrainment characteristics must be 
controlled to prevent early combustion and to conserve sufficient 
momentum for the jet to reach the centre. 
 
The use of coherent structures as a means of controlling shear 
flows by selective suppression or augmentation of turbulence is 
discussed in [10]. One possible method of passive control put 
forward is and alteration to the initial conditions of the shear flow 
such as altered velocity profiles. The use of intrusive tabs at the 

nozzle exit to introduce extra turbulence has been used to 
increase mixing of rectangular jets with their surroundings [2]. 
The high rates of wear caused by coal particles make this 
impractical in coal-burner nozzles. This paper proposes that by 
combining the properties of circular and rectangular jets the 
mixing characteristics may be altered, and these characteristics 
might then be used to selectively enhance or suppress mixing and 
spreading rates. In order to investigate this, coherent structure 
dynamics were modelled in jets that are geometrically and 
hydrodynamically similar to burner jets, with novel semi-circular, 
semi-rectangular nozzles, hereafter referred to as hybrid nozzles. 
 
Numerical Methods and Boundary Conditions 
Two aspect ratio (AR) rectangular nozzles (PRI/SEC), one 
circular nozzle (CIRC) and one hybrid nozzle (HYB) are 
presented here. The two rectangular nozzles were similar to 
typical primary and secondary jet nozzles in a slot burner. The 
HYB nozzle was essentially the PRI nozzle but the radius of 
curvature of the corners on one side was half the nozzle’s height.  
 
The same mesh was used for each nozzle, with different top-hat 
velocity profiles imposed on the mesh boundary. The peak mean 
velocity was 60 m/s and the thickness, δo, of the linear shear 
layer was four mesh elements in all cases. The rectangular corner 
regions of the nozzle were slightly rounded to ensure a uniform 
initial vorticity thickness, σ, in (1). To facilitate the roll-up of the 
shear layer into coherent structures the inlet velocity was 
perturbed according to a sine function whose frequency resulted 
in the Strouhal numbers, Stδ = fδ/U, shown in table 1, which were 
within the range of preferred natural jet frequencies of these jets. 
The table compares some hydrodynamic properties of these and 
other jets from the literature, which were used for validation. 
Reynolds number was based on the nozzle hydraulic diameter, D. 
 

Run AR Re Stδo D/δ0 M 
PRI 1.2 270,000 0.041 10 0.17 
PRI2 1.2 270,000 0.0496 10 0.17 
SEC 2.2 205,000 0.041 7 0.17 

CIRC 1.0 139,000 0.041 8 0.17 
HYB 1.2 250,000 0.041 9 0.17 
SQ1 1.0 >85,000 0.043 11 0.3 
SQ3 1.0 >85,000 0.043 11 0.6 
SQ4 1.0 >120,000 0.027 16 0.6 

Table 1: Hydrodynamic Properties of Jets. 
 
Jets were modelled using a Large Eddy Simulation model based 
on that of [15], with the Smagorinsky constant, Cs, set to 0.1. A 
finite-volume coupled solver, CFX5.7, was used to solve the 
equations on an unstructured mesh containing a mixture of 
hexahedral and tetrahedral elements. Temporal discretisation was 
achieved using second-order backward-Euler time-differencing. 
Spatial discretisation used the quadratic the third-order QUICK 
differencing scheme. The chosen time step resulted in a Courant 
flow number of 4, which was found to be stable. 
 
Results 
In order to validate the LES model and to provide a source of 
comparison for the hybrid jet simulations, PRI, PRI2 and SEC 



 

were compared with [5] and [7]. Time-averaged statistics were 
collected for 36 forcing periods of the inlet velocity perturbation, 
beginning after 4 initial periods. Figure 1 shows the mass flux in 
the jet, Q, normalized to the mass flux at the nozzle, Q0, for each 
simulation and for the experimentally measured mass flux in 
square, circular and elliptic jets as well as the square jet 
simulations of [5], who averaged over only eight forcing periods.  
 

 
Figure 1: Comparison of Entrainment Rates with Literature. 

 
The entrainment rate (slope of curve) for PRI and PRI2 was very 
close to the square jets of [5], although slightly higher. The 
domain modelled here was slightly smaller than in [5], and [6] 
showed that for a larger computational domain the measured 
entrainment tends to be reduced, due to an increased contribution 
from reverse flow in the outer jet region. Figure 1 shows how the 
rate of entrainment increased in PRI, PRI2 and SEC downstream 
of the nozzle. For SEC the increase in aspect ratio reduced the 
entrainment rate, in agreement with [6] for rectangular jets and 
[14] for elliptic jets. Entrainment rates for circular jets are lower 
than for rectangular jets of any aspect ratio, and are relatively 
constant. The entrainment rate of CIRC was within the range of 
circular jets in the literature. 
 
Separate entrainment curves for the circular side, the rectangular 
side and the total entrainment in HYB are shown in figure 2. The 
entrainment was similar to SEC, even though the aspect ratio was 
the same as PRI. Entrainment by the circular side was 
significantly higher than in the circular jet of the same diameter. 
In addition the rate of entrainment was not constant but in fact 
reduced after three nozzle diameters. Entrainment on the 
rectangular side was initially very similar to the circular side, 
although marginally less, but at around three diameters the rate 
increased and the two curves crossed over. At around four 
diameters the circular side showed a marked drop in entrainment 
rate with a corresponding increase on the rectangular side.  
 

 
Figure 2: Entrainment Rates for Simulated Jets. 

The preceding illustrates how the shape of the nozzle has a large 
influence on jet entrainment, especially in the near field. What 
follows is an explanation of this phenomenon by describing the 
dynamics of the large-scale turbulent structures as they develop 
within the jet shear layer. 
 
After [11], the black hashed surfaces in figure 3 show regions 
where the pressure is lower than 2/3pmin and indicate the structure 
of the vortex rings clearly, while the grey shows isosurfaces of 
40% of peak vorticity and indicates the larger turbulent eddies, 
including vortex rings. The frames cover one full period of 
oscillation of the inlet velocity. The rings deformed in a manner 
very similar to the square and rectangular jet simulations of [5], 
[6] and [7]. The corner regions of the initially planar ring 
deformed by moving ahead of the plane containing the ring and 
in towards the jet axis, while the straight sections moved behind 
and away from the axis; all due to the effects of self-induced 
velocity (1), with higher self-induced velocity in the corner 
regions with high curvature, and zero self-induced velocity in the 
straight sections due to the lack of curvature. A more thorough 
description of the mechanism can be found in the above papers.  
 

 
Figure 3: Dynamics of Coherent Structures in PRI as a function of 
dimensionless time, ω. 
 



 

Long thin structures  (braids) appeared between the rings, similar 
to braid vortices in a mixing layer [12]. Braids are created by 
instabilities in the mixing layer and are formed in counter 
rotating pairs. Since a vortex ring is essentially a mixing layer 
wrapped around onto itself the appearance of these secondary 
structures between vortex rings is expected and has been noted 
by the majority of authors investigating coherent structures in 
jets. In their studies of “side jet ejections” in circular jets, [13] 
added the contribution of stream-wise vortices to their proposed 
jet-spreading model of 1989 that only included ring vortices.  
 
The braids were grouped in pairs similar to a mixing layer, one 
pair per corner, and counter-rotating such that fluid was drawn 
between them from within the jet core and expelled outwards. 
The downstream ends of one set of braids on the longer side of 
the jet periodically joined with braids forming behind the 
upstream ring on the short sides of the jet, indicated by an arrow 
in figure 3. No such behaviour could be found in the literature. 
 
Shear layer development in jets occurs due to entrainment of 
fluid from the surroundings and redistribution of fluid from the 
jet core. The effect of the different modes of coherent structures 
on the mean velocity profile of each jet is shown in figure 4. 
Mean velocity profiles are shown for each jet in the yz plane at 
the same distance downstream of the nozzle normalised to DPRI. 
A snapshot of the coherent structures in the jet is also shown.  
 

 
Figure 4: Development of Mean Velocity Profiles. 

 
Although both primary jets produced the same general coherent 
structure behaviour, i.e. almost square rings and four pairs of 
counter-rotating braid vortices, the resulting shear layers were 
notably different. Due to the higher frequency in PRI2 the rings 
rolled up closer to the nozzle than those in PRI, initiating the 
shear layer spreading process somewhat sooner. The braid 
vortices contributed significantly to redistribution of momentum 
in the diagonal cross-stream directions of the shear layer. In PRI 
the rings switched axis once and then began to break up, so the 

fluid in them continued to convect in the same direction along the 
minor axis, with little spreading occurring in the major axis. The 
rings were preserved longer as a coherent structure in PRI2, 
allowing them to continue deforming and giving a more uniform 
shear layer by 6DPRI.  
 
The dynamics of the jet SEC were similar to those of the 
rectangular jets of [5]. Because the corners were closer together 
the self-induced velocity of the corners was reinforced, compared 
with PRI where it was retarded by the straight sections. When 
viewed along the centreline axis, the rectangular ring switched 
axis by 90°, and remained like this until it dissipated into smaller 
structures. The stream wise vorticity only maintained one pair of 
braid vortices on either side of the jet, as opposed to the two pairs 
in PRI and PRI2. Braids associated with the shorter sides of the 
ring were consumed by larger structures almost as they were 
formed. Curiously, the braids actually became joined at the tails, 
rather than head-to-tail as in PRI and PRI2. Spreading of the 
shear layer occurred predominantly along the major and minor 
axes. On the major axis the contribution was dominated by the 
braid vortices, while on the minor axis it was by the ring vortices.  
 
Instead of spreading uniformly in the radial direction, as one 
might intuitively expect, the jet CIRC actually exhibited some 
preferential spreading along the y and z-axes. This resulted in 
velocity profiles which were square, but rotated 45° to the axes. 
This was due to the peculiar braid structure that formed from the 
axi-symmetric rings. In PRI and PRI2, the high curvature corner 
regions provided locations of high stream-wise vorticity from 
which braid vortices could form. With a uniform initial stream-
wise vorticity distribution in CIRC, braids were not triggered 
until instability waves deformed the ring such that stream-wise 
vorticity began to grow. This wave instability is well documented 
for isolated circular vortex rings and circular rings in jets; see for 
example [16] and [3]. For this simulation pairs of braid vortices 
of varying strength formed, two strong pairs aligned with the y-
axis and four slightly weaker pairs aligned with the z-axis, 
resulting in more spreading on the axes. This is not a detailed 
investigation of the precise mechanisms of vortex deformation 
within circular jets, the important point is that the occurrence of 
the braids occurred much farther downstream in the circular jet 
than the rectangular ones, and they were much weaker than for 
the other jets, due to the initially uniform curvature of the rings.  
 
By contrast, braid vortices of nearly equal strength formed in 
HYB at approximately the same time on the rectangular and 
circular sides. While there were two counter-rotating pairs on the 
square side, one for each corner as in jets PRI and PRI2, there 
was only one pair on the circular side, similar to SEC. The 
rectangular side deformed in much the same manner as in PRI 
and PRI2. Although the self-induced velocity of the circular side 
of the ring was uniform around the circumference due to its 
uniform curvature, the circular part of this coherent structure was 
effectively pinned or hinged at the points of joining to the 
rectangular side and as a result this part of the structure folded in 
towards the axis as it tried to accelerate ahead of the rest of the 
ring. This resulted in cross-axis mixing in HYB, the only jet to 
exhibit such behaviour. This can be seen clearly in the time series 
of figure 5 in which the circular side folds inwards, eventually 
crossing the axis at about x/D = 4. The movement of the ring 
across the central axis also forced the braids to cross the axis by 
about x/D = 3. These correspond to the locations in figure 1 
where there was a reduction in entrainment on the round side. 
Figure 4 shows that HYB spread along the major axis on the 
circular side, which was due to the convection of the tail ends of 
the braid vortices in this direction, with no direct contribution 
from the ring structures. This reinforces the point that stream-
wise vortical structures are at least as important as ring vortices 
in the near-field shear layer development of jets.  



 

  
Figure 5: Coherent Structure Dynamics in HYB. 

 
A hybrid jet was simulated with an aspect ratio of 2.2:1 [8], 
however, the curvature of the circular side was so close to the 
curvature of the rounded corners of SEC that there was no 
significant difference between SEC and this geometry. As a 
result the coherent structure dynamics were almost exactly the 
same, in terms of vortex ring deformation as well as in the 
generation and convection of stream wise coherent structures. 
This lead to virtually the same shear layer development as in 
SEC, with the shear layer spreading along the major and minor 
axes. For this reason the results were not shown here. 
 
Conclusions 
For the two aspect ratio nozzles, it was only the lower ratio one 
that showed any significant change in the shear layer 
development when one side of the nozzle was rounded. The 
influence of nozzle geometry can be seen in two areas, the shape 
of the ring and the number of stream wise structures that formed 
due to discontinuities in the curvature of the ring.  
 
The size and relative proximity of discontinuities in the vortex 
ring determine how strongly a vortex ring deforms. There was 
little difference between PRI and the rectangular side of HYB 
because 90° bends produce strong deformation behaviour. The 
circular side of HYB behaved nothing like CIRC because even 
the small discontinuity where the circular side joined the straight 
sections dominated over the uniform curvature section and 
caused the ring to deform in the manner it did. 
 
Spreading of HYB along its major axis on the circular side was 
due to the single pair of braids that formed on that side. There 

appears to be a correlation between those jets that spread along 
their axes and those jets with only a single pair of braid vortices 
per side. 
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Abstract 

A comprehensive 3D numerical investigation of hydrodynamics 
of particles flowing through a horizontal pipe loop consisting of 
four bends has been modeled. The multiphase mixture model 
available in Fluent 6.1 [6] is used in this study. In this numerical 
simulation five different particles have been used as secondary 
phases to calculate real multiphase effect in which inter-particle 
interaction has been accounted. The deposition of particles, along 
the periphery of the wall around bends has been investigated. The 
effect of bend and fluid velocity on particle deposition has also 
been investigated. The maximum particle deposition is at the 
bottom wall in the pipe before entering the bends conversely, 
downstream of bends the maximum deposition is not at the 
bottom - as seen upstream of the bends - rather it occurs at an 
angle of 600 toward the inner side from the bottom. The larger 
particles clearly showed deposition near the bottom of the wall 
except downstream of the bends. As expected, the smaller 
particles showed less tendency of deposition and this is more 
pronounced at higher velocity. This numerical investigation 
showed good agreement with the experimental results conducted 
by CSIRO team [9]. 
 
Introduction 

Particle deposition from flowing suspensions is an important 
process in various fields of engineering and in nature. Analyzing 
diminutive suspended particles deposition in fluid streams has 
attracted considerable attention in the past few decades [1-4,9-
11,13,19,20]. This is because of particle deposition plays a major 
role in a number of industrial processes such as filtration, 
separation, particle transport, combustion, air and water 
pollution, and many others.  
 
The CFD (computational fluid dynamics) models to simulate the 
hydraulic behavior of water-distribution systems have been 
available for many years [10,11,17]. More recently these models 
have been extended to analyze water quality as well [10,11]. But 
at earlier days numerical computations were suffered from some 
serious limitations. The number of particles is one of them, which 
was fairly small in numerical simulations, and therefore, size 
effects can become important, especially with low volume 
fraction. In this study we have introduced water as a primary and 
5 different solid spherical particles as secondary phases. The 
driving force behind this trend is the timely challenge to comply 
with increasingly stringent governmental regulations and 
customer-oriented expectations. Modern management of water-
distribution systems like South East Water Ltd, Melbourne 
Water, Sydney Water, need simulation models that are able to 
accurately predict the hydrodynamics of particles behavior (cause 
of dirty water) in the water distribution networks around bends. 
Particle deposition on pipe-surfaces in turbulent flows had 
attracted the interest of many researchers. Using the stopping 
distance of a particle near a wall, Friendlander and Johnstone [8] 
developed the free-flight model for particle deposition process. 
Davies [5] among others offered an improved theoretical model 
for particle deposition rate. Liu and Agarwal [15] analyzed the 
deposition of aerosol particles in turbulent pipe flows. Simplified 
simulation procedures for deposition of particles in turbulent 
flows were described by Abuzeid [1], and Li and Ahmadi [14]. 
 

Hossain et al [11] represented the circumferential particle 
deposition in a straight pipe for turbulent flow in which 
researchers explained the circumferential particle deposition for a 
straight pipe.  But that model is not applicable for circumferential 
deposition and hydrodynamic behavior of particles around bends. 
Particle deposition around bends of a circular cross section is 
important to the sampling and transport of particles in high-purity 
fluid streams [4,21]. In the recent experimental study Pui [4] 
revealed that discrepancies still exist between the experimental 
data and the available theories. These discrepancies are believed 
to be mainly caused by various flow field assumptions made by 
different investigators. Even though the problem has been studied 
both theoretically and experimentally by a number of 
investigators, it is still unclear at present as to the applicable 
theory for the different flow regimes. The difficulty of the flow 
field (3D with strong secondary motion) makes it very difficult to 
calculate the particle trajectories and deposition in the bend. 
Unfortunately, detail experiments have not been performed so far 
for solid-liquid flow excluding experiments for aerosol particles 
deposition in the bend [8,12], to be validated with this study. This 
study would be partially validated with the experimental [9] 
results. 
  
The motivation for this study is to investigate the deposition of 
solid spherical particles with specific gravity 1.64 as it occurs in 
water supply network (South East Water Ltd, Melbourne) around 
bends for a test loop (figure 1). This test loop was investigated by 
Clive et al [9] in collaboration with South East Water Ltd. The 
secondary phases of such flows consist of particles with 
diameters ranging from 2 µm to approximately 20 µm for 
different velocities. The Eulerian description of turbulence and 
the role of turbulent structures in the dispersion of particles give 
us a better understanding in the relationship between temporal 
and spatial properties of turbulent flows.  
 
 
 
 
 
 
Figure 1: Schematic diagram of the pipe loop with four 900 bends. 
 
To study the hydrodynamics of particles behavior in a turbulent 
flow field numerically: a geometry (figure 1) comprising 41 m 
long and 100 mm diameter pipe, close-loop with four 900 bends 
has been considered with the boundary conditions shown in 
table 1 that were used in the experiment [9]. 
 
Pipe loop length (m) 41.0 
Diameter of the pipe D (m)  0.1 
Total volume of water (m3) 0.322 
No. of phases 6 
VF of each secondary phases 332×10-6 (332 ppm) 
Pump true axial flow 
Average water velocities (ms-1) 0.05, 0.1, 0.2, 0.3, and 0.4 
Particle density (kgm-3) 1640 
Particles sizes (µm) 2, 5, 10, 15, and 20 
No of computational cells 129654 
Table 1: Physical and hydraulic characteristics of the system used for 
CFD simulation. 

2nd Bend 3rd Bend 
 
  Measuring Point 
1st Bend 4th Bend 
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Governing Equation 

The Multiphase Mixture Model of FLUENT 6.1 [6] used in this 
study solves the continuity and the momentum equation for the 
mixture. Volume fraction equations are solved for the secondary 
phases. The model also solves for the well-known algebraic 
expressions for the relative velocities for secondary phases [7 
Chapter 20]. 
 
Continuity Equation for the Mixture  
The continuity equation for the mixture is 
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 is the mass-averaged velocity: 
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and µm is the mixture density: 
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αk is the volume fraction of phase k. 
 
Momentum Equation for the Mixture  
The momentum equation for the mixture can be obtained by 
summing the individual momentum equations for all phases. It 
can be expressed as: 
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where n is the number of phases, F
�

is a body force, and µm is the 
viscosity of the mixture: 
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kdrv ,

�
is the drift velocity for secondary phase k: 
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Relative (Slip) Velocity and the Drift Velocity 
The relative velocity (also referred to as the slip velocity) is 
defined as the velocity of a secondary phase (p) relative to the 
velocity of the primary phase (q): 
�
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The drift velocity and the relative velocity ( qpv
�

) are connected by 

the following expression: 
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The basic assumption of the algebraic slip mixture model is that, 
to prescribe an algebraic relation for the relative velocity, a local 
equilibrium between the phases should be reached over short 
spatial length scales. The form of the relative velocity is given by 
� � ����

��
τ= � (9)�

where a
�

 is the secondary-phase particle's acceleration and τqp is 
the particulate relaxation time. Following Manninen et al. [16] τqp 
is of the form: 
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where dp is the diameter of the particles of secondary phases p, 
and the drag function fdrag is taken from Schiller and Naumann 
[18]: 
�

�
	



>
≤+=
����������
��

������������� ���
�

�����
� (11)�

and the acceleration a
�

 is of the form 
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The simplest algebraic slip formulation is the so-called drift flux 
model, in which the acceleration of the particle is given by 
gravity and/or a centrifugal force and the particulate relaxation 
time is modified to take into account the presence of other 
particles. 
 
Volume Fraction Equation for the Secondary Phases 
From the continuity equation for secondary phase p, the volume 
fraction equation for secondary phase p can be obtained: 
� ( ) ( ) ( )���������� ��
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Turbulence Viscosity (The Spalart-Allmaras Model)  
Instead of µm (equation 5) the turbulent viscosity, µt, is computed 
from  
�

�� ��� �νρµ = � (14) 

where the viscous damping function, fv1, is given by 
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where Cv1 = 7.1 and  
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Results and Discussion 

Model Validation: In this paper the results have been validated 
with the experimental result conducted by Clive et al [9]. At 
CSIRO Clive et al [9] demonstrated an experiment for particle 
distribution and deposition in a test loop. In order to compare 
with the experiment results [9] we have used the same geometry 
and boundary conditions (table 1). Figure 2 represents the 
cumulative particle volume fraction (summation of all different 
size particles) as a function of heights across the pipe at a certain 
location in the loop for both experiment and CFD results. Figure 
2 shows the comparison between experimental and CFD results. 
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Figure 2: Comparison of CFD results and experimental data [9] for the 
velocity  0.4 ms-1 at center of the pipe.  
 
Nevertheless, the trend is similar, but the experimental results 
show marginally lower volume fraction. This is because of the 
shortcomings of the measuring instruments that used in the 
experiment. Clive et al [9] reported that particle larger than 20 
µm could� not be detected by the instruments although small 
amount of particles larger than 20 µm still were introduced into 
the system. Those larger particles, which tend to settle quickly at 
the bottom, were also out of count during experiment. This may 
be the cause of lower volume fraction at the very bottom. 
 
 
 
 

�

  Measuring Point 
�
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Discussion 
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Figure 3a: Relative concentration of particles for different depths along 
the pipe at 0.05 ms-1. 
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Figure 3b: Relative concentration of particles for different depths along 
the pipe at 0.4 ms-1. 
 
Figures 3a and 3b show the relative concentration plotted along 
the pipe for different height of 0.25D, 0.5D, 0.75D, and 1D from 
the bottom wall of the pipe. Relative concentration is a 
dimensionless parameter, which represents the ratio of local 
particle concentration to that of bottom of the pipe wall. Figures 
3a and 3b show more homogeneous distribution of particles at 
different depths in the bend region. Due to high steam line 
curvature and associated centrifugal force the fluid at different 
depths gets well mixed resulting in homogeneous distribution of 
particles near bend. Down stream of the bend, the streamline 
curvature and associated centrifugal force disappears and 
particles start to segregate to different concentration at different 
depths. This segregation or stratification is more pronounced at 
lower velocity. At higher velocity the particles do not get enough 
time to segregate before they reach the next bend. Higher 
turbulence at higher velocity also contributes to homogeneity of 
the particles around bends. 
 
Figures 4a-4b show typical circumferential distributions of 
particles volume fraction for the different velocities (0.05 and 0.4 
ms-1) for up and downstream location of bends (1st, 3rd and 4th). 
The angle 00 starts at the top wall and angle 1800 is the bottom 
wall of the pipe. The upstream profiles exhibit a distinctive 
variation with the maximum deposition at the bottom of the pipe. 
Similar trends for entry of the bends were observed from the 
experimental data of Anderson  & Russell [2] and  the analytical 
results of Mols and Oliemans [17] and Laurinat et al [13] and 
Hossain et al [10]. The peak deposition at the bottom wall is high 
when the velocity is low. This can be easily explained as particles 
disperse at higher velocity and can be found higher concentration 
across the cross-section of the pipe due to high turbulence 
[13,17]. However, the trends of the particle deposition at 

upstream of bends (figures 4a-4b) are not symmetrical along 
vertical plane. This is because of the particles entrainment in 
between bends is governed by the particle distribution of 
previous upstream bend, which is different from straight pipe 
flow [11,13,17]. 
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Figure 4a: Cumulative particle deposition (CFD) as a function of 
circumferential pipe angles at three different up and down stream of 
bends at 0.05 ms-1. 
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Figure 4b: Cumulative particle deposition (CFD) as a function of 
circumferential pipe angles at three different up and down stream of 
bends at 0.4 ms-1. 
 
As shown in figures 4a-4b at downstream of the bend the 
maximum deposition does not occur at the bottom (1800) rather it 
occurs at on the inner wall of the bend. The location of the peak 
deposition is situated at an angular displacement of 600 with 
respect to the bottom of the wall. The fluid is subjected to 
centrifugal force as it flows around the bend. Particles having 
higher specific gravity get segregation and deposit in the bend 
region. This deposition is pronounced near the outer wall of the 
bend entry and inner wall of the bend exit. However, due to the 
influence of high particle distribution at the inner wall upstream 
bend exit, the inner wall of the downstream bend entry will 
receive relatively higher load of particles. 
 
In figures (5a-5b) the volume fraction of particles plotted as a 
function of circumferential angles for different planes (00, 22.50, 
450, 67.50, and 900) of 4th bend (figure 1) for different velocities 
(0.05 and 0.4 ms-1). 00 and 900 planes are known also as up and 
down stream planes respectively. The peak deposition (figures 
5a-5b) moves from bottom (1800) to 2400 (600 inner wall from 
bottom) as it goes from upstream plane (00) to downstream plane 
(900). For a higher velocity (figure 5b), the particle diffusivity 
increases as a result of fluid diffusivity, which resulted in less 
particles deposition at the bottom inner wall. 
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Figure 5a: Particle deposition (CFD) as a function of circumferential pipe 
angles at different planes of 4th bend at 0.05 ms-1. 
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Figure 5b: Particle deposition (CFD) as a function of circumferential pipe 
angles at different planes of 4th bend at 0.4 ms-1. 
 
Conclusion  

The effect of bend and velocities on the deposition of particle in a 
horizontal test loop (figure 1) has been investigated numerically. 
This CFD results have also been validated with the experimental 
results [9] shown in figure 2. A reasonably good agreement 
between simulation and experiment results has also been 
established. Relative deposition at various velocities (figures 3a 
and 3b) indicates that particles are evenly distributed at bends. 
The circumferential particle deposition for different planes of a 
bend has also been investigated. Near and around the bends the 
maximum deposition of particles does not occur at bottom (1800) 
rather it occurs at  600 skewed to the inner wall. The further study 
would be needed to conclude more comprehensively the particle 
deposition around periphery at the downstream of bend. 
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Abstract

We present a simple flow model and solution to describe ‘hor-
izontal convection’ driven by a gradient of temperature or heat
flux along one horizontal boundary. Following laboratory ob-
servations for the steady-state convection, the model is based
on a localized turbulent plume that maintains a stably strati-
fied interior. In contrast to the ‘filling box’ process of Baines
and Turner [1], the convective circulation involves vertical dif-
fusion in the interior and a stabilising buoyancy flux distributed
over the horizontal boundary. The latter flux causes the density
distribution to reach a steady state. Applied to the laboratory
experiments of Mullarneyet al. [5], the solution successfully
predicts the top-to-bottom density difference and the thickness
of the boundary layer adjacent to the horizontal boundary. We
conclude that the turbulent ‘recycling box’ model is a useful
way to describe this form of convection.

Introduction

Horizontal convection driven by a horizontal gradient of tem-
perature or heat flux along the top or bottom boundary of a vol-
ume of fluid has been mooted as a model for the global over-
turning circulation of the oceans in response to net heating at
low latitudes and a net cooling at high latitudes [11]. In this
form of convection, heat enters over a section of the boundary
(such as the ocean surface) and is removed at an equal rate else-
where on that boundary. The resulting boundary layer flow is
observed to feed into a plume that penetrates through the depth
of the box, at one end of the box [9, 10, 5, see figure 1]. For
sufficiently large Rayleigh numbers the plume is turbulent [5].

In a companion paper [2] we have examined the implications of
potential energy generation by the buoyancy fluxes at the hori-
zontal boundary and of the rates of dissipation of energy in the
box interior. We have shown that the steady-state buoyancy-
driven flow requires a level of turbulence sufficient to mix heat
into the interior at a rate equal to the cooling flux delivered by
the turbulent plume. On energy grounds alone it is possible to
predict the depth of the boundary layer adjacent to the surface
at which the heating and cooling is applied, and to estimate the
magnitude of the interior mixing rate (the vertical diffusivity).
However, in order to predict the temperature (density) distribu-
tion and the mass flux (given an imposed heat flux), it is nec-
essary to construct an explicit solution for the flow. This is the
purpose of the current paper.

The ‘recycling box’ model

Horizontal convection has much in common with ‘filling box’
flows [1], where a localised destabilising source of buoyancy
maintains a turbulent plume and drives a circulation in the box.
Fluid in the plume penetrates rapidly through the depth of the
box, whereupon it becomes part of a broad gradual return flow
in the box interior towards the level of the plume source. The
density anomaly of fluid in the plume is reduced with distance
from the source by entrainment and mixing of water from the
box interior into the plume. Consequently a density stratifica-
tion is established throughout the depth of the box. As in the

Figure 1: Dye visualisation of the convective flow driven in a
box by differential heating along the lid [5]. In this experiment
surface heat fluxesqh andqc (=−qh) per unit box width are ap-
plied over the left- and right-hand halves of the lid, respectively.
The field of view shows only the right-hand (cooled) end of the
box. The thin vertical line at the left of the photograph corre-
sponds to the centre of box, where dye was introduced into the
boundary layer adjacent to the lid. Heat is transferred to/from
this boundary layer, maintaining a horizontal density gradient
and a flow directed from the heated region to the cooled region
(left to right). A turbulent outflow from the plume is visible at
the base of the box, directed from right to left. For sufficiently
large heat fluxes most of the temperature variation occurs across
the lid boundary layer, which occupies a small fraction of the
total depth.

case of horizontal convection, the filling box stratification is
strongest at levels near the plume source (in the ‘thermocline’)
and relatively weak throughout the remainder of the box inte-
rior. The analysis of Baines & Turner [1] shows that the filling
box flow reaches an asymptotic steady state in which the den-
sity gradient and velocity field is constant. Crucially, however,
the density field continues to evolve since the filling box flow is
driven by a continuous net input of buoyancy.

Here, we develop a steady filling box (which we term a ‘recy-
cling box’) model to describe horizontal convection. We ensure
that the density field in the box is in a steady state by applying a
stabilising buoyancy source at the same horizontal boundary as
the destabilising buoyancy source driving the plume. The stabil-
ising source is of such a strength that the net input of buoyancy
into the box is zero. Vertical diffusion in the box interior is then
important in maintaining the density distribution.

Without loss of generality, we consider in the remainder of
this paper horizontal convection driven by fluxes applied at the
upper surface. The destabilising buoyancy source then corre-
sponds to cooling and the stabilising flux to heating, as shown in
figures 1 and 2. Although the destabilising and stabilising fluxes
were applied symmetrically over a large area either side of the
tank centre in figure 1, the resulting flow is highly asymmetric
with a tightly confined plume. The global overturning circula-
tion in the oceans displays a similar asymmetry [11]. These ob-
servations suggest a useful approximation: we treat the cooling
flux at the surface as highly localised, and distribute the heat
input uniformly over the remainder of the surface. The exact
position of the cooling and the size of the cooling area are as-
sumed not to play an important role in determining the vertical



structure of the flow, provided there is no net heat input. The
rate of heat lossqc per unit box width at the surface produces a
buoyancy flux

Fc =
αgqc

cp
(1)

per unit box width, whereα is the expansion coefficient,g is
the gravitational acceleration andcp is the specific heat capacity
of water at constant temperature. The plume is assumed to be
turbulent, as in the filling box [1, 4, 8]. Experiments [5] confirm
this to be the case (figure 1) at Reynolds and Rayleigh numbers
characterising laboratory-scale flows.

We consider here an isolated vertical line plume in a rectangular
box (figure 2), and note that our model is equally applicable to
a ‘half-plume’ against the boundary (as in figure 1). The ratio
of height to length of the box is assumed to be small so that
horizontal velocities are much greater than vertical velocities.

H

qc (cooling)
qh (heating)

z

Figure 2: Schematic diagram of the ‘recycling box’ model for
horizontal convection. Localised surface cooling at a rateqc per
unit box width leads to a tightly confined region of downwelling
(represented as an isolated vertical line plume) from the surface
to the bottom in a box of depthH and length 2L. By symmetry,
a ‘half-plume’ (against the vertical boundary) may be modelled
by defining the box length to beL. Heating at a rateqh = −qc
per unit box width is distributed over the surface allowing the
flow to reach a steady state. If the sinking is turbulent, entrain-
ment drives recirculation at depth.

Plume model

We assume here that the plume width is much smaller than the
length of the box. For simplicity we shall also assume that the
plume does not interact with the confining (vertical) boundary
of the box, but note that by symmetry the model can be applied
to a ‘half-plume’ (figure 1) that sinks against the vertical bound-
ary. Following Baines & Turner [1], we assume that profiles of
mean velocityW and density anomalyρ−ρe through the plume
cross-section are similar at all depths and well approximated by
a Gaussian form, i.e.

W(x,z) = Wp(z)exp

[
− x2

R2(z)

]
, (2)

and

ρ(x,z)−ρe(z) =
[
ρp(z)−ρe(z)

]
exp

[
− x2

R2(z)

]
, (3)

wherex is the distance from the plume axis andρ− ρe is the
density anomaly in the plume relative to water in the interior

at the same depth but far removed from the plume. We define
the vertical coordinatez increasing downwards with the plume
source at the origin. We have definedR to be the 1-σ plume
width andρp−ρe andWp to be the mean density anomaly and
mean vertical velocity on the plume axis, respectively. Upon in-
tegrating in the horizontal plane, the equations describing con-
servation of volume, momentum and buoyancy in the plume can
be written (cf. [1])

d
dz

[√
πRWp

]
= 2Ue = 2EWp, (4)

d
dz

[
RW2

p

2
√

2

]
= R

g
(
ρp−ρe

)
ρr

, (5)

and

d
dz

[
RWpg

(
ρp−ρe

)
√

2ρr

]
= RWp

d
dz

[
g(ρr −ρe)

ρr

]
, (6)

whereρr is a reference density andE is a constant character-
ising the ratio of an entrainment velocityUe to the vertical ve-
locity Wp in the plume. The entrainment velocity can be inter-
preted as the rate of increase withz of the plume volume flux
per unit box width, andE takes a value of approximately 0.1 for
a Gaussian plume [1, 12].

Interior model

As in the filling box model of Baines & Turner [1], conservation
of volume in the box interior is expressed as

√
π

2
RWp =−LWe, (7)

whereWe is the mean vertical velocity in the interior over the
cross-sectional area of the box. Equation (7) holds if the box
length is defined to be 2L for isolated plumes and to beL for
‘half-plumes’ against a vertical boundary in the box.

The density fieldρe in the box interior must vary with depth (cf.
[1]). However, in contrast to the filling box flow,ρe does not
vary with time and advection of the density field must instead
be balanced everywhere by diffusion of the stratifying species.
Thus

We
dρe

dz
=

d
dz

[
κ∗

dρe

dz

]
, (8)

whereκ∗ is the diffusivity characterising the vertical transport
of the stratifying species. We note at this point that a molecu-
lar diffusivity is not necessarily appropriate to the interior since
turbulence may be supported internally within the system.

Boundary conditions

The plume is assumed to be forced purely by a localised (point)
source of destabilising buoyancy atz = 0. The rate at which
buoyancy is exchanged per unit box width with the plume at
the surface is the buoyancy fluxF0. The volume flux across the
boundary where the plume is forced is zero and, under a point
source approximation, both[

RWp
]∣∣

z=0 = 0 (9)

and
R(0) = 0. (10)

Therefore,
We(0) = 0 (11)

by equation (7). Equations (9) and (10) show that the vertical
velocity in the plumeWp, and hence the entrainment velocity



Ue (by equation 4), must be zero atz = 0. We ensure that the
flow in the container reaches a steady state by supplying stabil-
ising buoyancy to a half-plume (against a vertical boundary) at
a rateF0 = Fc per unit box width or to an isolated plume at a
rate 2F0 = Fc per unit box width, whereFc is given by equation
(1). We assume the fluid to have a linear equation of state. As
we have developed an interior model that neglects variations in
the horizontal, we choose to distribute the stabilising flux uni-
formly over the forcing boundary atz= 0. Upon integrating the
buoyancy flux per unit box width over the plume cross-section
and taking the limit asz→ 0, the boundary condition may be
written

F0 =
√

π
2
√

2

[
RWpg

(
ρp−ρe

)]∣∣∣∣
z=0

= gLκ∗
dρe(0)

dz
. (12)

Equations (4) – (8) are strictly valid only for the part of the box
volume that excludes the plume outflow. Here we assume that
the outflow redistributes fluid from the plume over the horizon-
tal boundary atz= H, whereupon the fluid becomes part of the
interior. Thus the densities of fluid in the plume and in the inte-
rior must be equal atz= H, and we expect boundary conditions
of zero buoyancy flux in each of the plume and the interior, i.e.

F(H) =
π
2

[
RWpg

(
ρp−ρe

)]∣∣∣
z=H

= gLκ∗
dρe(H)

dz
= 0. (13)

Solution

We solve numerically forR, Wp, ρp, We andρe the system given
by equations (4) – (8), and subject to the boundary conditions in
equations (9) – (13). We note, however, that the plume outflow
has been effectively neglected in the model here and the bound-
ary condition in equation (13) cannot be enforced. In practice,
we obtain a solution that satisfies the boundary conditions at
z = 0 (equations 9 – 12). To a very good approximation, this
solution is found to implicitly satisfy the boundary condition in
equation (13) over the parameter range of interest. We verify
this assumption below.

Comparison with laboratory data

The recycling box model solutions are presented by way of a
comparison with available data from the laboratory experiment
in figure 1 [5]. The experimental tank was 1.2 m long, 0.15
m wide and 0.2 m high, and a cooling flux per unit tank width
qc = 933 W/m was supplied over the right-hand half of the tank
lid. By equation (1), this cooling flux generates a buoyancy flux
per unit tank width ofFc = F0 = 3.6×10−4 N/m/s, where we
have takeng = 9.81 m2/s, the specific heatcp = 4184 J/kg/K
and the expansion coefficientα = 1.6×10−4 ◦C−1.

We present in figures 3 and 4 the solutions for the buoyancy flux
per unit width in the plume and the vertical velocity and tem-
perature profile in the box interior, since these are the quantities
of most practical interest. The solutions have been obtained us-
ing an entrainment coefficientE = 0.1 and a diffusivity that is
approximately molecularκ∗ = 10−7 m2/s. The vertical velocity
in the box interior increases with depth owing to entrainment
into the plume (equation 7). The buoyancy flux reduces very
rapidly with depth owing to entrainment as the plume passes
through the strong density stratification (the thermocline) at the
top of the box. The thermocline thickness in this flow is pre-
dicted to be less than approximately one-tenth of the box depth,
i.e.< 2 cm. Immediately below the thermocline the buoyancy
flux is small and continues to decrease with depth (not visible
on this scale). Thus it is apparent that the boundary condition
atz= H (equation 13) is indeed approximately satisfied by this
solution. The variation with depth of the buoyancy flux is in

Figure 3: Profiles of vertical velocity (solid line) in the box in-
terior and buoyancy flux (dashed line) in the plume predicted
by the recycling box model with a localised cooling flux per
unit box width ofqc = 933 W/m. Vertical velocitiesWe have
been normalised by the maximum vertical velocityWe(max) =
0.12 mm/s and the buoyancy flux has been normalised by the
applied buoyancy fluxF0 = 3.6×10−4 N/m/s. The vertical co-
ordinate is the normalised depthζ = z/H.

stark contrast to the filling box flow, whereF/F0 reduces lin-
early from a value of one at the surface to zero atz= H.

As the vertical velocities in the tank are very small, only temper-
atures in the tank interior are readily measurable. Temperatures
vary with horizontal position, particularly in the boundary layer
adjacent to the applied heating and cooling fluxes. Therefore, to
undertake a comparison with the temperature profile predicted
by the recycling box model (which ignores horizontal variations
in the box interior), we construct a horizontal average of a num-
ber of temperature profiles measured at several positions along
the length of the tank. The averaged profile is also plotted in
figure 4 for direct comparison with the theoretical prediction.
Both the thermocline thickness and the top-to-bottom tempera-
ture difference are very well predicted. Although it is not visible
in figure 4, both profiles show that the box interior (below the
thermocline) supports a stable temperature stratification (with
the exception in experiments of statically unstable regions im-
mediately below the applied cooling). While the temperature
gradient in the interior is many times smaller than in the ther-
mocline, it is dynamically very significant since it forces the
plume to penetrate to the bottom of the box.

The predicted maximum vertical velocities of 0.12 mm/s com-
pare very well with numerical simulations undertaken by
Mullarneyet al. for the above experimental parameters [5, fig-
ure 10b]. On the basis of the predicted vertical velocity pro-
file in figure 3, we would estimate the ventilation timescale
τ ∼ 2H/We(max) ≈ 30 min to characterise the recycling of the
tank volume through the plume. This timescale is consistent
with observations of the time required for the dye in figure 1 to
be spread throughout the tank.

Application to the oceans

Although the global oceans represent a very complex system
that is not forced by buoyancy alone, models of horizontal con-
vection can offer insight into the governing dynamics. Here we
give only a brief outline of current work (to be presented else-
where) examining the application of the recycling box model
to the oceans. The global thermohaline circulation (or merid-



Figure 4: Comparison of temperature profiles predicted by the
recycling box model (dashed line) for a line plume with data
from the laboratory experiment (solid line) of Mullarneyet al.
[5]. The laboratory temperature profile represents a horizon-
tal average of five vertical profiles taken at various horizontal
positions along the length of the tank. The predicted tempera-
ture profile is referenced to the measured average temperature
at ζ = 1.

ional overturning circulation) of the oceans carries heated sur-
face waters poleward, where they are cooled and sink in highly
localised downwelling at polar latitudes. In the downwelling
plume of largest buoyancy flux (the outflow from the Weddell
Sea) the cold water sinks to the bottom, spreads through much
of the oceans as Antarctic Bottom Water, and is eventually re-
turned to the surface layers by a broad, slow upwelling in the
interior. Laboratory experiments [4, 13] suggest that the plume
reaching the bottom will dominate the overall density structure,
hence we have developed a first order model using a single
plume in the recycling box model. If the ocean is presumed
to be in a steady state, the interior upwelling of cold water must
be countered by downward mixing of heat (and upward mix-
ing of density). The density structure has been similarly de-
scribed by a simple one-dimensional balance of advection and
diffusion (cf. equation 8), from which the measured abyssal gra-
dients imply a diffusivity of order 10−4 m2s−1 [6, 7]. The
recycling box model may help to answer two important ques-
tions. Much of the heat transport is a consequence of wind-
driven surface flows. However, it is not clear whether the heat
transport is passive [7, 3, 14, 15], or whether instead the ther-
mal buoyancy flux associated with the meridional heat flux is
a significant contribution to the driving forces in the momen-
tum budget for the mean overturning flow. The second ques-
tion is whether the internal vertical mixing (which maintains
the density structure of the oceans in the presence of the ver-
tical components of the circulation) is substantially sustained
by energy input from buoyancy-driven flow (hence by the heat
flux) or whether the mixing is dominated by energy from tides
and winds [6, 7, 3, 14, 15].

Conclusions

We have developed a model that describes ‘horizontal convec-
tion’ driven by a temperature gradient or heat flux applied along
one horizontal boundary of a box. A steady circulation evolves,
consisting of a localised turbulent plume that penetrates through
the depth of the box and a broad gradual return flow to the
plume. Important features in our steady model include zero
net buoyancy input to the box and a balance between diffusion
and advection of the density field in the box interior. The pre-

dictions from the model are in excellent agreement with avail-
able data from laboratory experiments and provide a sound basis
from which to explore the relevance of the model to the global
oceans.
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Abstract 
In a typical coal-fired power station boiler the ignition and the 
combustion are largely controlled by burner aerodynamics, hence 
the geometry of the burner and the jet velocity ratio play an 
important role in achieving stable combustion, high burnout of 
fuel, low production of pollutants and control of fouling. Slot-
burners are used in tangentially fired brown coal boilers in 
Victoria. To obtain a better understanding of the overall 
combustion process, it is important to investigate the 
aerodynamics of the jet development from these burners. The aim 
of this paper is to investigate a rectangular slot burner in the 
presence of cross flow for jet velocity ratios of 1.0 and 3.0. A 
simple burner has been considered for investigation where the 
jets discharge at an angle of 60° to the wall. The burner consists 
of three rectangular slots vertically aligned with the centre known 
as primary nozzle and the top and bottom ones known as 
secondary nozzles. The velocity ratio (φ) is defined as the ratio of 
secondary to primary jet velocity. Laser Doppler Anemometry 
experiments have been carried out at CSIRO Minerals. In the 
presence of cross flow, both primary and secondary jets deviated 
significantly from the geometric axis towards the wall.     
 
Introduction  
A jet in cross flow has been the subject of numerous studies 
because of its wide variety of applications in engineering. 
Chimney plumes for the dispersion of pollutants in the 
atmosphere, the cooling of turbine blades, lifting jets for V/STOL 
aircraft, fuel injection of burners and jets of oil and gas entering 
the flow in oil wells are just a few important examples. Many 
researchers have studied a circular jet in cross flow extensively. 
Foss [6], Andreopoulos [2,3], Andreopoulos and Rodi [4] 
reported on an extensive investigation of the near field 
aerodynamics of a round jet issuing normal to the surface and to 
the cross flow. Catalano et al. [5] investigated physically and 
numerically the development of a system for jet to cross flow 
velocity ratio equal to 2.0 and 4.0 where the cross flow was 
confined between two parallel surfaces. Sherif & Pletcher [17] in 
surveying numerical and physical modelling studies of jets in 
cross flow, consider that these systems are, generally, more 
difficult to model numerically than wall boundary-layer flows 
primarily because of the curvature of the shear layer and the 
complex turbulent flow pattern in the jet wake region. Sykes et 
al. [19] developed a time marching solution of the 
incompressible Navier-Stokes equations and discretized them on 
to a grid using central spatial differencing on a non-uniform grid. 
The model was used to investigate the details of the flow within 
the jet in cross flow. Smith and Mungal [18] presented the results 
from extensive imaging of the concentration field of a jet in cross 
flow. Lester et al. [11] reported on a series of large-eddy 
simulations of a round jet issuing normally into a cross flow. 
Simulations were performed at two jet-to-cross flow velocity 
ratios, 2.0 and 3.3, and two Reynolds numbers, 1050 and 2100, 
based on cross flow velocity and jet diameter. The mechanisms 
by which large-scale coherent structures form were described in 
their investigation. Lim et al. [12] also investigated the 
development of large-scale structures of a jet normal to a cross 
flow. Peterson and Plesniak [15] studied the evolution of a short 

injection-hole jet issuing into a cross flow at low blowing ratio by 
using PIV technique. It is well-established from all of these 
investigations that a circular jet in cross flow produces a 
multitude of vortical structures and the five most significant ones 
are the leading edge vortices, lee-side vortices, counter-rotating 
vortex pairs, horseshoe vortices and wake vortices. 
  
There are substantially fewer papers dealing with studies of 
multiple round jets in cross flow compared to those dealing with 
a single round jet in the same environment. Examples of the 
papers dealing with multiple round jets include Isaac & Schetz 
[10], Makihata & Miyai [13], Isaac & Jakubowski [9] and Savory 
& Toy [16]. Multi-jet configurations studied include two or three 
jets aligned in a row transverse to the cross flow direction, two 
jets in tandem and three jets each located at a corner of an 
equilateral triangle. Velocity ratios between the jets equal one, 
and between the jet and cross flow range from 2.0 to 10.0. In 
recent years, various attempts have been made to improve the 
mixing efficiency of a jet in cross flow by using non-circular jet 
geometry such as an ellipse, square and rectangle. New et al. [14] 
studied the flow structures of an elliptic jet in cross flow in a 
water tunnel using laser-induced fluorescence technique and for a 
range of jet aspect ratio from 0.3 to 3.0. A similar investigation 
was conducted by Haven & Kurosaka [8] to examine the effect of 
hole exit geometry on the near field characteristics of cross flow 
jets. Hole shapes investigated were round, elliptical, square and 
rectangular. Hart [7] investigated in detail the formation 
mechanism of large-scale coherent structures of multiple 
rectangular slot burners without cross flow and for secondary to 
primary jet velocity ratio of 1.0. The effect of jet velocity ratio 
for multiple rectangular slot burners was extensively studied by 
Ahmed et al. [1] without cross flow. Yan & Perry [20] first 
investigated the jet velocity ratio effect for the rectangular slot 
burners in the presence of cross flow. They studied the flow by 
visualization and took measurements for mean velocity by Laser 
Doppler Anemometry (LDA) in the near field region. The flow 
pattern in a tangentially fired rectangular slot burner is very 
complex and needs detailed investigation to understand the mean 
and turbulent statistics in near and far field region of the jets. The 
current work was undertaken to produce more detailed data on 
mean flow and turbulent stresses in such a flow.                   
 
The development of the flow field in the near burner region is 
influenced by burner geometry, velocity ratio and complex 
rotational flow in the tangentially fired furnace. In a simple 
isolated burner study it is not possible to faithfully model all of 
these influences, particularly the furnace flow field. The cross 
flow in this isolated burner investigation is the representation of 
the burner flow field similar to the tangentially fired furnace.    
 
Description of the Burner Model 
A simple burner has been considered for investigation where the 
jets discharge at an angle of 60° to the wall. The burner consists 
of three nozzles vertically aligned with the centre known as 
primary nozzle and the outer two known as upper and lower 
secondary nozzles. The burner model is a large box 
(1.85mx1.5mx1.6m) made from a frame of aluminium with 
perspex walls. The dimensions of the cross section of the primary 



 

nozzle and the secondary nozzles (upper and lower) in the cold 
flow model are (75mm x 58mm) and (75mm x 34mm) 
respectively. The hydraulic diameter (De) and the nozzle spacing 
were 64mm and 27mm respectively. Upstream of the nozzles, the 
duct length was 1.2m, to give a more developed velocity profile 
at the exit of the burner. The dimension of the cross section of the 
cross flow nozzle was (75mm x 252mm) and the duct length was 
1.8m. Figure 1(a) and 1(b) show the dimensions of the flow 
containment box, primary and secondary nozzles 
respectively.
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Figure 1. Dimensioned view of flow containment box and burner inlet 
detail (all units in m)   
 
Experimental Set-up & Measurement Technique 
A Schematic diagram of the experimental set up is shown in 
figure 2. Air passed into the burner model via ducts A (Burner) 
and B (cross flow), and exited through duct C. It was driven into 
the rig from the blower and extracted through the bag house 
using a fan. A 2-axis traversing mechanism was suspended 
within the enclosure from the roof. This traverse was used to 
automatically position a laser with high precision. The velocity in 
the primary jet was held constant at 8m/s. The value of the 
secondary jet velocity was 8m/s for φ=1.0 and 24m/s for φ=3.0. 
The velocity of the cross flow jet was 8m/s and was constant 
throughout the experiments. 
 
A TSI-Aerometrics 2D Laser Doppler Anemometer (LDA) was 
used to measure the mean and fluctuating component of velocity.     
The system consisted of a two-colour four-beam optical 
arrangement utilising the green (with the wavelength of 514.5 
nm) and blue (with wavelength of 488 nm) lines of a 5W Argon-
Ion laser. A fibre optic probe had a lens of a 250 mm focal length 
and a 40 mm beam separation which produced an ellipsoid 
shaped measuring volume with dimensions of 0.11 mm × 0.11 
mm × 1.5 mm. A specially designed 2D traversing mechanism 
was used inside the containment box to traverse the fibre optic 
probe.   
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Figure 2. Schematic Diagram of Burner Model and associated ducting    
 
The airflow was seeded with a fine mist of sugar particles 
introduced into the primary, secondary and cross flow jets. The 
partially dried sugar particles with a mean diameter about 1 µm 
were generated by a TSI six-jet Atomizer from a 5% sugar 
solution. For each position inside the burner model, data was 
taken for 60 seconds. The average data rate was 400 Hz giving a 
total of around 24,000 particles counted at each position. 
 
Results and Discussion 
Figures 3(a) and 3(b) show the velocity vectors for φ= 1.0 at the 
centre of the primary nozzle (z/De=0) and lower secondary 
nozzle (z/De=1.14) respectively.  
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Figure 3(a-b). Velocity vectors at the centre of the primary (a) and lower 
secondary (b) nozzles for φ= 1.0 
 
The direction of the cross flow jet was in the same direction as 
the component of the jet velocity parallel to the furnace wall. The 
cross flow has a profound effect on the developing flow field. For 
this geometry without cross flow, [7] the three jets were aligned 
almost along the geometric axis of the burner. In the presence of 
cross flow, the three jets were pushed towards the wall and 
remained predominantly within the cross flow. The deflection of 
the lower secondary jet was slightly greater than the primary jet 
as shown in figure 3(a) and 3(b). The centreline of the primary 
and lower secondary jet diverged significantly from the 
geometric axis towards the wall. Figures 4(a) and 4(b) show the 
velocity vectors for φ= 3.0 in the same planes as figure 3. 
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Figure 4(a-b). Velocity vectors at the centre of the primary (a) and lower 
secondary (b) nozzles for φ= 3.0 
 
The flow field changed significantly with the increase in jet 
velocity ratio. The degree of deflection of primary jet towards the 
wall was reduced which is clear from figure 4(a). The primary jet 
penetrated through the cross flow layer whereas it was almost 
entirely within the cross flow for φ=1.0. Due to the mixing of the 
secondary jets with the primary jet, the momentum of the primary 
jet was increased allowing the penetration of the primary jet 
through the cross flow. This phenomenon can be understood 
more clearly in figure 4(b) where the deflection of the lower 
secondary jet was minor from the geometric axis due to its high 
momentum showing that the jet pierced the cross flow layer.  
 
Comparisons of the resultant velocity (U) at the centre of the 
primary nozzle are presented in figures 6(a-b) for a number of 
lines downstream of the primary jet. The lines are y/De=0, 1, 3, 5 
and 9. The velocities were measured in two perpendicular 
directions with u normal and v parallel to the cross-flow. All 
velocities are normalized to the velocity at the exit of the primary 
nozzle (x/De=0, y/De=0, z/De=0). Measurement lines are shown 
in figure 5. 
   

                       
 
Figure 5. Schematic diagram showing the measurement lines 
 
At y/De=0, the peak values are at the exit of the nozzle for both 
jet velocity ratios. At y/De=1, although the peak values occurred 
at the same position (x/De=0.8) for both jet velocity ratios, the 
spreading of the jet for φ=3.0 is greater than for φ=1.0. Further 
downstream (y/De=3, 5 and 9), the peak value for φ=3.0 shifted 
farther from the wall than φ=1.0 and the difference is clear at 
y/De=5 where the peak value for φ=1.0 is at around x/De=2.2 and 
for φ=3.0 is at x/De=3.8. At y/De=9 the difference between the 
peak values is at a maximum. This clearly indicates more 
spreading of the primary jet and less deviation from the 
geometric axis for φ=3.0.         
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Figure 6(a-b). Velocity distribution at the centre of the primary nozzle for 
jet velocity ratio 1.0 (a) and 3.0 (b) 
 
Figure 7(a-b) shows urms at the centre of the primary nozzle for 
jet velocity ratios of 1.0 and 3.0 respectively. At y/De=0, for 
φ=1.0, very near to the wall (x/De=0.31), there is a non-zero 
value (0.06) of urms. This non-zero value occurred due to 
diffusion transport in the cross-stream directions from regions of 
peak generation. After that there is a sudden peak of urms due to 
interaction between the primary jet and the cross flow. The 
magnitude then fell, gradually increased and reached the second 
peak at x/De=2.0. At y/De=1, peak value occurred at x/De=0.31 
because of the generation of turbulence due to high velocity 
gradient. 
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Figure 7(a-b). Comparison of u rms at the centre of the primary nozzle for 
jet velocity ratio 1.0 (a) and 3.0 (b)  
 
In this region there was a reverse flow. Further downstream 
(y/De=3, 5 and 9) the peak values of u rms shifted and occurred 
at the centreline of the jet. The peak values at this region 
occurred because of the diffusive redistribution of the normal 
stresses from the cross-stream generation regions. The trend is 
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similar for φ=3.0 at y/De=0 and 1 but the magnitude of the peak 
values at y/De=3, 5 and 9 are higher than those in φ=1.0. Figure 
8(a-b) shows the vrms at the same planes for φ=1.0 and 3.0 
respectively. Unlike the urms, there is only one peak at y/De=0 
both for φ=1.0 and φ=3.0. At y/De=1, the peak value occurred 
near to the wall (x/De=0.31) because of high velocity gradient as 
mentioned earlier. Further downstream the peak values shifted 
and occurred at the centreline of the jet due to the diffusive 
redistribution from the cross-stream generation regions. 
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Figure 8(a-b). Comparison of v rms at the centre of the primary nozzle for 
jet velocity ratio 1.0 (a) and 3.0 (b) 
 
Conclusions 
The effect of jet velocity ratio on jet development in the presence 
of cross flow has been investigated in this paper. The burner was 
at an angle of 60° to the wall. The experiment was conducted for 
jet velocity ratios of 1.0 and 3.0. The LDA technique was used to 
measure the mean velocity component and turbulent fluctuation. 
Cross flow had a significant effect in developing the near field 
region. In the presence of cross flow both the primary jet and the 
secondary jet deviated from the geometric axis towards the wall 
and remained within the cross flow for velocity ratio 1.0. For 
φ=3.0, the primary jet penetrated the cross flow layer due to 
higher momentum of the secondary jets. The deviation of the jet 
centreline from the geometric axis was less for φ=3.0. The 
spreading of the jets for φ=3.0 was more than for φ=1.0. There 
were two peaks for urms at y/De=0 both for jet velocity ratios of 
1.0 and 3.0. At y/De=1, near to the wall (x/De=0.3), urms was 
high because of high velocity gradient. This investigation of the 
effect of jet velocity ratio indicates that simple small-scale 
isothermal models can be a major aid in the interpretation of 
observations in more complex flow environments. 
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Abstract

Large and Direct Numerical Simulations (LES, DNS) of a tur-
bulent channel flow with square bars on one wall have been car-
ried out at Re � 10400. Two sub-grid models have been used:
Smagorinsky with Van Driest damping and Dynamic. There is
satisfactory agreement between the two types of simulations for
the pressure and skin friction on the wall and the rms stream-
wise velocity. Comparison for the rms normal and spanwise
velocities is poor but the sub-grid models are a significant im-
provement relative to the no model (which corresponds to an
unresolved DNS). A further DNS at Re � 18000 has been per-
formed with the aim of comparing the results with the experi-
ment by Hanjalic & Launder [1]. The Reynolds number depen-
dence (Re ranging from 4200 to 18000) has been discussed. The
pressure on the wall and hence the form drag does not depend
on Re and the velocity profile changes slightly for Re � 10400.

Introduction

Flows over rough surfaces are of interest in many practical ap-
plications, ranging from shipbuilding and aviation, the flows
over blades in different types of turbomachines and the flows
over vegetated surfaces in the atmospheric surface layer. In all
these cases, the Reynolds number is high and the roughness is
very small relative to the characteristic length of the outer flow.
Jiménez [2] claimed that numerical or laboratory experiments
should have at least δ�k � 50 and k� � kuτ�ν in the fully rough
regime (δ represents either the diameter of the pipe, the thick-
ness of the boundary layer or the half–width of a duct, and k� is
the height of the roughness elements in wall units). Therefore,
numerical simulations require a large number of points. For
this reason, to date, numerical simulations have been carried
out only at low Reynolds numbers (Re �Uch�ν � 10000, h is
the channel half-width, Uc is the centerline velocity and ν is the
kinematic viscosity) e.g. DNS, [3], [4], [5] and LES, [6]. Al-
though these simulations have provided useful results, it is im-
portant to increase the Reynolds number. In the present paper,
LES and DNS results of a turbulent channel flow with square
bars on the bottom wall and a smooth upper wall are discussed.
One of the aims is to compare the results with those of the ex-
periment by Hanjalı́c & Launder [1] for a turbulent channel flow
with square bars on the bottom wall with λ�k � 10, where λ is
the distance between successive elements. DNSs have been car-
ried out at Re� 10400 and Re� 18000. The computational box
is 8h� 2�125h� 6�25h in the streamwise (x) wall–normal (y)
and spanwise (z) direction respectively. The additional 0�125h
increase in the channel height is due to the cavity height where
the square elements (k � 0�125h) are placed. In this context,
the development of reliable LES sub–grid models remains an
important objective.

The grid used for the LES, (240� 160� 49 in x�y�z respec-
tively), is much coarser than that used for the DNS (513�177�
193 and 769� 161� 193 for Re � 10400 and Re � 18000 re-
spectively). The models used are the standard Smagorinsky
model with Van Driest damping (Cs � 0�1, hereafter SM10) and
the dynamic model (DYN). To underline the effect of the sub–
grid model, a simulation without model has been carried out
(NOM). The latter would correspond to an unresolved DNS.

Numerical Procedure

The non-dimensional Navier-Stokes and continuity equations
for incompressible flows are:

∂Ui

∂t
�

∂UiUj

∂x j
��

∂P
∂xi

�
1
Re

∂2Ui

∂x2
j

�Π � ∇ �U � 0 (1)

where Π is the pressure gradient required to maintain a constant
flow rate, Ui is the component of the velocity vector in the i di-
rection and P is the pressure. The Navier-Stokes equations have
been discretized in an orthogonal coordinate system using the
staggered central second-order finite-difference approximation.
Here, only the main features are recalled since details of the nu-
merical method can be found in Orlandi [7]. The discretized
system is advanced in time using a fractional-step method with
viscous terms treated implicitly and convective terms explicitly.
The large sparse matrix resulting from the implicit terms is in-
verted by an approximate factorisation technique. At each time
step, the momentum equations are advanced with the pressure
at the previous step, yielding an intermediate non-solenoidal ve-
locity field. A scalar quantity Φ projects the non-solenoidal
field onto a solenoidal one. A hybrid low-storage third-order
Runge-Kutta scheme is used to advance the equations in time.
The roughness is treated by the efficient immersed boundary
technique described in detail by Fadlun et al. (2000). This ap-
proach allows the solution of flows over complex geometries
without the need of computationally intensive body-fitted grids.
It consists of imposing Ui � 0 on the body surface which does
not necessarily coincide with the grid. Another condition is
required to avoid that the geometry is described in a stepwise
way. Fadlun et al. (2000) showed that second-order accuracy is
achieved by evaluating the velocities at the closest point to the
boundary using a linear interpolation. This is consistent with the
presence of a linear mean velocity profile very near the bound-
ary even for turbulent flows, albeit at the expense of clustering
more points near the body.

Results and discussion

The square element on the bottom wall induces a separation at
the trailing edge of the elements (x�k � 1 Fig.1). In agreement
with the results of Leonardi et al. [4] obtained for larger ele-
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Figure 1: Frictional drag on the horizontal walls of a rough-
ness element at Re � 10400. DNS, NOM,

Smagorinsky, Dynamic.

ments (DNS k � 0�2h) the flow reattaches on the bottom wall at
about x�k � 5 (where x � 0 is taken at the leading edge of the
element). On the other hand, LES simulations predict a larger
recirculating region, with a smaller intensity. As the next ele-
ment is approached, a separation occurs at about x�k � 9, one
roughness height upstream of the element. The LESs, in this
case, yield a good approximation for the Cf with respect to the
DNS. This behaviour is due to the non–uniform grid used for the
LES with a larger number of points very near the element, and
a very coarse resolution within the cavity. The element leads to
a large increase of velocity and a presence of the friction peak
at the leading edge of the element. Above the crest, as shown
in Leonardi et al. [4] for λ�k � 8 a separation occurs. LES and
NOM are not able to reproduce this separation which was also
observed in the experiment of Liu, Kline and Johnston [9].
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Figure 2: Pressure along the walls of a roughness wavelength.
Re � 10400: DNS, NOM, Smagorinsky,

Dynamic. Re � 18000 DNS.

Pressure distributions along the horizontal and vertical walls
are shown in Fig. 2 over one wavelength. Very near the ele-
ment (0 � x � 0�25 and 1�25 � x � 1�5) LES and DNS results
are in good agreement. At the center of the cavity, larger dif-
ferences are found. This is again due to the non-uniform grid
used. Since the difference between pressure distributions on
the vertical walls, corresponds to the form drag for this rough-
ness element, approximately, the LES and DNS yield values of
the form drag that agree. On the other hand, NOM yields a
different pressure distribution over most of the wavelength and

a different (smaller) form drag. The pressure distributions for
Re � 10400 and Re � 18000 are close to each other. The form
drag, is Pd � 6�46E � 03 and 6�6E � 03 for Re � 10400 and
Re� 18000 respectively (Pd � λ�1 � λ

0 �P��n ��xds, angular brack-
ets denote averaging in time and z). This is an extension of the
results of Leonardi et al. [4]. In a previous paper, they de-
fined Cd � Pd�k and showed that for several values of λ�k, Cd
does not depend on Re (which was varied between Re � 4200
to Re � 10400) and on k (in the range 0�1h to 0�2h). For large
values of λ�k (e.g. λ�k � 3), the total drag is almost entirely
due to the form drag. Therefore, the value of the friction ve-
locity, Uτ � �Pd �Cf �

1�2, does not change with the Reynolds

number, (Cf � λ�1 � λ
0 �Cf �ds). As a consequence, we believe

that, for this type of roughness, the flow physics near the wall
can be investigated through numerical simulations at moderate
Reynolds numbers.
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Figure 3: Mean velocity distribution. Symbols, experiment
by Hanjalic & Launder [1], lines DNS. Re � 4200

10400, 18000.

The mean velocity distribution shown in figure 3 for different
Reynolds numbers, are compared with the measurements of
Hanjalic & Launder [1] at Re� 18000. The agreement between
experiment and DNS is satisfactory. The DNS results show that
by increasing Re the maximum velocity is shifted upwards (to-
wards the smooth wall). However, whereas the changes to the
velocity profile are large between Re � 4200 and Re � 10400,
only slight differences are observed between Re � 10400 and
Re � 18000. Therefore, the dependence on the Reynolds num-
ber, for intermediate values of Re is weak even in the outer layer,
so that DNS is a useful tool for providing insight into rough
flows.

The velocity profile in wall units is:

U� � κ�1 ln y��C�∆U� � (2)

where C and κ are constants and ”+” denotes normalization by
either Uτ or ν�Uτ. The origin for y is at 0�15k above the bot-
tom wall. With respect to the smooth wall the velocity profile
is shifted downward by a factor ∆U�, known as the roughness
function. In Figure 4, the mean velocity profiles in wall units for
DNS, LES and NOM are compared to the smooth wall distribu-
tion by Moser, Kim & Mansour [10]. As expected, the mean ve-
locity profile is shifted downward, and the agreement between
LES and DNS is reasonable. The roughness function is indeed
due essentially to the increase of Uτ. For this value of λ�k, Uτ is
mostly due to the pressure distribution which was shown to be
similar for DNS and LES (Fig.2). On the other hand, the pres-
sure drag for NOM was different from that relative to the DNS,
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Figure 4: Mean velocity distribution in wall units. Symbols
smooth channel Moser, Kim & Mansour [10]. Re � 10400:

DNS, NOM, Smagorinsky, Dy-
namic. Re� 18000: DNS.

then larger differences to the velocity profile are expected. Even
if Uτ does not change, the roughness function for Re� 18000 is
larger than that for Re � 10400. As the origin in y is the same,
and k� increases, the velocity distribution is shifted downward.
In fact, Perry, Schofield & Joubert [11] showed that, for large
λ�k (k-type roughness),

∆U� � κ�1 ln k��B� (3)

The value of k� is 80, 103 and 180 for Re � 4200, 10400 and
Re� 18000 respectively. The corresponding values of ∆U� are
12�9, 13�5 and 14�8 respectively, in agreement with equation 3
and B � 2�2. For these values of k� we are in the fully rough
regime (Bandyopadhyay [12]).

Turbulent intensities are shown in Figure 5. For �uu�, both the
Large Eddy Simulations performed with Smagorinsky and dy-
namic models agree reasonably well with the DNS. However,
for the other two stresses, the agreement is poor, especially for
�ww�. Near the rough wall (x2 ��1), there is reasonable agree-
ment for �vv� but significant differences can be discerned in the
inner part of the channel. Perhaps surprisingly, the agreement
between DNS and LES is not satisfactory near the upper smooth
wall. Since sub-grid models work well for a smooth wall, this
result should mean that the grid is too coarse to simulate the
interaction between the two walls. In fact, roughness increases
the communication between the wall and the outer layer. The
improvement brought by the sub-grid models that have been
tried is encouraging. Indeed, with respect to NOM, Large Eddy
Simulations compare much better with the DNS results. While
�uu� on the rough–wall is about the same as that on the smooth
wall, �vv� and �ww� increase by about 2�5 times. This means
that isotropy is better approximated over rough wall, as noted
by Smalley et al. [13].

DNS results at Re� 18000 are compared with the experiment of
Hanjalic & Launder [1] in Fig.6. Despite the uncertainty in the
determination of Uτ the agreement is reasonable. In particular,
�uu� and �ww� are in reasonable agreement, while there is poor
agreement for �vv�, expecially near the wall.

Conclusions

Direct and Large Eddy Simulations have been performed for a
turbulent channel flow with square bars on the bottom wall with
a pitch to height value of λ�k � 10 at Re� 10400. For the pres-
sure, skin friction and rms streamwise velocity the agreement
between DNS and LES is satisfactory. On the other hand, for
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Figure 5: Normal turbulent intensities, Re � 10400:
DNS, NOM, Smagorinsky, Dy-
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the rms spanwise and normal velocity, the agreement is poor.
The improvement brought by the sub grid model is encouraging.
The DNS at Re � 18000 showed a reasonable agreement with
experimental results by Hanjalic & Launder [1]. The Reynolds
number dependence for intermediate Reynolds is very weak,
then we speculate that DNS can be very useful in the study of
rough flows.
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Abstract

Conditional sampling of laser-image data in bi-directional non-
periodic unsteady flows requires an event detector which can
resolve the characteristic direction of the flow. To avoid storing
data which does not contain events of interest, event detection
must be performed in real time. This paper describes a mixed
analogue-TTL circuit which determines the characteristic flow
direction from signals at three analogue inputs. When the ana-
logue inputs indicate an event arriving from the preferred di-
rection, the detector allows trigger signals to reach the imaging
camera.

The event detector has been used for conditionally-sampled PIV
of the internal flow in an oscillating-jet nozzle. In this particular
example, streamlines of the conditionally-averaged flow have
a spiral focus and two half saddles which are not resolved by
conventional time averaging.

Introduction

Conditional sampling is a well-established method for investi-
gating the structure of unsteady flows. Van Atta [9] provides
an early history, and Antonia [1] describes a number of varia-
tions on the technique. Before the development of laser imaging
for experimental research, conditional sampling was most often
used in conjuction with hot-wire anemometry or cold-wire ther-
mometry.

The essence of conditional averaging is to detect an event in
the flow and to use the time or location of the event as an ori-
gin or reference point for ensemble averaging. The conditional-
averaging process therefore has two components, (a) ensemble
averaging, and (b) event-detection. For the measured parameter
u, a simple form of ensemble average can be written as

�
u � x � t ����� 1

N

N

∑
i � 1

u � x � t 	 τi �
� (1)

where x is the space domain, t is the time domain, and events are
detected at N points in time, � τi : 1 � i � N  . The average may
include a weighting function. For quasi-periodic flows such as
oscillating jets, time between adjacent events may mapped onto
the interval � 0 � 2π � so that the conditionally-averaged parameter�
u � x � t ��� becomes periodic [11].

Event detection is less easy to summarise because the available
choice of detection criterion is virtually unlimited, especially if
the data is recorded continuously and the detection algorithm is
applied to the recorded data. Some of the simpler schemes only
compare the instantanteous event signal with a fixed discrimi-
nator level. Readers interested in a more detailed discussion of
event-detection may wish to consult reviews and other articles
on conditional sampling [1, 2, 6, 8, 9, 10].

In years before 1990, conditional sampling was used with hot-
wire and other point-measurement sensors. The usual procedure
was to store a continuous data record first; then a conditional-
sampling filter would selectively extract data from the record
and deliver it to the averaging algorithm. For PIV, the volume
of data from the apparatus is so high that data not containing

events of interest cannot be stored, and event detection must be
performed in real time.

Of published investigations making use of conditionally-
sampled PIV, the largest proportion ( � 53%) synchronise the
PIV sampling with the phase of mechanically or acoustically
driven unsteadiness in the flow (for example, Li et al. [5]). An-
other 37% are investigations of flow produced by turbines, ro-
tary pumps or helicopter rotors where PIV is phase-locked to
the rotation of a shaft.

At the time of writing, the authors know of only five ex-
amples (i.e. the remaining 10% of articles) of conditionally-
sampled PIV where there was no apparent external excitation of
the unsteady flow and the event-detection signal was obtained
from the flow itself. Of these only one oscillating flow, the
precessing-jet flow of Wong et al. [12] was bi-directional. Wong
used an Atmel 8-bit microprocessor to resolve the direction of
oscillation. In this paper, we present an alternative method of
sensing direction — that is, with a TTL circuit.

Design Requirements

The specific requirement is for a device which controls the con-
ditional sampling of PIV in a naturally oscillating-jet flow. The
oscillating jet is produced by flow through an orifice into a short
but larger diameter chamber (Figure 1). Flow from the inlet
orifice reattaches asymmetrically and precesses around the cir-
cumference of the chamber [4]. For the tests described in this
paper the event detector receives signals from an array of three
pressure sensors which are distributed over part of the circum-
ference and are turned to face the inlet orifice.

It is important not to bias the conditional average by using a
detection algorithm which does not account for asymmetry of
the unsteady flow. If, for example, precession in either direction
were equally probable, a detection scheme which lacks sensitiv-
ity to direction would produce false symmetry in the conditional
averages [3]. We therefore require that sampling occur only
when precession is in a specified direction (i.e. clockwise or
counter-clockwise). With three sensors, the event detector can
also perform a crude form of spatial correlation so that small-
scale features in the flow are less likely to be accepted as events.

orifice
inlet

reattached flow

external
jet

2 P1P P 3

counter−clockwise
precession

exit lip

chamber

pressure sensors

Figure 1: Schematic diagram of oscillating-jet device, with event-
detecting pressure sensors.
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Figure 2: Comparison of pressure-sensor signals P1, P2, P3
(Volts) and directly observed alignment of flow reattachment with
the pressure sensors (Yes/No).

The pressure sensors produce a well defined signal peak when
flow reattachment is aligned with the sensors (Figure 2) and so
the initial step in event detection is to compare the signal with
a suitable threshold level. To obtain the results shown in Fig-
ure 2, the alignment of flow reattachment is observed by using
air bubbles as a flow-visualisation tracer. The working fluid is
water.

The main operational requirement is that the event detector be
installed as a switch in the camera-trigger line. The state of the
switch is determined by the analogue signals from the pressure
sensors. Figure 3 shows a typical arrangement of equipment for
PIV. Recording the analogue signals and the conditioned cam-
era trigger (via an A/D converter) is strongly recommended.

Description of Event Detector

The functional blocks of the event detector are a “threshold
source”, a “comparator” for each analogue-signal input, and
a “direction-detector logic” block (Figure 4). The circuit ele-
ments which, under control of the detection logic, enable and
disable the camera trigger are little more than an “AND” logic
gate.

The text which follows only describes how the most important
parts of the circuit work. Many standard details and refinements
familiar to technicians are omitted.

Adjustable threshold source

The circuit shown in Figure 5 produces rising-edge and falling-
edge threshold voltages for the comparators. The comparator
output is low when the pressure signal is below the falling-
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Figure 3: Installation of event detector for conditionally sampled
PIV.
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Figure 5: Adjustable threshold-source circuit.

edge threshold, and is high when the pressure signal is above
the rising-edge threshold. For stability of the comparator out-
put, the rising-edge threshold must always be higher than the
falling-edge threshold.

Comparator

The main elements of the comparator circuit are shown in Fig-
ure 6. The output of the circuit is connected to the control input
of a two-way (CMOS 4053) multiplexer so that a low output
selects the rising-edge threshold and a high output selects the
falling-edge threshold.

Instability or oscillation is a common problem with analogue
comparators because of their high gain and bandwidth [7]. Both
the LF347 and “positive feedback network” in the circuit dia-
gram are intended to reduce instability. Details of the “posi-
tive feedback network” are given in Figure 1 of the National
Semiconductor datasheet [7]. The network provides sufficient
hysteresis for sharp output transition with signals of only a few
Hertz. Small oscillations, which appear at slew rates lower than
100 mV/s, are cleaned up by adding a 40106 Schmitt trigger.
The second Schmitt trigger serves only as an inverter.

Direction-detector logic

Figure 7 is a TTL circuit for detecting the counter-clockwise
precession portrayed in Figure 1. Timing sequences for counter-
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Figure 6: Comparator circuit (one of three); “LF347” is an op-
amp, “4053” is a two-way multiplexer (i.e. switch), “LM311” is a
comparator, “40106” is an inverting Schmitt trigger.
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clockwise and clockwise precession are shown in Figure 8. Via
the comparators, there are inputs from the three pressure sen-
sors. Logic gates A and B combine signals from adjacent pres-
sure sensors so that the distance between sensors determines
the minimum physical size of flow feature which is likely to be
detected. The outputs of gates A and B are

R12 � C1 and C2 � (2)

R23 � C2 and C3 (3)

respectively. When R12 rises to a logic TRUE state, the first
monostable (mono-1) produces a pulse which has a width of
only a few microseconds. If the pulse passes through gate D,
it “tells” the second monostable (mono-2) that an event has ar-
rived at sensors P1 and P2, but has not arrived at sensors P2 and
P3. Mono-2 then generates a pulse which, for a “detection lag”
time equal to the pulse width, allows a rising edge at R23 to set
the “event detected” output of the flip flop. If R23 does not pro-
duce a rising edge within the duration of the pulse from mono-2,
an event is not detected. Inverters G and H provide the neces-
sary “settling-time” delay from the ����� input to the Clk input
of the flip flop. In summary, an event begins when R23 becomes
TRUE, but only if this transition occurs within a specified “de-
tection lag” time of a rise in R12. When either of R12 or R23
become FALSE, the flip-flop is cleared and the event ends.

If precession is clockwise, R23 rises while R12 is already TRUE,
the pulse from mono-1 is suppressed by gate “D”, and an event
is not detected. In this case, mono-1 prevents mono-2 from be-
ing triggered at the trailing edge of R23.

Experimental Test Results

Conditionally-sampled PIV measurements were made of the
flow inside an oscillating-jet device of the type shown in Fig-
ure 1. The working fluid was water seeded with 20 µm-diameter
polyamid spheres. The Reynolds number based on flow at the
inlet orifice was 70,000. Pulsed illumination of the seed parti-
cles was from a laser-light sheet normal to the axis of the cham-
ber, and so only the non-axial components of velocity (V , W )
were measured. The location of the laser-light sheet, pressure
sensors and PIV camera are given in Figure 9. The area expan-
sion ratio from the inlet orifice to the chamber is 3 � 52.

Seven hundred and twenty PIV-image pairs were obtained by
unconditional sampling at the laser-pulse rate of 10 Hz. Another
data set of the same size was obtained by conditional sampling
with the event detector. Velocity vectors were calculated by
cross-correlation with 32 � 32-pixel interrogation windows hav-
ing 50% overlap. The mean and r.m.s. velocity magnitudes, and
the mean streamlines of each data set are plotted in Figure 10. It
is important to note that the much larger axial velocity compo-
nent (U) is not measured by the PIV. The confidence intervals
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Figure 8: Schematic waveforms of the direction-detector signals
for counter-clockwise and clockwise precession.

for the mean velocity magnitudes vary from � 0 � 012 to � 0 � 015.
Most of the non-axisymmetry in Figure 10(a–c) may therefore
be due to insufficient data, and most of the variation in the mag-
nitude of the mean flow (Figure 10(a)) is likely to be statistical
scatter.

The mean-flow streamlines in Figure 10(b) show that the only
detail preserved by the non-conditional averaging is a star node.
Flow streamlines for the conditionally sampled data are clearly
different because they contain an additional focus and two half
saddles. The fluctuation levels shown in Figure 10(f) are fairly
typical of turbulent jet flow. This is expected because, condi-
tional sampling partly filters out fluctuations due to large-scale
jet oscillation, but does not filter out turbulence fluctuations.

Conclusions

The authors have designed and tested an event detector to per-
form real-time conditional sampling of laser-image data in bi-
directional unsteady flows which are not produced by the mo-
tion of a mechanical device. The event detector is a mixed
analogue-TTL circuit and has three analogue inputs. When the
analogue inputs indicate an event arriving from the preferred di-
rection, the detector allows trigger signals to reach the imaging
camera.

The event detector has been used for conditionally-sampled PIV
in a chamber which produces oscillating jet flow. Streamlines
of the conditionally-averaged flow have a spiral focus and two
half saddles which are not resolved by simple time averaging.

Flow
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exit plane

pressure sensors
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PIV

triangular orifice

2.20D
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Figure 9: Arrangement for PIV measurements; azimuthal sepa-
ration between pressure sensors is 30 � .
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Abstract 
The behaviour of a turbulent, axisymmetric, Boussinesq, vertical 
fountain that impinges on a horizontal plate a distance H from the 
fountain source is investigated.  Images from Light Induced 
Fluorescence visualisation of the flow provide a clear picture of 
the internal structure of the impinging flow.  The interaction 
between the impinging fountain and the plate results in a buoyant 
radial wall jet that spreads horizontally before separating from 
the surface at a radius Rsp.  The transient development of the flow 
and behaviour of Rsp with time is described.  The steady-state 
flow is modelled theoretically and a correlation of the non-
dimensional spread of the impinging fountain is presented that 
successfully relates Rsp/H to the source-plate separation and the 
source characteristics of the fountain. 
 
Background 
The characteristics of turbulent plumes are of interest in many 
industrial and geophysical fluid flows. Frequently a prediction of 
the distribution of fluid density, velocity and concentration of 
contaminants, or other products, in the flow is needed for 
engineering design purposes.  Plumes that develop from sources 
of buoyancy and momentum that act in opposite directions are 
known as fountains.  Turner [1] reported experiments and 
presented an analytical model of a fountain developing in a 
uniform and quiescent environment.  Baines, Turner and 
Campbell [2] extended this work to fountains within enclosures 
and determined the manner in which a fountain and a “filling 
box” interact.   Bloomfield and Kerr [3] have more recently 
reported on the behaviour of axisymmetric and line fountains in 
an environment that is initially stratified.   
 
The basic flow configuration for a positively-buoyant fountain 
developing in a homogeneous environment is shown in figure 1a.  
The outer, upward flowing, stream entrains fluid from both the 
surrounding ambient and from the downward moving buoyant 
jet.  The focus of the present study is the situation where a 
fountain impinges on a horizontal plate as shown schematically 
in figure 1b.  This situation is of interest both as a fundamental 
issue in fluid mechanics and also as the flow is central to a 
number of practical applications.  The latter include the heating 
of large building spaces by warm jets of air directed downward 
from the ceiling (e.g. warm air curtains); flow from the jets of 
vertical takeoff aircraft; modelling of the dispersion of welding 
fume, as in gas metal arc welding (GMAW) where the plume of 
welding fume is initially directed downwards and outwards by 
shielding gas ejected from the GMAW nozzle towards the 
welding workpiece.   
 
In the case of the impinging fountain, the buoyant fluid is forced 
radially outwards before rising as it impacts on the horizontal 
plate and thus the flow is wider than the free fountain (figure 1).  
The major objective the present work is to determine the way in 
which the presence of the solid plate changes the nature of the 
fountain and to investigate the flow both in the near field, close to 
the plate, and in the far field plume that rises above.  Researchers 
who have looked at this problem and similar situations in the past 
include Lawrence and MacLatchy [4] who investigated the radial 
spread of a positively-buoyant plume release beneath the surface 

of a body of water. However, in this situation the stratification 
setup by the impinging plume is intrinsically stable, unlike the 
present case where the radial out-flowing jet (shown in figure 1b) 
is positively buoyant.  More recently, Holstein and Lemckert [5] 
reported a set of experiments on impinging saline fountains.  
Their work focussed on how the radius of spread, Rsp, of the 
impinging fountain was related to the source conditions of the 
fountain, the source radius, R0, and source-plate separation, H. 
 
Theoretical Framework 
The two length scales that determine the behaviour of a free 
fountain, are the “jet length” (lM = M0

3/4/B0
1/2) and the 

“acceleration length” (lQ = Q0/M0
1/2 = π1/2R0), where B0, Q0 and 

M0 are the source buoyancy, volume and specific momentum 
fluxes, respectively.   The fountain source Froude number is then 
Fr0 = (lM/lQ).   Turner [1] determined by experiment that the 
steady rise height, zm, of a free fountain from a source with 
Fr0 >>1 is given by zm = 1.85lM. In the present situation the 
distance of the source from the plate, H, represents the third 
length scale. The behaviour of the impinging fountain might 
therefore be expected to be determined by these three length 
scales and the source Reynolds number, Re0 = D0V0/ν, 
(D0 = 2R0). 
 
After impinging on the plate one might expect the fountain to 
transform into a radial wall jet as discussed by many authors, e.g. 
Rajaratnam [6].  However, in the present case the radial outflow 
is positively buoyant and will separate from the plate when the 
Coanda effect has diminished sufficiently.  In a 2D geometry, the 
separation distance between the source of a positively-buoyant 
wall jet flowing over a horizontal surface and the point where the 
jet detaches from the surface has been briefly reported by 
Sandberg et al. [7] who found the non-dimensional separation 
distance Rsp/H to be a function of the source Archimedes number, 
Ar0 = (Fr0)-2.  
 
 

B0, M0, Q0  B0, M0, Q0  

Rsp
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Figure 1. a) Turbulent fountain in a homogeneous environment; 

b) Turbulent fountain impinging on a horizontal plate. 
 
In the present situation the impinging flow forms the “source” of 
the buoyant radial wall jet.  Since we require H ≤ 1.85 lM  for a 



 
fountain to impinge on the plate, we shall assume that at the plate 
the flow properties are similar to that of a free jet. In particular, 
the momentum flux at the plate (MH) is approximately equal to 
that at the fountain source and the volume flux (QH) and velocity 
radius (bv) are: 
 

3 / 2 1/ 2
02 ( /H QQ Hπ α= )l Q     and     2vdb

dz
α=   (1) 

where α = 0.0535 is the entrainment constant applicable to jets 
(Papanicolaou and List [8]) and z is the vertical coordinate with 
origin at the fountain source.  We assume that a fraction, γ, of the 
vertical momentum of the mean flow in the down-flowing 
fountain is transformed to radial momentum in the radial wall jet. 
Invoking conservation of volume it can be shown that the source 
Archimedes number of the radial jet, Arrad = g′radδrad/urad

2 is 
related to the Archimedes number of the source of the fountain, 
Ar0

2
000 /WRg′=  as follows: 

 
( ) 0

2
0

32252 ArRHArrad
−= γα             (2) 

 
where , δradg′

rad and urad are the buoyancy, thickness and velocity 
of the radial wall jet at its “source” at radius bv, and g′0, R0 and 
W0 are the buoyancy, radius and velocity at the fountain source. 
 
 
Experiments 
Initial experiments were carried out at both the University of 
Wollongong and Imperial College London to determine the 
radius of spread (Rsp) of the radial wall jet.  Preliminary 
experiments were visualised using a shadowgraph and then 
further experiments were conducted with sodium fluorescein dye 
added to the source fluid and the tank lit from below with a light 
sheet. The latter technique allowed the internal flow structure of 
the impinging fountains to be clearly visualised. A glass-walled 
tank measuring 1.4 ×1.4m in plan was filled, with salt water as 
the ambient fluid, to a depth of approximately 1.2m. A wide 
range of experiments were conducted with fresh water injected 
through nozzles with diameters between 3mm ≤ D0 ≤ 10mm, held 
at distances of 25mm ≤ H ≤ 200mm above the plate. The light 
sheet was generated by means of a line of dichroic incandescent 
12v bulbs that were directed at a 1mm wide slit in black 
cardboard sheeting attached to the lower glass surface of the tank.  
In the field of view it is estimated that the light sheet varied in 
thickness between 2 and 3mm over the field of view.  Images 
were captured by means of a digital CCD video camera (JAI CV-
M4 monochrome, 1380(h) × 1030(v) pixel read out) and 
processed using the DigiFlow software system (Dalziel [9]).   
 
Results and Discussion 
The structure of the impinging fountain flow is somewhat 
different than might have been surmised from the observations of 
previous research that used shadowgraph or basic dyed fluid.  
The present Light Induced Fluorescence (LIF) experiments 
allowed a vertical section through the impinging fountain to be 
clearly visualised.   Figure 2 is an enhanced and annotated image 
of a typical experiment taken after the flow had reached a quasi-
steady state and shows the main flow features.  One of the most 
striking features of the flow (as observed for H/lM <<1) is that 
when the buoyant radial jet separates from the plate it does not 
form a line plume (circular in plan), but rather the separated flow 
is re-entrained into the radial outflow and the descending 
fountain forming a large toroidal vortex.  After the initial 
transients, which are discussed in more detail below, a steady, 
turbulent plume rises above the toroidal vortex. The initial radius 
of this plume varies considerably with time during the transients. 
 
The basic flow structure of the impinging fountain was found to 
depend primarily on the non-dimensional nozzle-plate separation, 

H/lM.  Figure 3 shows examples of the different flow structures 
once steady state had been reached.  The majority of the results 
presented herein are for experiments where H/D0 >> 1.   
 

Buoyant fluid 
released to 
plume Entrained 

ambient fluid 

 
Figure 2. Digitally enhanced/annotated image illustrating the main 

characteristics of the flow field (only left half shown for clarity). H/lM = 0.10,   
H/D0 = 8.3. 

  
For H/lM << 1 the steady-state flow behaved in a fashion similar 
to that of an energetic, isothermal, turbulent jet impinging on a 
plate.  Outside the impingement zone the thickness, δ, of the 
radial jet appeared to increase linearly with radius, r, as shown in 
figure 4.  (However, one might expect the rate of growth, dδ/dr, 
to be greater since the radial jet shear layer is effectively unstably 
stratified in the case of impinging fountains, as compared to the 
usual isothermal or filling box situations).  Vortices aligned 
circumferentially were generated in the jet impingement zone and 
swept outward. These are visible in figure 4.  The presence of 
these vortices cause the high local turbulence intensities reported 
by Cooper et al. [10] and other researchers investigating 
isothermal impinging jets.  With increasing radius the buoyancy 
forces became dominant and resulted in the separation of the 
buoyant radial jet from the plate at the critical radius Rsp. 
 
The transient development of the impinging fountains showed 
that for H/lM < 1.5 there were three distinct stages of 
development  as illustrated in the sequence of images in figure 5.  
 
i) First, the starting fountain impacts with the plate and the 
horizontal radial flow is established. The front of the radial jet-
like flow is a vortex ring, the major radius of which increases 
with time. The front observed is quite different from that 
observed for the spreading gravity current arising from an 
impinging, negatively buoyant plume (as in the case of the classic 
“filling box” situation, for example). During this initial transient 
very little buoyant fluid escapes re-entrainment and the majority 
is drawn back into the axisymmetric down-flowing fountain and 
radial outflow.  Moreover, the ambient fluid immediately 
adjacent to the down-flowing fountain is co-flowing with the 
respect to the radial jet at this time.    
 
ii) The separation radius of the attached radial jet reaches a 
maximum. At approximately this point in time a bulk upward 
motion of buoyant fluid occurs above the zone r < Rsp, and a 
starting plume develops with the radial jet acting as a distributed 
source of buoyancy.     
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a) H/lM = 0.10,  H/D0 = 8.3. b) H/lM = 0.29,  H/D0 = 33.3. 

 
c) H/lM = 0.67,  H/D0 = 33.3. d) H/lM = 2.01,  H/D0 = 33.3. 

Figure 3.  Structure of impinging fountain flow for a range of non-dimensional plate-nozzle separations under quasi-steady state conditions. 
 

 
iii) Finally, the bulk plume flow above the nozzle, z > H, acts to 
reduce, and sometimes reverse, the direction of flow of ambient 
and re-entrained buoyant fluid adjacent to the fountain.  Thus, the 
momentum flux of the fountain when it reaches the plate is 
reduced and the separation radius decreases and settles to a quasi-
steady-state value. 
 

 
Figure 4.  Buoyant radial wall jet development. H/lM = 0.10, H/D0 = 8.3. 
 
A time-series image showing the variation of Rsp with time is 
shown in figure 6. This image was generated by processing the 
digital movie of a typical experiment so that a horizontal line of 
pixels just above the flat plate has been extracted from each 
frame of the movie and placed one above the other to give time 
on the vertical axis and a well-defined horizontal boundary 
indicating Rsp. For the case shown Rsp ≈ 240mm at 120s. 
 
With increasing H/lM the radial jet becomes thicker and less 
energetic, and the non-dimensional radius of separation, Rsp, 
decreases until at approximately H/lM ~ 2 the fountain no longer 
maintains continuous contact with the plate, as shown in 
figure 3c.  When the nozzle-plate separation H/lM ~ 2 the 
fountain initially makes contact with the plate but subsequently 
detaches and may make periodic contact in the quasi-steady state.   
 

 
a)  t = 0s  

b)  t = 3s 

c)  t = 10s d)  t = 60s 
Figure 5.  Initial development of the impinging fountain flow field for 

H/lM = 0.69,  H/D0 = 20.0. 
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Figure 6.  Typical time series of the intensity of light viewed in a line just 

above the flat plate for H/lM = 0.69,  H/D0 =20.0. 
 
 
Figure 7 is a time-series image showing this transient. The figure 
was generated by taking a vertical line of pixels from the nozzle 
outlet to the plate from each frame of the digital movie of the 
experiment shown in figure 3d.   
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Figure 7.  Time series of the intensity of light viewed in a vertical line 
between the nozzle outlet and the plate (H/lM = 2.01  H/D0 = 33.3). 

 
The non-dimensional spread of the radial jet is successfully 
correlated by the scaling developed by the present authors as 
discussed above.  Figure 8 shows a plot of the data from virtually 
all the shadowgraph experiments carried out over a wide range of 
source conditions and nozzle-plate separations.  The solid line in 
this figure has a gradient of –0.75 which is the same as found by 
Sandberg et al. [7] for the case of a simple 2D buoyant jet 
introduced with horizontal momentum immediately above a 
horizontal surface. The numerical value of γ has a very strong 
influence on the properties of the radial jet (thickness, velocity, 
etc) and on the relationship between the Archimedes number of 
the fountain source and the radial jet source. A value of γ ~ 0.3 
correlates the data most closely with that of Sandberg (which is 
for a different geometry).  This is also consistent with the work of 
Witze and Dwyer [11] who found that assuming conservation of 
momentum “severely overpredicts” the radial jet momentum. 
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Figure 8. Radial spread of the buoyant radial jet as a function of the 

Archimedes number at the radial jet ‘source’ deduced from the source 
conditions of the fountain and assuming γ = 1 in (2).  Symbols are 

experimental data and the solid line is a best fit with gradient –0.75 (the 
same power law dependency as reported in Sandberg et al. [7] for the 
separation of a plane buoyant jet injected across a horizontal surface). 

 
The maximum Archimedes number in the experiments is Arrad ~ 
0.01. This is the maximum value (approx.) for impinging 
fountains since it can be shown to be equivalent to a non-
dimensional nozzle-plate separation of H/lM ~ 1.7 beyond which 
the fountain will no longer impinge on the plate in a steady 
manner (cf. Turner [1]). 

 

Conclusions 
This work has shown that the flow structure within a fountain 
impinging on a horizontal plate is complex and is primarily 
dependent on the fountain source Archimedes (or Froude) 
number and the non-dimensional separation H/lM of the nozzle 
and plate.  The impinging fountain generates a buoyant radial 
wall jet that spreads out across the plate until buoyancy forces 
overcome the effects of momentum and the flow separates from 
the plate at a radius Rsp.   
 
Light Induced Fluorescence experiments have shown that the 
upward flow from the impinging fountain cannot be modelled as 
a line plume arising from a ring of radius Rsp, owing to re-
entrainment of the separating fluid by the fountain and radial jet. 
 
The authors have developed a theoretical framework whereby the 
steady-state spreading radius (Rsp) of an impinging fountain may 
be predicted from the fountain source Archimedes number. 
 
The transient development of the impinging fountain has been 
investigated and it is found that the fountain reaches the quasi-
steady separation radius after an initial period where the plume 
rising from the impingement zone is not fully developed, thus, 
the separation radius is initially larger than in the steady state 
since the ambient fluid is co-flowing with, rather than counter-
flowing against, the vertical fountain flow.  
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Abstract 

The structure of a circular jet, modified by placing grids of two 
different configurations near the nozzle exit plane, was 
investigated by using a single hot wire probe. An annular grid 
which perturbed mainly the axisymmetric shear layer and a 
circular disk grid which covered most of the potential core were 
used to modify the jet passively. Behind the annular mesh, the 
width of the shear layer is reduced and a significant decrease in 
turbulence intensity is observed. Spectra of the velocity 
fluctuation show the suppression of the formation of organised 
structures in the jet mixing layer. In contrast to the annular grid, 
the influence of the disk grid on the mean velocity and turbulence 
intensity is not as significant. Evidence for the presence of large 
scale structures downstream of the edges of the grids is 
presented. 

 
Introduction 
Turbulence control or management in different flows is a rapidly 
expanding field of research because of potential benefits in 
industry. In particular, in plane and axisymmetric jets, extensive 
investigations have been carried out by using active techniques 
for turbulence enhancement as well as suppression, but 
investigations using passive techniques are not as extensive. The 
main objective in jet turbulence control is to target and interfere 
with the organised vortical structures that are formed due to 
Kelvin–Helmholtz instability in the mixing layer. Tong and 
Warhaft [11] and Parker et al [8] obtained a significant reduction 
of turbulence intensity by placing a thin wire ring in the shear 
layer near the nozzle exit plane. The width of the shear layer was 
reduced and the spectra of velocity fluctuations indicated the 
suppression of organised large structures in the mixing layer of 
the jet. Stephens [9] and Stephens et al [10] used grids and 
honeycombs to completely cover the nozzle exit and obtained 
similar results. Burattini et al [2] suggested that the grids 
suppress the shear layer instability and damp the jet column 
instability.  Another passive technique employed in a plane jet is 
to place a bluff body like a cylinder in the potential core and use 
the vortex shedding behind it as a feed back mechanism to 
control the shear layer instability [6, 3, 5, 1]. Antonini and 
Romano [1] disturbed a circular jet by placing a long, thin 
cylinder parallel to the nozzle exit plane and obtained an increase 
in mixing. 

In jet turbulence control using a grid, apart from the influence of 
the mesh size and wire diameter of the grid, the circular edge is 
also likely to have an impact on the jet development. By using 
wire screens to partially cover the test section of a wind tunnel, 
Oguchi and Inoue [7] produced a mixing layer similar to that 
developing behind a splitter plate. Smoke flow visualisation 
indicated the presence of large scale structures downstream of the 
grid in the mixing layer. When a thin wire was attached to the 
screen edge, vortex shedding behind the wire also dominated the 
flow. Use of a narrow rectangular mesh or a small diameter disk 
grid yielded a wake. Spectra of velocity fluctuations in the wake 
produced by a rectangular screen (Zhou and Antonia [12]) clearly 
showed the presence of organised vortical structures even though  

 

there was no primary vortex street. Hydrogen bubble flow 
visualisation (Finlay [4]) in the wake of a rectangular grid 
(Figure 1) shows the formation of large structures downstream.  

Figure 1: Hydrogen bubble flow visualisation of structures behind a grid 
(from [4]). 

 

The main aim of the present work is to investigate the effect of 
placing an annular grid and a disk grid at the nozzle exit plane on 
the development of a circular jet by using a single hot wire probe. 
The annular grid perturbs the initial shear layer and a small 
peripheral part of the potential core; the disk grid covers most of 
the potential core. 

  

Experimental Conditions 
The jet was produced by a 55 mm diameter (d) circular nozzle to 
which air was supplied by a variable speed centrifugal blower via 
a diffuser, settling chamber and contraction which had an area 
ratio of 85:1. Two annular and two disk grids were used in this  

Case Grid 
Wire 
dia. 

(mm) 

Aperture 
size 

(mm�mm) 

Outer 
dia. 

(mm) 

Inner 
dia. 

(mm) 

1 Annular 0.5 1.25×1.25 100 30 

2 Annular 0.2 0.54×0.54 100 30 

3 Disk 0.5 1.25×1.25 30 − 

4 Disk 0.2 0.54×0.54 30 − 

     Table 1: Summary of mesh geometry for disturbed flow conditions. 

study and Table 1 gives the details of the grid geometry, mesh 
and wire size. Hereafter, measurement conditions will be referred 
to as Cases 1, 2, 3 and 4. The grid was isolated from the body of 
the jet by mounting it on a separate frame which was placed at a 
distance of 2 mm downstream of the nozzle exit plane. Figure 2 
shows the nozzle, the coordinate axes and the four grids. 
Measurements of the mean velocity (U) and the longitudinal 
velocity fluctuation (u) were made by using a single hot wire 
probe operated in a constant temperature mode. The hot wire, 
made of 90% Pt-10% Rh, had diameter was 2.5 µm and the wire 
length to diameter ratio was nearly 200. A height gauge with a 
resolution of 0.01 mm was used to move the probe in the y-



 

direction. The hot wire signals were digitised using a 12 bit A/D 
converter and stored on a PC for further processing. 
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          Figure 2: Co-ordinate system  and grid configuration. 

The jet exit velocity (Uj) was 10 m/s which yielded a Reynolds 
number Red = 3.7 x 104. For the annular grid measurements, Uj 
was determined by placing a Pitot tube close to the nozzle exit 
plane in the potential core. For the disk grid, Uj was set at 10 m/s 
at x/d = 2 since the flow immediately downstream of the grid is 
unsteady due to the vortex shedding from the mesh. Burattini et 
al [2] also employed a similar approach to set Uj in their 
measurements behind a grid. Distributions of mean velocity (U) 
and rms velocity fluctuation (u’) were obtained at several 
locations up to x/d = 10. The nozzle exit boundary layer was 
laminar and exhibited a small deviation from the Blasius profile. 
The shape factor was 2.2 which is smaller than the value of 2.59 
for the Blasius distribution. The shear layer instability frequency 
f0 (Kelvin – Helmholtz instability frequency) was approximately 
600 Hz which yielded a Strouhal number St

�
 (= f0� o/Uj�� o is the 

nozzle boundary layer momentum thickness) = 0.013 which is in 
agreement with the values available in the literature. 

 

Results and Discussion 
Mean Velocity Distribution 
The normalised mean velocity distributions U/Uj of the 
undisturbed jet and the jet with grids are shown in Figure 3 and 4 
for x/d = 0.2, 1, 2, 4, 6 and 10 to include parts of the mixing layer 
and the transition zone of the jet. At x/d = 2, 4, 6 and 10, the 
distributions with the annular mesh (Figure 3, Case 1) have a 
reduced lateral spread which is reflected in a smaller width of the 
shear layer which is consistent with the results of Burattini et al 
[2] and Stephens et al [10]. At x/d = 0.2 and 0.4, U/Uj profiles 
exhibit a discontinuity with a rapid decrease between y/d ����35 
and 0.5 This region of a rapid change in U corresponds to the 
interphase between the potential core and the inner edge of the 
annular mesh which produces a mixing layer type of flow, 
somewhat similar to the two-stream mixing layer obtained by 
Oguchi and Inoue [7].  This layer disappears rapidly and cannot 
be identified for x/d > 4. The mean velocity gradient inside this 
layer is smaller for the grid with a finer mesh and wire size (Case 
2) compared to Case 1 which implies that the fine mesh produces 
a rapid mixing and results in a reduced velocity gradient. Another 
possibility is that the width of the shear layer formed by the mesh 
is smaller for the fine grid compared to that for the coarse grid 

(Case 1). For this flow at x/d = 6 and 10, the value of U/Uj on the 
centreline is  
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            Figure 3: Mean velocity distribution with annular grids. 

slightly larger than that of the undisturbed jet whereas for Case 2, 
there is a small excess at x/d = 6 which disappears at x/d = 10. 
This observation suggests that the influence of the coarse grid 
persists for a larger downstream distance compared to that of the 
fine grid. Distributions of U/Uj for the disk grids (Cases 3 and 4) 
indicate a negligible influence on the width of the jet while, in the 
potential core region, the mean velocity is smaller compared 
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                 Figure 4: Mean velocity distribution with disk grids. 

to the undisturbed jet (Figure 4). At x/d = 0.2, the mixing zone at 
the outer edge of the disk grid yields a rapid increase in U/Uj, 
which disappears for x/d > 4.  

RMS Velocity Fluctuation u’ 
Distributions of u’/Uj at different downstream locations for the 
annular grid (Figure 5) show that these grids produce a 
significant amount of turbulence suppression. For example, at x/d 
= 1, the maximum value of u’/Uj is reduced by 60 % and 50 % 
respectively for Cases 1 and 2. Large reductions can be observed 
at other downstream locations also. A significant feature of u’/Uj 
distribution for the flows with annular grids is the presence of 
two maxima at x/d = 1 and 2; at other downstream locations, the 
peaks are still discernible. The peak at small y/d can be identified 
with the presence of the mixing zone produced by the inner edge 
of the mesh whereas the peak at large y/d is due to the jet mixing 
layer. Unlike the inner edge, the outer edge protrudes into the 
ambient region and does not produce a mixing zone. The grid 
with a finer mesh exhibits a peak in u’/Uj at the outer edge of the 
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jet (large y/d) compared to the coarse grid. The influence of both 
annular grids decreases as x/d increases.  
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       Figure 5: Distribution of rms velocity fluctuation with annular grids. 
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          Figure 6: Distribution of rms velocity fluctuation with disk grids. 

For the disk grids placed in the potential core (Cases 3 and 4), 
u’/Uj increases slightly at x/d = 1and 2 (Figure 6). The 
distributions have two maxima – one associated with the mixing 
zone of the edge of the grid and the other inside the jet mixing 
layer. At x/d = 4, 6 and 10, the distributions exhibit a broad 
maxima. For the fine mesh disk (Case 4), the maxima occur at 
larger y/d values compared to the other two conditions. As x/d 
increases, the distribution for Case 4 deviates from those of the 
undisturbed and Case 3 flows. Antonini and Romano [1] also 
observed two peaks in u’/Uj distributions in their modified jet 
measurements. They observed an increase in u’/Uj and a lateral 
shift in the location of the maximum value compared to an 
undisturbed jet. In a plane jet disturbed by placing a cylinder in 
the potential core, Hsiao et al [6] observed an induced self 
sustaining oscillation at the cylinder vortex shedding frequency; 
in this flow, Chou et al [3] obtained an enhanced mixing. In a 
plane jet with a cylinder in the potential core, Henry et al [5] 
obtained a large amplitude peak in the mixing layer spectra at the 
cylinder vortex shedding frequency instead of the instability 
frequency, suggesting a resonant interaction between the jet exit 
and the cylinder vortex shedding. However, for this to occur, an 
intense vortex shedding from a relatively large diameter cylinder 
was necessary since small diameter cylinders produced only 
weak vortex shedding. 

 
Centreline Distributions 
Centreline distributions of U/Uj for the undisturbed and all the 
disturbed (Case 1–4) flows are shown in Figure 7. The annular 
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                      Figure 7: Centreline mean velocity distribution. 

mesh extends the potential core to x/d = 6 from a value of 4 for 
the undisturbed jet which reflects a contraction of the shear layer 
for the jets with the annular mesh. The mesh and wire size have 
little influence on the centreline velocity.  For the disk grids with 
a coarse mesh, U/Uj decreases slightly from a value of 0.6 (Case 
3) up to x/d = 2 followed by an increase up to x/d = 6. 
Downstream of this location, U/Uj decreases continuously, 
similar to the undisturbed jet. For the disk with fine mesh (Case 
4), centreline velocities are smaller, but the distribution has a 
shape similar to that of Case 3. The initial decrease in Uj up to 
x/d = 2 is characteristic of the flow behind a grid. Between x/d = 
2 and 4, the increase in Uj might be linked to the growth of the jet 
which is associated with a reduction in the size of the central 
core. For the jet with the disk grids, it is not possible to identify a 
potential core in the conventional sense. 
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               Figure 8: Centreline rms velocity fluctuation distribution. 

For Cases 1 and 2, the centreline distributions of u’/Uj are almost 
identical (Figure 8), but are different to the distribution for the 
undisturbed jet. The maximum value of u’/Uj is nearly the same 
(14.5%) for the undisturbed and disturbed flows, but the 
maximum for the grid flows occurs at x/d = 6, compared to x/d = 
4 for the undisturbed jet. This result provides additional support 
for the extension of the potential core. The two disk meshes also 
produce almost identical centreline distributions of u’/Uj, with a 
local minimum at x/d = 1 followed by a maximum at x/d = 4.  

Spectra of u 
For the undisturbed jet, u spectra at x/d = 0.2 and 0.4 and y/d = 
0.5, which is in line with the nozzle tip (Figure 9), indicate the 
presence of organised large structures at the instability frequency 
of approximately 600 Hz.  
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                    Figure 9: Spectra of u with annular and mesh grids. 

With the annular grids in place, the spectral peak at this 
frequency cannot be identified, indicating that the grids suppress 
the formation of organised vortical structures near the nozzle 
exit. This result is similar to that of Burattini et al [2] and 
Stephens et al [10] when the jet nozzle was completely covered 
by grid and honeycomb. Lack of organised structures results in a 
reduced growth rate and a smaller shear layer width. At x/d = 4, 
the spectra for the undisturbed flow and Cases 1 and 2 are almost 
identical and the lack of spectral peaks indicates the absence of 
an organised motion. The disk grids have no influence on the 
formation of organised structures at x/d = 0.2 and the spectral 
peak near 600 Hz can be identified for the undisturbed and the 
grid flows. However, at x/d = 0.4, additional peaks can be seen in 
the spectra for these grids (Cases 3 and 4). The additional peaks 
may be associated with the shear layer produced at the edge of 
the disk grid, but further investigation is needed to confirm this. 
At x/d = 4, all the three spectra are almost identical. 

 
Conclusions 

The two annular grids used in this investigation suppress the 
formation of the shear layer (Kelvin-Helmholtz) instability and 

inhibit the formation of organised vortical structures. This leads 
to a reduction in the growth rate and an extension of the length of 
the potential core. The mean velocity distributions close to the 
nozzle exit exhibit a discontinuity which can be identified with 
the mixing zone formed at the inner edge of the grid. 
Distributions of u’ exhibit two peaks, one of which is inside the 
jet mixing layer whilst the other one occurs closer to the jet axis, 
due to the mixing (shear) zone mentioned previously. The 
absence of a spectral peak confirms the suppression of the 
organised motion in the jet mixing layer. The disk grids have 
negligible influence on the development of the jet. The organised 
vortices are not suppressed and the growth rate of the undisturbed 
and disturbed jets is nearly the same. The value of u’ was slightly 
larger compared to the undisturbed jet which yields an enhanced 
mixing. Similar to the annular grid, the distributions of U exhibit 
a discontinuity and u’ distributions exhibit two peaks. These 
observations are related to the mixing zone formed at the outer 
edge of the disk which is inside the potential core. Both the 
annular grids and disk grids have potential in the context of jet 
turbulence control. The disk grid increases the turbulence level 
which yields an enhanced mixing. On the other hand, the annular 
grid suppresses turbulence which is also achieved by a full grid. 
However, the annular grid produces a smaller pressure drop  at 
the exit compared to a full grid. 
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Abstract

Experimental studies have been conducted in order to identify
and investigate flows that are potentially more suited to cultur-
ing cells than those commonly found in bioreactors. The tested
model has a cylindrical working section with a free surface and
a rotating base. Flow visualisation confirms the presence of
vortex breakdown bubbles at Re

�
780 for an aspect ratio of

1.5. The central bioreactor region has been characterised us-
ing Particle Image Velocimetry and Stereoscopic Particle Im-
age Velocimetry. Shear stress, an important parameter for cell
culture applications, has been plotted at various Reynolds num-
bers, showing a pattern related to the geometry of the vortex
breakdown bubble.

Introduction

Strong recent advancements in tissue engineering and cell-
based therapeutic research have driven a push to find alterna-
tive methods of culturing cells, with the aim to increase the ef-
ficiency and productivity of the process. Lately, the develop-
ment of various perfused vessel and rotational bioreactors has
received interest, with some promising results [1, 4]. Progress
is still to be made, however, in controlling the fluid dynamic
conditions within mixed flask bioreactors. Depending on the
cell phenotype, hydrodynamic forces may provide an important
stimulatory effect on cell aggregation processes, however ex-
cessive shear will impede cell proliferation. Ideally, the biore-
actor flow conditions would suit these and other factors such as
mixing.

A simplified experimental model has been developed to en-
hance flow control. The model has a flat bottom disk capa-
ble of producing swirling flows far steadier than those produced
by standard bioreactor impellers and magnetic stirrers [7]. The
working section consists of a cylindrical volume of media de-
void of protruding objects that might disturb the flow. A free
surface rather than a closed lid is used so as to provide greater
aeration while minimising the extent of high-shear boundary re-
gions. This model is suited to the application because it has the
potential to produce flows that contain appropriate shear levels,
can be adequately mixed and can be characterised experimen-
tally. Detailed studies of flows within such vessels are scarce
and so flow visualisation and Particle Image Velocimetry stud-
ies were undertaken to characterise the flow and measure shear
levels within it.

Bioreactor Flow Visualisation

Experimental Model Configuration

A purpose-built rig has been constructed to allow flow visuali-
sation and measurement while also producing the desired flow
conditions of the bioreactor model described above. As illus-
trated in Figure 1, the rig consists of a polished Perspex con-
tainer mounted on a rigid base with a 65mm diameter cylindri-
cal hole drilled through its centreline to form a working section.
The outer surface of the block is kept flat with square walls
so that refraction effects are minimised, preventing optical dis-

tortions which may impair the image-based measurement tech-
niques used. For similar reasons Perspex, which has a refractive
index close to that of water, is used as the container material.

The swirling motion within the working section is controlled by
a flat turntable rotated at constant speed using a high-resolution
stepper motor. Precise mounting of the turntable and high accu-
racy in the rotation rate help to minimise turbulence and allow
accurate control of Reynolds number. In addition, the model
stand and motor bracket are screwed directly onto a precision
flat steel optical table in order to reduce mechanical vibration.

Flows within cylindrical vessels driven by a rotating bottom
are known to produce vortex breakdown under certain condi-
tions. Flows are generally classified in terms of two parameters-
the container height ratio � H � R � and the Reynolds number

� Re � ωR2 � ν � , where H is the height of the free surface above
the impeller, R is the radius of the working section, ω is the
rotational velocity of the bottom disc, and ν is the kinematic
viscosity.

R

H

Perspex
Walls

Steel
Base

Electric
Motor

Turntable

Working
Section

Figure 1: Test rig configuration, indicating height ratio

For the current study, experiments were conducted at 500 �
Re � 3000 and H � R � 1 � 5. It is in this range that the flow is
expected to be most suitable for cell culture, being not overly
turbulent whilst still providing adequate mixing. For the config-
uration used, with a low Froude number and a Capillary number
of order 10 � 4, free-surface deformations were restricted to the
extent that they were not detected macroscopically and are thus
unlikely to greatly affect the bioreactor flow conditions. The
free surface is not stress-free, as minor contamination is known
to induce a Marangoni stress. However, the implications of this
do not seem to be severe, as results produced numerically with
a slip boundary condition are qualitatively similar to our exper-
imental results [8].

Visualisation of Vortex Breakdown Development

The flows observed within the bioreactor have a dominant az-
imuthal component. However it is the secondary flow pattern,
which is best viewed on a vertical plane through the rig cen-
treline, that provides much of the mixing effect. While there is
high shear along the bottom and side boundary layers acting in
three dimensions, the component of shear stress aligned along
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Figure 2: Laser particle visualisation of VB bubble development for (a) Re � 780, (b) Re � 1350, and (c) Re � 1920

the x � z plane is a good indicator of the stresses caused by the
occurance of vortex breakdown (VB).

Flow visualisation experiments were conducted using tracer
particles illuminated by a high-powered laser. The particles pro-
duce distinctive streaklines as long-exposure images are cap-
tured; this can be seen in the results presented in Figure 2.
The visualisation images produced were found to correspond
well with Spohn et al.’s [5] observations of vortex breakdown
(VB) in a cylindrical vessel with a free surface, although in the
present investigation a greater number of Re cases were studied
for a reduced H � R range.

The lowest Reynolds number at which VB was observed at this
H � R was approximately 780. VB can be identified on the sec-
ondary flow plane by a separate region of recirculating flow
moving in an opposing direction to the larger recirculation re-
gion. There is an stagnation point upstream of this VB bubble
for cases where it is fully submerged. At higher Re, the bubble
may be attached to the free surface, as can be seen in Figure 2, in
which case the stagnation point is replaced by a stagnation ring.
Once attached to the free surface, a noticeable widening of the
bubble occurs as Re increases. At Re

�
2000, an increasing flow

unsteadiness was observed. Below this Re, the flow retains its
near-axisymmetric geometry. However, as the flow takes on a
more oscillatory nature, asymmetries appear to be exacerbated.
These asymmetries may arise from the development of a rotat-
ing wave instability [2] or the imperfections which are inherent
in any experimental rig [9].

Flow Characterisation

Flow Measurement Technique

The flow was characterised using Particle Image Velocimetry
(PIV) and Stereoscopic Particle Image Velocimetry (SPIV). PIV
is a well-documented technique involving the measurement of
a two-dimensional velocity field by correlating the relative po-
sitions of laser-illuminated, neutrally-buoyant particles, across
two images separated by a known time interval. SPIV utilises
two cameras placed at a known angle to resolve all three veloc-
ity components.

For the current SPIV study, the two cameras were placed an an-
gle of 45

�
from the centreline in an angular displacement con-

figuration similar to that described by Prasad [3]. In this con-
figuration, the x-axis of the image is stretched in relation to the
y-axis, so the effective field of view is reduced by a factor of�

2 in the cylinder’s axial direction.

While the velocity fields measured using each technique were
similar, the SPIV results are more reliable for several reasons.
Firstly, for a single-camera view, the azimuthal velocity com-
ponent appears as an erroneous radial velocity component. This
is particularly a problem towards the central axis of the cylin-
der, where in-plane velocities are low, and the laser light-sheet
is relatively thick compared with the path distance of a particle
swirling about the central axis. Secondly, the out-of-plane ve-
locity component adds error to in-plane velocity measurements,
particularly towards the outer edges of the image. As the flow
is predominantly azimuthal in this case, the ratio of the out-of-
plane flow velocity to in-plane velocity is severe. This effect
was eliminated to some extent in PIV experiments by using a
telecentric lens.

Aside from reasons of accuracy, SPIV measurements provided a
superior flow characterisation because information pertaining to
the azimuthal-component of velocity is of interest to this appli-
cation. Therefore the results discussed in this section are those
measured using SPIV.

Secondary Flow Pattern

Spohn et al. [6] previously measured the secondary flow pattern
within a cylindrical vessel with a free surface driven by a rotat-
ing disk. Their results failed to resolve all the details of the flow
observed by flow visualisation. The current study, undertaken
using a more precise SPIV technique, produced a velocity field
which contains substantially more detail, albeit with a reduced
field of view.

The flow field was measured for H � R � 1 � 5 and 500 � Re �
3000 between horizontal positions of 0 � 25 � x � D � 0 � 75 and
axial positions of 0 � 56 � z � H � 0 � 94. Figures 3 and 4 contain
the flow field at a Reynolds number of 1200 averaged, for the
sake of clarity, over 2 seconds (equivalent to approximately one
third of a disk rotation). In Figure 3 streamlines illustrate the
flow topology near the centre of the bioreactor. Towards the
centre of the vessel (x � D � 0 � 5), the clockwise rotating recir-
culation region observed during flow visualisation is apparent.
This distinguishing feature of the flow has seldom been cap-
tured by flow measurement. Streamlines on the right-hand side
of the plot trace a portion of the counter-clockwise rotating flow
region.

In Figure 4, in-plane velocity component vectors are superposed
onto contours of the azimuthal velocity component. Upon de-
tailed examination of these results and the instantaneous vector
fields, it is noticeable that the VB region contains several vec-



x/D

z/
H

0.5 0.6 0.7

0.6

0.7

0.8

0.9

W (mm/s): 0 1 2 3 4 5

Figure 3: Flow topology in the central region of the bioreactor
for Re � 1200. Red contours indicate the magnitude of the az-
imuthal velocity component. Measured streamlines indicate the
flow in the diametral plane.
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Figure 4: Measured velocity vector field in the central region
of the bioreactor for Re � 1200. Coloured contours indicate the
magnitude and direction of the azimuthal velocity component.

tors pointing away from the typical flow. While it is difficult
to be certain of the reason for this, experimental noise resulting
from the small displacement measurements is a possible expla-
nation. In some cases the PIV measurements were � 1 pixel,
although this could not be avoided due to difficulties in measur-
ing flows of this nature.

In general, the velocity field shows a high degree of axisymme-
try, particularly in the axial component of velocity. It is also
apparent that cells within the VB region of a bioreactor will be
exposed to far lower velocities than those in the standard re-
circulation region. The issue of whether particles can be con-
tained within this region for long periods of time is a significant
one, especially at high Re where instabilities and the increased
opening of the downstream end of the bubble may cause cells

Re = 1000

Re = 1600

Re = 2200

Figure 5: Time-averaged two-dimensional shear stress contours
in the central region of the bioreactor for Re � 1000 � 1600 � 2200.

to escape into the high-velocity region.

Azimuthal Velocity Component

The azimuthal velocity contours plotted in Figure 4 confirm that
the primary flow is axisymmetric about the central axis of the
cylinder, and that the magnitude of the azimuthal velocity com-
ponent is much greater than the axial and radial velocity com-
ponents.

There is some limited dependency of azimuthal velocity on ax-
ial position, particular at the outer radial positions. This possi-
bly arises from the shift in the direction of flow momentum near
the free surface, or the influence of the bubble region.

Shear-Stress Fields

Shear stress is the flow characteristic of primary interest to re-
searchers studying cell cultures. For this reason, the veloc-
ity fields measured experimentally have been used to compute
shear stress contour maps for the region of the bioreactor that
was investigated. If the assumption is made that time-averaged
shear within the azimuthal plane is negligible, then SPIV data
provides all the flow gradients required to estimate the full stress
tensor, and therefore the principal stresses, at each vector loca-



tion. At the time of publication, the means of presenting these
values is being developed.

The shear stress fields shown in Figure 5 are contours of time-
averaged shear-stress in the vertical diametral plane (τxz �
µ � ∂vx

∂z � ∂vz
∂x � , where µ is dynamic viscosity), measured using PIV.

These results are useful in that they reflect the trends observed
for the principle stresses in the central region of the bioreac-
tor. While these measurements are not as accurate as the SPIV
measurements towards the center of the vessel, they encompass
a significantly larger field of view (0 � 28 � z � H � 0 � 89). The
results presented have also been validated by two dimensional
numerical flow simulations that produced τxz contours of simi-
lar magnitude and geometric pattern [8].

Figure 6: Mean shear levels at various Re

Figure 7: Horizontal distance between local shear level maxima
at various Re

The VB bubble causes a heterogeneous stress distribution in the
central region of the bioreactor. High stress bands mark the
boundary of the breakdown bubble, where the high and low ve-
locity regions border one another. In each case studied, time-
averaged stress magnitudes were less in the breakdown region
than in the standard recirculating flow region, although tempo-
ral fluctuations were higher in this region.

As can be expected, the mean stress levels are highly depen-
dent on Re. Figure 6, in which the spatial mean τxz is plotted
against Re provides another illustration of this. Reynolds num-
ber also controls the width of the breakdown region, and so it
follows that the internal low stress region increases in volume
as Re increases. At an axial position of z � H � 0 � 6, the hori-
zontal distance xd between peak shear levels increases with Re,
although this increase tapers off at higher Re values, where the

breakdown region tends towards its maximum width. This trend
is presented in Figure 7, with xd normalised against cylinder di-
ameter.

All recorded levels of τxz are orders of magnitude below those
typically observed for cell disruption, although use of a cell cul-
ture medium with a higher viscosity than water would directly
increase these magnitudes. They also represent stresses in a
conveniently located plane, and are thus only indicative of the
principal stress trends measured using SPIV, rather than a quan-
titative measure of the maximum stresses experienced by cells.
Indeed, cell geometry and orientation would also be expected to
influence shear stress.

Conclusions

Laser-particle visualisation, PIV, and SPIV techniques have
been employed to study how low shear swirling flows within
a cylindrical bioreactor may be controlled to provide conditions
suitable for cell culture applications. The flow in the vicinity of
VB bubbles contained within the flow field has been found to
affect conditions relevant to suspension cell culture, including
mixing patterns and local shear stress. In particular, shear stress
magnitudes increase rapidly as Reynolds number increase, and
alter their spatial distribution as the VB region changes shape.

Acknowledgements

Funding for this research was provided by Monash University
through the Monash University Research Fund and an Aus-
tralian Research Council Discovery Grant (DP0452664).

References

[1] Freed, L. and Vunjak-Novakovic, G., Tissue engineering
bioreactors, in Principles of Tissue Engineering, editors
R. Lanza, R. Langer and J. Vacanti, Academic Press, San
Diego, USA, 2000, 143–156.

[2] Hirsa, A., Lopez, J. and Miraghaie, R., Symmetry break-
ing to a rotating wave in a lid-driven cylinder with a free
surface: experimental observation, Physics of Fluids, 14,
2002, L29–L32.

[3] Prasad, A., Stereoscopic particle image velocimetry, Exper-
iments in Fluids, 29, 2000, 103–116.

[4] Sen, A., Kallos, M. S. and Behie, L. A., Effects of hydro-
dynamics on cultures of mammalian neural stem cell aggre-
gates in suspension bioreactors, Ind. Eng. Chem. Res., 40,
2001, 5350–5357.

[5] Spohn, A., Mory, M. and Hopfinger, E. J., Observations of
vortex breakdown in an open cylindrical container with a
rotating bottom, Experiments in Fluids, 14, 1993, 70–77.

[6] Spohn, A., Mory, M. and Hopfinger, E. J., Experiments on
vortex breakdown in a confined flow generated by a rotating
disk, Journal of Fluid Mechanics, 370, 1998, 73–99.

[7] Sucosky, P., Osorio, D. F., Brown, J. B. and Neitzel, G. P.,
Fluid mechanics of a spinner-flask bioreactor, Biotechnol-
ogy and Bioengineering, 85, 2004, 34–46.

[8] Tan, B. T., Personal correspondence.

[9] Thompson, M. C. and Hourigan, K., The sensitivity of
steady vortex breakdown bubbles in confined cylinder flows
to rotating lid misalignment, Journal of Fluid Mechanics,
496, 2003, 129–138.



15th Australasian Fluid Mechanics Conference
The University of Sydney, Sydney, Australia
13-17 December 2004

Effect of Initial Conditions on the Far Field of a Round Jet

P. Burattini, R. A. Antonia and S. Rajagopalan

Discipline of Mechanical Engineering
University of Newcastle, NSW, 2308 AUSTRALIA

Abstract

The effect of initial conditions on the far field of a turbulent
round jet (Rλ � 450) has been examined using hot-wire mea-
surements. Two types of initial conditions have been examined:
the unperturbed jet, issuing from a nozzle in a laminar state, and
the perturbed jet, where a woven grid is placed at the jet outlet
in order to interfere with the initial development of the jet. Tur-
bulent integral quantities and small scale characteristics show
that the flow is partly reminiscent of the initial stages of the
jet development, as modified by the grid. While the first- and
second-order velocity statistics are affected only in terms of the
virtual origin, length scales (such as the Kolmogorov and the
Taylor scale) show also a different decay rate, under modified
initial conditions. The similarity of the second-order structure
functions is unaltered by the grid.

Introduction and Background

The concept of similarity has played a central role in fluid dy-
namics research. Blasius applied this approach to the study of
the laminar boundary layer over a flat plate, showing that there
is compatibility between the equations of motion and a univer-
sal velocity profile. From this, the actual profile at any stream-
wise station can be derived. The Blasius approach for laminar
flow paved the way for its extension to the similarity analysis
of turbulent flows (e.g., plane and axisymmetric jets and wakes,
[16, 20, 21, 22, 24]).

Similarity of multi-scale statistics (as opposed to one-point
statistics), such as spectra or structure functions of turbulent
quantities, has been the subject of more recent attention. An at-
tempt to investigate the similarity of multi-point statistics of ho-
mogeneous isotropic turbulence, starting from the spectral dy-
namical equation, has been made by George [10]. He showed
that self-similarity of the velocity spectra, normalized by the
Taylor scale and mean kinetic energy, is compatible with this
equation. More recently, a similar conclusion was obtained for
velocity structure functions by Antonia et al. [2].

However, the validity of universal similarity in turbulent flows
has been criticised from time to time. George [9, 10] noted that
there is no a priori reason why the influence of initial condi-
tions should be ruled out from the outset. If true, this argument
would preclude universal (namely, unchanged from one real-
ization of the same flow to another) similarity solutions. Even
though George’s suggestion remains qualitative in nature, since
there is no formal way of taking explicitly into account the ini-
tial conditions, it seems plausible, considering the large scatter
in experimental data in nominally identical flows.

Besides the role of initial conditions, but perhaps not separately
from these, is the effect coherent structures may have on the
achievement of similarity. The evolution of the large scales
could preclude a state of similarity for the complete spectrum,
because the energy may be concentrated in a few modes with
strong interactions between them. The available evidence seems
convincing. For instance, it has been noticed that in far field
of a 2D wake behind a bluff body the flow properties depend
on the coherent structures and how they were created in rela-

tion to the geometrical details of the wake generator (solidity,
shape) [25, 3]. Arguably, the role of coherent structures can be
assessed in a more specific manner compared to that of the ini-
tial conditions. Direct measurements, say of coherent vorticity
or spatial correlation, can show the influence of the large scale
structures.

In the round jet, evidence of the relationship between initial
conditions, coherent structures, and similarity is not yet com-
plete. If we discard comparisons between different experimen-
tal set-ups (since the results may be biased by different arrange-
ments and experimental techniques) there is not much left in
the literature from which a sound conclusion can be drawn on
this issue. Although many studies have been indeed devoted to
the modification of initial conditions and their effect on velocity
and scalar in the developing region of the flow ([11, 17, 23, 28]),
the extension of the analysis to the far field has not previously
been considered. When the developed region is explored, the
initial conditions are, usually, only briefly discussed. For in-
stance in two of the most recent investigations on the far field
of a round jet [12, 19] the initial conditions are not described in
great detail.

In previous works [5, 8] we examined the effect of different ini-
tial conditions on the developing region of a round jet (within
12 diameters from the exit). The disturbances created by a grid
at the exit inhibited the shear layer mode and delayed the pre-
ferred mode. The extension of the potential core was increased
by nearly 50% in the disturbed case. The effects of disc and
annular-shaped grids have been also investigated in connection
to the near field of a round jet, [14]. Here we want to docu-
ment the possible influences of the initial conditions on the far
field of a jet. This problem has been discussed in two recent
papers [26, 27], where two jets (one issuing from a contraction
nozzle and the other from a pipe) were compared. The authors
concluded that there was no appreciable effect on the turbulent
energy distribution, due to the different initial conditions, at 20
diameters downstream from the exit.

A check of the effect of the initial and boundary conditions is
apparently more within the reach of direct numerical simula-
tion. The work of Boersma et al. [4] (see also [15]) has tried to
address this issue by investigating the effect of two different ini-
tial conditions: a top-hat exit velocity profile and another with
the streamwise velocity overshooting in proximity of the bound-
ary layer. The authors claimed that: “evidence is presented in
support of the suggestion by George [9] that the details of self-
similarity depend on the initial conditions”. However, these au-
thors ran simulations only up to 45 diameters, where the flow is
only starting to be similar [22]. In a recent work [7] the simi-
larity properties of the velocity spectra and structure functions
have been studied experimentally in a turbulent round jet. It was
shown that the collapse of these quantities was best when the
Taylor microscale and the mean turbulent kinetic energy were
adopted as similarity scales.

Experimental Details

The jet was generated using an open circuit wind tunnel, located



in a relatively large laboratory. The tunnel contains a variable
speed centrifugal blower, a diffuser, a settling chamber, and a
contraction with an area ratio of 85:1. Screens and a honeycomb
are fitted inside the settling chamber to reduce the turbulence
level and to straighten the flow. The outlet circular nozzle has
a diameter D = 55 mm. The velocity probe could be traversed
along the streamwise (x), lateral (y), and vertical (z) directions
with a resolution of 0.1 mm, 0.1 mm and 0.01 mm respectively.
Two velocity components were measured: u, in the streamwise
direction, and v in the lateral (or radial) direction. The corre-
sponding uppercase quantities refer to the time-averaged values
and a prime denotes the rms value.

Two types of exit conditions are investigated: the unperturbed
jet (or case A), as it exits from a smooth contraction, and the
perturbed jet (case B). The modification of the initial conditions
was achieved by placing a grid at the jet outlet. Details of the
grid, composed of rigid woven round steel wires, are given in
table 1. The reference exit velocity, U j , was fixed at � 35 ms−1

and 32.5 ms−1 for case A and B, respectively. This yielded an
exit Reynolds number, ReD = DUj/ν (ν is the kinematic vis-
cosity of the air), of 1.3×105 and 1.2×105, for the two cases.
Further details on the initial conditions of the perturbed and un-
perturbed cases can be found in [5]. Measurements were carried
out in the far field of the jets for 30 � x/D � 90 (see also [7] for
a detailed description of the flow field characteristics).

The velocity was acquired by means of in-house hot wires and
DISA anemometers (55M01 model). X-wire probes, with an
angle between the wires of nearly 90◦ and a lateral separation
between the wires of approximately 0.8 mm, were operated at
an overheat of 1.5. The hot wires were etched from Pt-10% Rh
to a diameter of dw = 2.5µm and the active length lw was chosen
so as to have an aspect ratio l w/dw of nearly 200.

Velocity and angle calibrations were carried out in situ at the jet
exit plane. The X-wire was calibrated at several values of speed
and angle in the ranges of 40 ◦ (in steps of 10◦) and 0.9− 17.2
ms−1, respectively. This set of values was used as a look-up-
table (LUT), during the data reduction step, to estimate the ve-
locity through spline interpolations. The LUT method was ver-
ified to give, for mean longitudinal velocities below 6 ms−1,
more reliable results than the common effective angle method
[6], which assumes a constant coefficient of sensitivity for the
lateral velocity. Single wire data were used as a check of the X-
wire response, and differences in the mean values of the stream-
wise velocity were always below 2%. The anemometer signals
were acquired by means of a 16-bit AD board. Uncertainties
in the mean and rms fluctuation velocities were about 0.8% and
4%, respectively, as calculated by repeating the measurements
30 times at 60D and applying standard error estimations (1:20
odds) [18].

Velocity and Length Scales

The decay of the mean longitudinal velocity, U0, along the axis
is shown in figure 1. Data were least squares fitted according
to the model equation α = C−1

α (x−x0α)/D, where α refers to
a generic quantity (a length or a velocity scale), Cα represents
the decay rate (or growth rate, for the length scales) coefficient
and x0α is the virtual origin. From this figure, it is clear that
the decay rate (measured by the slope of the least squares fit to
the data) is unchanged between the two jets (see also table 2).
There is, however, a downstream shift in the decay origin for
case B. This can be appreciated better from the inset in figure 1,
which focuses on the initial region of the jet, from [5]. In this
reference it was shown that the grid delayed by nearly two di-
ameters the start of the decay in the axial direction. The axial
decay of u′ (figure 2) is inversely linear, as expected, with an

almost identical decay rate for both cases, but different virtual
origins. Again, the inset in the figure shows that the initial stage
of the jet is responsible for the shift.

It is worth comparing the mean turbulent energy decay of the
jets with that of grid turbulence. In the latter case, u′2 decays
following a power law with decay rates varying according to
the initial conditions, a typical range being −1.1 < m < −1.3
[20] (m is the coefficient of the power law). Parameters such as
grid solidity, geometry (planar, biplanar, woven) and shape of
the grid elements have a discernible influence on the decay rate
of the mean energy in the equilibrium region (x/M � 40, M is
the mesh size) [13]. At variance with grid turbulence, the decay
rate of u′2 for the jet is unaltered by the initial conditions, the
effect being restricted to a shift in the origin.

The ratio of the turbulence intensities in the streamwise and ra-
dial directions, u′/v′, is provided in figure 3. The two jets attain
almost exactly the same constant value (� 1.25) along the axis,
showing that, in the range investigated, an equilibrium between
the two components is reached in both cases. The ratio of the
integral scales (which are defined by the first zero-crossing of
the autocorrelation function of the velocity fluctuation), Lu/Lv,
is about 1.75 (same figure), but it shows a comparatively larger
scatter. This can be partly related to the definition of the in-
tegral scale, which is somewhat ill-conditioned. Note that the
isotropic value of this ratio is 2, thus significantly higher than
in the present cases. The ratio u ′/v′(� 1.2), although typical
for a round jet [12], is also far from the isotropic value (=1). In
figure 3, we also report the turbulence intensity, u ′/U0: its value
is around 25%, as expected for an unconfined jet [12, 19].

The rate of growth of the Kolmogorov length scale (η ≡(
ν3/〈ε〉)1/4

, where 〈ε〉 is the mean energy dissipation rate and
angular brackets denote time averaging) and the Taylor mi-
croscale (λ ≡ u′/(∂u/∂x)′) is given in figure 4. Compared to
the velocity scales, the behaviour of η and λ is more sensitive
to the initial conditions. Case B has a faster decay rate for these
two quantities, while the virtual origin is located further down-
stream (table 3), compared to case A. This is in the same di-
rection as the shift for Uj/U0 and Uj/u′. The circular jet is one
of the (few) flows for which the turbulent Reynolds number,
Rλ = λu′/ν, is considered to be constant along the streamwise
direction [22]. However, it is clear that this is true only if the
virtual origins of λ and u′ are the same, zero being a special
case. From the present results, it seems that this is not generally
valid. However, it can be noted that, as x/D becomes larger, the
product of λ and u′ becomes less sensitive to the value of the
virtual origins. Thus Rλ approaches a constant value.

Case U j M t D/M σ
(ms−1) (mm) (mm) − −

A (unperturbed) 35.0 − − − −
B (perturbed) 32.5 3.2 0.7 � 16 0.44

Table 1: Jet configurations investigated. M: mesh size; t: mesh
wire diameter; σ: solidity.

Case CUj/U0
x0Uj/U0

/D CUj/u′ x0Uj/u′ /D

A 5.98 4.32 1.51 −1.43
B 6.06 5.68 1.50 1.01

Table 2: Decay rate characteristics of the velocity scales.

Similarity of the Structure Functions

The second-order structure functions of the turbulent kinetic en-
ergy,

〈
(δq)2

〉
=

〈
(δu)2

〉
+ 2

〈
(δv)2

〉
, where δ• ≡ •(x+ r)−



Case Cη x0η/D Cλ x0λ/D
(m−1) − (m−1) −

A 3.38×105 −1.79 8.08×103 −3.03
B 3.08×105 1.96 7.64×103 −0.08

Table 3: Decay rate characteristics of the length scales.

•(x) is the difference of a quantity •(= u or v) between two
points separated by r along the streamwise direction are given
in figure 5. Since Rλ is constant along the axis (with the speci-
fications given before), in each case these functions are in simi-
larity [7]. This is reflected in the collapse of the normalized pro-

files of
〈
(δq)2

〉
measured at different axial locations. However,

the initial conditions do not alter the collapse; this would have
been apparent had the structure functions not been shifted to im-

prove clarity. The third-order structure function
〈
(δu) (δq)2

〉

(not shown here) indicate that the similarity is also valid at this
order, even though the scatter is larger, as expected for odd-
order moments. It is worth noting that the similarity condi-
tion of the structure functions involves both velocity and length
scales, since they are both used to normalize the profiles. Thus,
even though the length scales are more sensitive to the initial

conditions, the normalized form of
〈
(δq)2

〉
can absorb these

variations to yield a unique self-similar profile.

Conclusions

Similarity ideas continue to play a central role in the description
of fluids dynamics. Recently, it has become evident that univer-
sal similarity solution are not possible for certain types of flows
[1, 2, 9, 10]. For instance, grid turbulence, arguably the most
basic type of turbulent flow that can be set up in a laboratory,
shows a dependence on the initial generation of the flow [13].
In this regard, it can be speculated that the details of the large
scales production behind the grid can have a lasting influence
on the subsequent evolution of the flow [9] in terms of the re-
distribution of energy among the velocity components and the
mean energy decay rate. The present results, for the far field of a
perturbed and an unperturbed round jet, show that, on one hand,
basic quantities, such as the decay rate of the mean velocity and
mean energy, are not influenced by a modification in the initial
conditions in a significant way; for these two quantities, only a
shift in the virtual origin is detected. On the other hand, the de-
cay of the Kolmogorov and Taylor length scales is modified in
terms of the growth rate and virtual origin, even though the for-
mer remains linear. Profiles of the normalized second-order ve-
locity structure functions indicate that similarity is not affected
by the initial conditions. This is at odds with grid turbulence,
where the initial conditions have an influence on the shape of
the second-order structure functions even at large distance from
the grid. It is plausible that, in the case of the jet, the coher-
ent structures generated in the developing region evolve more
rapidly towards an equilibrium state, compared to grid turbu-
lence. This is compatible with the observed self-similarity of
the multi-scale distribution of the turbulent energy measured at
different axial locations.
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Abstract 
This study investigated the performance of a vortex hydrocyclone 
for solid removal in a recirculating aquaculture system. In a fish-
breeding industry, effluent water is mainly disposed by gravity 
sedimentation. Thus, a large settling tank and a lot of water are 
needed to purify effluent water.  However, this typical method 
does not show consistent efficiency. In case of low efficiency, 
discharged water contains a lot of feeding sediments. This causes 
environmental problems. Instead of this typical method a 
hydrocylone is tested to discharge water which contains a lot of 
feeding sediments. In this paper, a hydrocyclone with low 
velocity and pressure drop in a recirculating aquaculture system 
is investigated. 
 
Introduction  
A recirculating aquaculture system is used to purify contaminated 
water in a fish breeding nursery. The disposal of effluent water in 
an aquaculture system depends on gravity deposition. This 
system requires a large amount of water and a large installed area. 
The efficiency of this system varies with respect to different 
aquaculture systems. Exhausted water with low separation 
efficiency produces an adverse effect to the environment due to 
the release of wastages and fecal solid to environment. A 
sediment tank with a hydrocyclone can not reduce the installed 
area of a tank compared to the typical system, but expect a stable 
efficiency. This means that applying a vortex hydrocyclone in a 
recirculating aquaculture system is more effective than the 
traditional system. Also, the method of removing excrements of 
fish in a fish nursery industry can protect environment.  

Madhumita et al. [8] studied the separating efficiency of 
particles in a gas cyclone with a commercial size. In case of the 
particles with a diameter below 0.5 µm, they suggested a good 
design to develop an active swirl in a flow. Dia et al. [3] 
performed a numerical analysis on the sample of a hydrocyclone 
with a diameter of 40 mm. They presented the results of inside 
flow in a cyclone, because a cyclone’s efficiency depends on a 
swirl flow. Franchon and Chlliers [5] studied a flow pattern and a 
separation efficiency in a gas cyclone numerically. They 
researched on particles of size 1-3 µm and compared with 
experimental results. Dirgo and Leith [4] performed an 
experimental study for two cases of cyclone; the first cyclone has 
a fluid guide vain along a tangent line, the second case has the 
shape of  creating a vortex by a guide. Mothes and Loffer [9] 
conducted an experiment with a cyclone extensively for a 
laboratory test. They measured velocity components in three-
directions using LDV and studied particles which were being 
separated into gas and solid forms. Griffiths and Boysan [6] 
compared the methods presented by previous researchers. They 
presented a flow pattern and analysed a cyclone’s efficiency with 
respect to particle movement.  
The previous studies mostly investigated patterns of flow in a 
high velocity and pressure drop situation. On the contrary, 
present paper investigates the fluid flow in a low velocity and 
pressure drop in a large system. In addition to this, current study 
deals with a variation of a fluid flow and separation efficiency in 

a recirculating separation devices particularly used in an 
aquaculture system.  

 
Mathematical model 
Because a real geometry of a hydrocyclone is complicated, the 
geometry is simplified for computation (see Figure 1). The 
assumptions to analyze the flow characteristics of a vortex 
separator are in the following: The flow is three-dimensional and 
incompressible, viscosity and density of a fluid remain constant, 
and a buoyancy force is negligible. 
For a numerical simulation of a hydrocyclone, the 
governing equations in tensor notation can be written as 
follows: 
 

0i

i

u
x

∂
=

∂
 

(1) 
1( ) ji i

j t
j j j i i

uu u pu
x x x x x

ν ν
ρ

 ∂∂ ∂ ∂ ∂
= + + −  ∂ ∂ ∂ ∂ ∂ 

 

(2) 
2

t
KCµν
ε

=  

(3) 
Here, iu is the velocity, p is the pressure, the ranges of I 
and j are from 1 to 3, ρ is density, and ν  is dynamic 
viscosity.                                        
                                                      
A RNG k ε− model is used due to strong swirl flows. The 
transport equations for the kinetic energy of turbulence and its 
dissipation rate are 
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Here, P is the production of turbulent energy, and G is the 
dissipation rate of turbulent energy. The definitions of parameters 
and model constants in the above equations are described in the 
paper of Kim and Kim [7]. 
For the collection efficiency of particles, a droplet motion 
equation is solved. The motion equation of the trajectory of a 
particle is 
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Figure 1. Schematic diagram of a hydrocyclone geometry. Dc-Cylinder 
diameter, Di-Inflow diameter, Do-Overflow diameter, Du-Underflow 

diameter, Hcy-Cylinder height, Hco-Cone height. 
 

Here, fη  is the dynamic viscosity of a fluid, pv
r

is the velocity of 

a particle, fv
r

is the velocity for a fluid, φ  is the diameter of a 
particle, g is the acceleration due to gravity, Di is the diameter of 
the inlet, Do is the diameter of the upper outlet, Du is the 
diameter of the bottom outlet, Dc is the diameter of the cylinder, 
Hcy is the height above the cone section and Hco is the height of 
the cone section of the cylinder. 
   
The Reynolds number is defined as follows: 
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A finite volume method is applied to flow prediction. The 
detailed descriptions of a numerical method are described in the 
paper [7]. 
 
Results and discussion 
To test the correctness of the solution, it was compared with the 
experimental solution [3]. Figure 2 shows comparative results of 
velocity profiles. In this case the vortex finder is installed at the 
overflow section. At each section, the velocity distribution 
obtained in the study agrees well with experimental results. It can 
be seen that high velocities are encountered near the air-core. In 
the centre of the cyclone, the fluid exits to the vortex finder. Near 
the outer wall of the cyclone, the negative velocity distribution is 
established. This means that the flow at the outer wall of the 
cyclone go down to the downflow exit. Figure 3 displays the 
average velocity and pressure profiles with varying inlet velocity 
conditions. Though not shown in figure 3, the velocity flow at 
different inlet velocity profiles shows similar swirling patterns. 
As the inlet velocity increase, the velocity profile of internal flow 
of a hydrocyclone increase linearly. The flow phenomena of a 
cyclone show very complex flow patterns of vortex and turbulent 
flow. However, the fluid is well satisfied the conservation of 
mass, because the fluid is incompressible. Overall pressure 
distribution increases almost linearly as the inlet velocity 
increases. 

 
Figure 2. Comparative results of velocity profiles. 

 

 
Figure 3. Average velocity and pressure profiles in a hydrocyclone. 

 
 

Figure 4. Collection efficiencies with varying of inlet velocities. 
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Figure 4 shows the collection efficiencies with varying inlet 
velocities. For this calculation, the droplet motion equation is 
used, and we assume that a particle is uncoupled with fluid 
properties. This means the flow governing equations are first 
solved. Based on those results, the motion equation is solved.  
The definition of particle efficiency is shown in the paper [1]. 
The collection efficiency initially increases as the inlet velocity 
increases to the inlet velocity of 1.2 m/s. After 1.2 m/s of inlet 
velocity, the efficiency decreases. At 0.4 m/s of small inlet 
velocity, it is expected the increase of the efficiency by 
gravitational sedimentation. However, in the study, the efficiency 
is low. The efficiency of a hydrocyclone is related to a geometry 
which effects flow mechanism within a cyclone. Figure 5 shows 
the mass flow rate and efficiency with varying underflow 
diameters at 1.2 m/s of inlet velocity which shows the best result 
in Fig. 4. When the underflow diameter increases the efficiency 
increases. However, after 50 mm, the efficiency approaches a 
constant value. 
 

 
Figure 5. Mass flow rate and collection efficiency. 

 
Figure 6 displays the collection efficiency at different particle 
sizes. The maximum efficiency occurs at 2.5 mm. For large 
particle sizes (1.6, 2.0, 2.2 mm) the effect of gravitational 

sedimentation will increase. It can be seen from figure 6 that the 
collection increases up to the particle sizes of 2 mm diameter. .  
 
Conclusions 
In a fish-breeding industry, effluent water is disposed by gravity 
sedimentation. Thus, a large settling tank and a lot of water are 
needed to purify effluent water. Instead of the typical method a 
hydrocylone is tested to discharged water which contains a lot of 
feeding sediments. We investigated design parameters for good 
performance of a hydrocyclone. The results can be used to 
construct a vortex cyclone which is expected to be a system 
capable of protecting environment maintaining a stable efficiency. 
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Abstract

Two aspects of turbulence modelling were addressed with re-
spect to a single cylinder in crossflow. Firstly, the effect of vary-
ing the turbulent length scale at the inlet was investigated at a
high subcritical Reynolds number of 1.4×105. Variations of up
to 14% were noted in the flow properties such as mean drag and
Strouhal number, but significant discrepancy between experi-
mental and computational results remained. Secondly, a modifi-
cation to the standardk-ω turbulence model was assessed. This
time-limit model modified the turbulent viscosity term, inhibit-
ing production of turbulent kinetic energy in areas of high strain
rates. Tuning of an empirical term was required to match flows
at various Reynolds numbers. The time-limit model appeared
to offer improvements at some Reynolds numbers compared to
the standardk-ω model by reproducing real flow structures such
as separation bubbles at a transcritical Reynolds number. Use
of the time-limit model is in its infancy, especially in unsteady
flows, but appears to have some potential.

Introduction

The complex nature of the flow around a cylinder makes it an
excellent case to assess the ability of computational packages
to reproduce real flow conditions. At very low Reynolds num-
bers, the flow around a cylinder is symmetric and steady. As the
Reynolds number is increased, asymmetric vortex shedding oc-
curs. This shedding is periodic, therefore requiring an unsteady
time dependent solution. The non-dimensional frequency of the
vortex shedding is represented by the Strouhal number. The
shedding alters the wake behind the cylinder and impacts on the
flow properties: drag and lift are now periodic and the mean
drag changes from the steady solution. At higher Reynolds
numbers, as investigated here, the wake or boundary layer be-
comes turbulent — requiring a turbulence model. Two-equation
models such as thek-ω andk-ε families offer the ability to in-
troduce turbulence into a flow with minimal additional compu-
tational overhead.

This paper assesses the ability to computationally predict the
mean flow parameters around a bluff body. The accurate pre-
diction of flow parameters such as drag coefficient and Strouhal
number hinges on accurate calculation of the separation point.
This is because, in broad terms, the point of separation will gen-
erally define the width of the wake which, in turn, is a major
contribution to the drag experienced by a body.

The two-equation eddy-viscosity turbulence models as used in
this paper require two boundary conditions. The first is satisfied
by the turbulence intensity,I (or by turbulent kinetic energy,k
which is related toI by k = 3/2(UavgI)2). Experimental studies
will generally provide an estimate of the upstream turbulence

intensity (I = Tu = u′2
1/2

/u∞) that has been measured in the
experimental facility. The second boundary value can be posed
in various ways such as turbulent length scale,l ; dissipation
terms,ω or ε; or viscosity ratio,rµ = µt/µ. However, these

values are often not available, and must therefore be estimated.
Tutar and Holdø [9] assume a single value for turbulent length
scale based on various suppositions. Other papers by Bosch
and Rodi [1], and Lakehal and Thiele [6] look at variations in
l to a limited degree. These studies found that the variation in
turbulence conditions at the inlet had a marked effect on the
flow. The current study aims to compare the estimated flow
properties and flow field about a single cylinder using thek-ω
Shear Stress Transport (k-ω SST) turbulence model for a range
of turbulent inlet conditions.

The study of bluff body flow was continued by introducing
the time-limit turbulence model modification as proposed by
Durbin [3]. The new model purportedly addresses one of the
shortcomings of two-equation turbulence models, that of over-
production of turbulent kinetic energy. Application of the time-
limit model to unsteady flows has been limited and therefore the
results presented are largely of an exploratory nature.

Numerical Model

The unsteady Reynolds-averaged Navier Stokes equations were
solved using the commercial CFD code Fluent (version 6.1.22,
[5]). Variations of thek-ω two-equation eddy-viscosity turbu-
lence models were used, with Menter’s [8]k-ω SST model be-
ing used for part one of this study. This model offers improved
performance with respect to adverse pressure gradients. It was
chosen to fully resolve the boundary layer thereby requiring the
quadrilateral mesh be created such thaty+ = yuτ/ν was less
than one. This required the distance from the wall to the first
grid point, y, to be between 0.01%D (for Reynolds numbers
103 and 1.4×105) and 0.0005%D (Re= 3×106). The stretch-
ing ratio for the mesh was approximately 1.08 in most instances
and less than 1.1 in all cases. The meshed domain is presented
in figure 1. The upstream boundary was defined as a velocity
inlet, allowing inflow velocity and the two turbulence bound-
ary conditions to be defined. The downstream boundary was
modelled as a simple outflow. The lateral boundaries were de-
fined such that there was zero normal velocity and zero normal
gradients.
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Figure 1: Computational domain arrangement, with detail of
the mesh close to the cylinder. Inlet is atx =−15.5D; outlet is
atx = 25.5D; and lateral boundaries are aty =±10.5D.



Cantwell and Coles [2] note that the freestream turbulence in-
tensity in their tunnel was less than or equal to 0.6%. Therefore,
turbulence intensity,I , was set to 0.6% at the inlet. There is no
data on the appropriate length scale in [2] and this must there-
fore be estimated on the basis of other arguments. As outlined
in the introduction, [1] and [6] have noted that selection of dif-
ferent length scale boundary conditions does impact the subse-
quent flow downstream, and hence this formed the focus of the
first part of this study.

Solutions were instigated by developing the flow in the steady
solver before introducing an asymmetric perturbation into the
flow. The unsteady solver was used subsequent to the introduc-
tion of the disturbance, ensuring the timestep was of the order of
one hundredth of the expected period (known from experimen-
tal measurement of Strouhal number:∆t = 0.01D/(StU)). The
transients resulting from the perturbation were allowed to exit
the domain before any data was recorded. To ensure the solution
was independent of the starting conditions (i.e. the perturba-
tion), a case was run allowing the asymmetry to grow naturally
over time. This gave the same flow properties (CD andSt) as
the result obtained by perturbing the flow artificially. Mesh in-
dependence was tested with higher density meshes in both the
radial and tangential directions, and resulted in variations in the
mean flow parameters of less than 1 percent. The mean flow
conditions were obtained by time-averaging the flow over three
periods once the transients had exited the domain.

The same mesh and procedure was used to assess the time-limit
model. However, the standardk-ω model (Wilcox [10]) was
used as the basis for the time-limit modification.

The two-dimensional formulation of Durbin’s time-limit turbu-
lence model is briefly presented here (see [3]). Consider the
turbulent viscosity in the form:

µt = Cµρu2T (1)

In the standardk-ω model, the velocity scaleu2 is equal tok,
and the timescale,T = 1/(Cµω). A timescale bound is devel-
oped in [3] by applying a realizability constraint in order to en-
sure that the square of the normal components of the Reynolds
stress tensor are always positive. This defines the timescale in
the two-dimensional case thus:

T ≤ 2k

3u2Cµ

1√
2|S|2

(2)

Durbin [3] suggests that an empirical constant of value less than
one may be used in order to tune the model to experimental
flows. This constant was expressed asα in Medic and Durbin
[7]. Therefore, reducing (2), gives

T ≤
√

2α
3Cµ|S|

(3)

or, for a computational application:

T = min

[
1

Cµω
,

√
2α

3Cµ|S|

]
(4)

The time-limit modification was included through a user defined
function that defined the turbulent viscosity by using equation
(4) in equation (1).

Results and Discussion

Turbulent Inlet Boundary Conditions

To investigate the effect of the turbulent length scale boundary
condition, the length scale was varied by orders of magnitude
from l = 0.0001D to 0.1D. Various mean and fluctuating flow
properties have been compared with the study of Cantwell and
Coles [2]. Table 1 summarises the results from the present study
and table 2 presents experimental data from [2], as well as ad-
ditional computational results from [9].̃CD andC̃L are the peri-
odic fluctuations in the force coefficients.

Length scale rµ = µt/µ CD St C̃D C̃L
0.1D 102.9 0.692 0.238 0.0074 0.297

0.05D 51.4 0.685 0.248 0.0096 0.327
0.01D 10.3 0.729 0.260 0.0204 0.470

0.001D 1.03 0.799 0.257 0.0363 0.671
0.0001D 0.103 0.776 0.258 0.0348 0.642

Table 1: Results of varying turbulent length scale (Re= 1.4×
105, I = 0.6%).

Study Length scale CD St C̃L
Exp. [2] n/a 1.237 0.179 n/a

k-ε [9] 0.02D 0.71 - -
RNGk-ε [9] 0.02D 0.98 0.167 0.51

LES [9] 0.02D 1.40 0.184 0.65

Table 2: Experimental and computational results (Re= 1.4×
105, I = 0.6%).

The present study’s results underestimate mean drag coefficient
and overestimate Strouhal number. Similarly, thek-ε results
from [9] also underestimateCD, however the standardk-ε model
does not predict any vortex shedding, and the RNG model un-
derpredicts Strouhal number. The large eddy simulation (LES)
results from [9] provide a closer match to experiment.

Figure 2 presents the distribution of pressure coefficient about
the cylinder. On the front side of the cylinder, the reduction in
pressure in the experimental data is small in comparison to the
computational predictions, and the experimental results indicate
an earlier separation point. The computational results are quite
similar in this region except at the low pressure minima, where
smaller length scales predict a lower pressure coefficient. The
predominant difference between the pressure distributions pre-
dicted with the use of varying length scales is the different base
pressures on the aft side of the cylinder. [2] cites a base pres-
sure coefficient of -1.21. In this region, the small length scales
offer an improved match — the closest computational result is
for l = 0.001D, with a value of -0.918, which is markedly better
than forl = 0.1D whereCpb = -0.637.

It is suggested that the improvement in estimation of theCp dis-
tribution on the aft side of the cylinder can be attributed to the
fact that, with greater length scales, the flow has higher eddy
viscosity according to the relationshipµt = ρk1/2l . This in-
creased viscosity results in a higher velocity gradient at the wall,
energising the boundary layer and consequently delaying sepa-
ration.

The results presented here cover length scales over a range of
four orders of magnitude, with the predictedCD values vary-
ing -7 to +8.5% of the value averaged across all length scales.
Strouhal number varies -5.6 to +3.1%. This suggests that the
selection of length scale has only limited implication on the
overall time-averaged flow properties. That is, incorrect esti-
mation of length scale by an order of magnitude does not nec-
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Figure 2: A comparison of theCp distributions for different
length scales atRe= 1.4×105.

essarily convey with it a result that is in error by a similar order.
However, this is contingent on the fact that the model in use is
capable of accurately predicting the flow. For the cylinder in
crossflow as presented here, the poor showing of computational
results cannot be attributed to selection of incorrect length scale.
Therefore, further improvements need to be made on the mod-
elling of such flows.

Time-Limit Turbulence Model Modification

Durbin [3] proposed this modification (referred to as a time-
scale bound) for eddy-viscosity turbulence models to overcome
the tendency for overprediction of turbulent kinetic energy,k,
around the stagnation point - the so-called stagnation point
anomaly. Durbin proposed that it is not the stagnation point
as such, but the large strain rates at this location, that result in
the overproduction ofk.

The time-limit model was first implemented in this study for the
sameRe= 1.4×105 case as used above and it was found that
the flow was very sensitive to the value ofα, dramatically vary-
ing the entire flow structure such that mean drag varied from
approximately 0.2 to 1.2.

When used withα = 0.7 at Re= 1.4×105, it was found that
the model gave an improved estimation of drag coefficient,
CD = 1.223 compared to 1.237 in [2]. However, further inves-
tigation revealed that this is not due to correct modelling of the
flow. In fact, the mechanism for the high drag was not early
separation together with a wide wake (as seen experimentally at
this Reynolds number), but late separation in combination with
a very low base pressure region. Figure 3 illustrates the varia-
tions in pressure distribution between the experimental data, the
standardk-ω model and the time-limit model, for which the low
base pressure atθ = 0 is evident.

Figure 4 illustrates the regions in which the modified time-scale
and conventionalk-ω formulations are active. In the modified
time-scale region the turbulent viscosity was noted to be greatly
reduced compared to the standardk-ω model. This resulted in a
reduction in the turbulence intensity around the cylinder as seen
in figure 5.

The time-limit model was subsequently tested over a range of
Reynolds numbers from 103 to 3× 106. Figure 6 illustrates
the trend in drag coefficient and Strouhal number across the
Reynolds number range. Data computed using the standardk-
ω model can be seen plotted in the figure, showing a negative,
almost log-linear relationship asReincreases, but not capturing
the reduction in drag nor subsequent drag increase. Using the
time-limit model withα = 0.7, the CFD still does not capture

θ

C
P

-150 -100 -50 0

-2

-1.5

-1

-0.5

0

0.5

1

Cantwell & Coles (exp.)
k-w standard
k-w time-limit

Figure 3: A comparison of theCp distribution of different tur-
bulence models atRe= 1.4×105.
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Figure 5: A comparison of the turbulence intensities — (a)k-ω
standard, (b)k-ω time-limit. Contours are from 2% to 24% in
increments of 2%.

the drag crisis, although it does give improved results either side
of the critical region. By changing the empirical constant,α, to
a value of 0.433, the low drag values at the critical Reynolds
number of 5× 105 can be modelled. This is of significance
because the flow structure appears to match that seen in experi-
ments. This can be seen in figure 7b where the separation bub-
ble can be seen on the aft side of the time-limit model, which
delays separation resulting in a narrower wake.

Figure 8 compares the pressure distribution about the cylin-
der at critical Reynolds numbers where the computational re-
sult atRe= 5×105 is compared with experimental data from
Farell and Blessman [4] atRe= 3.8×105 – both in the critical
Reynolds number regime according to figure 6.
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Figure 6: Experimental and computational results of (a) mean
drag coefficient, and (b) Strouhal number, on a cylinder in cross-
flow at various Reynolds numbers.
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Figure 7: Detail of the flow structure around a cylinder atRe=
5×105 — (a)k-ω standard, (b)k-ω time-limit.

Both the standard and time-limit model compare well with the
experimental pressure distribution on the forward part of the
cylinder. The low pressure peak is slightly too high for the stan-
dard model, and slightly too low for the time-limit model. The
pressure in the wake of the standard model is lower than the
experimental data whilst the time-limit model overpredicts the
pressure recovery.

As Reynolds number exceeds 1×106, the transcritical regime
is being approached and experimental results (refer figure 6)
suggest the drag should begin to increase. This result was not
obtained with the time-limit model. It was found that atRe=
1×106 (usingα = 0.5), the time-limit model predicted a similar
flow structure as atRe= 5×105 but with lower drag.

When applied withα = 0.75, the time-limit model gave a rea-
sonable match with experimental data atRe= 3×106, where it
estimated a drag coefficient of 0.822.

Conclusions

It was found that the variation in flow parameters such as
mean drag coefficient and Strouhal number were influenced by
changes in the turbulent boundary conditions. However, large
changes in turbulent length scale of several orders of magni-
tude did not translate into variations of the same magnitude in
the measured flow properties. The performance of CFD was
quite poor regardless of the chosen boundary conditions, and
it is evident that improvements to eddy-viscosity modelling are
required for such bluff body flows at high subcritical Reynolds
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Figure 8: Comparison of pressure coefficient distribution about
the cylinder in the critical Reynolds number regime.

numbers. The time-limit turbulence model modification ap-
pears to offer some improvement over the standardk-ω model,
especially in its ability to correctly model some flow structures.
However, this improvement is contingent on operation at suit-
able Reynolds number and the chosenα values.
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Abstract 
Magneto-rheological fluids are  particulate suspensions which 
show a dramatic increase in viscosity when placed under an 
external magnetic field. This is due to the magneto-static 
interaction forces induced between the particles by the external 
field, which lead to the formation of elongated aggregates of 
particles aligned in the field direction. The highly non-Newtonian 
flow behaviour of these fluids can be represented by the Bingham 
fluid model, where there is solid-like behaviour with a field-
dependent yield stress. We have experimentally examined the 
small strain behaviour of this solid-like, pre-yielded state, and 
observed a linear, elastic stress-strain response up to the yield 
point. The corresponding modulus G0 was found to depend on the 
magnetic flux density B as G0 ~ B0.7. A theoretical calculation of 
this modulus was also performed, based on the interacting dipole 
approach.  
 
Introduction  
A magneto-rheological suspension (MRS) consists of polarisable 
particles dispersed in a non-polarisable carrier fluid, and displays 
a dramatic increase in flow resistance under a magnetic field. The 
basic mechanism is that the field induces a magnetic dipole 
within each particle, and the resulting interaction forces between 
particles lead to the formation of elongated aggregates which 
increase the viscosity (Fig. 1). There are several recent review 
papers available [1-3]. It should be noted there is also an 
analogous suspension system, electro-rheological fluid (ERF), 
whereby an external electric field induces electrostatic 
polarization of each particle, the interparticle forces again leading 
to aggregates and an increased viscosity.    
These materials are currently the object of intense research 
attention, as well as considerable applications development work 
in industry (eg tunable vibration damping systems, based on the 
adjustable flow properties). A key outstanding issue in our 
fundamental understanding of these systems is a theoretical 
constitutive framework within which predictions can be made 
about the flow behaviour under arbitrary field and flow 
conditions. Careful measurements are required of the rheological 
response in closely controlled flow conditions, and this is the 
contribution of the present work.  
We have carried out a series of rheological tests on MRS using 
laboratory prepared magneto-rheological samples and  a   
modified controlled stress rheometer, with particular focus on the 
response at the start-up of shear flow. The following sections will 
describe the materials and apparatus used, and then  present the 
results and discussion.  
 
Experimental 
Material 
The particles were carbonyl-iron powder (average particle size 
4µm), manufactured by ISP Corp (grade S3700). These were 
dispersed in a 0.1Pas silicone oil (Dow Corning). The volume 
fraction was 30%. The particles were mixed thoroughly, and 
prior to any testing the bottle was vigorously shaken to re-

disperse the system. Inspection of the samples after the tests 
showed minimal clumping of particles.  
 
Equipment 
The Paar Physica MCR300 rheometer was used in the parallel 
plate mode (diameter 20mm,  typically 1mm gap), as illustrated 
in Fig. 2. The rheometer has been modified  so  that  a  uniform  
magnetic  field   can be applied to the sample (perpendicular to 
the plates) which is produced by an electromagnet under the 
bottom plate. This consists of a coil of 495 windings, through 
which is passed a DC current of up to 2A. The test cell is 
enclosed in a chamber comprising of iron elements, which re-
direct the magnetic field to the bottom stage, thus generating a 
magnetic circuit. 
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Figure 1. Flow curves for a typical magneto-rheological suspension, 
consisting of carbonyl-iron particles dispersed in silicone oil (volume 
fraction 30%). Each curve corresponds to a particular magnetic field 
strength B – magnitudes indicated on graph (units : Teslas). 
 

 
 
Figure 2. Schematic of the magneto-rheological test cell. The sample is 
sandwiched between the parallel circular plates, with a magnetic flux (B) 
applied normally to the plates. The upper disk is rotated, inducing shear 
flow in the sample.  
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Procedure 
Prior to the commencement of the tests below, the constant 
magnetic field was applied to the sample for 5minutes (with no 
deformation) to enable the particulate columnar microstructure to 
fully develop. The following tests were performed : 
(i) Steady shear flow – shear rates up to 100s-1 (under constant 
magnetic field).  
(ii) Transient response after shear start-up under slow constant 
shearing (yielding behaviour). Typical shear rates : ~ 0.01 to ~ 1 
s-1. 
 
Results and Discussion 
The steady shear results are shown in Fig 1. These are similar to 
previous reports in the literature [5-7], and it is  confirmed that 
the sample does indeed show the magnetorheological response. 
The presence of a yield stress, with a magnitude dependent on the 
magnetic field strength, is apparent.  
A typical result from the shear start-up tests is illustrated in Fig. 
3, for the case of applied shear rate of 0.01s-1 and constant 
magnetic flux density of 0.47T. It is seen that as the strain is 
increased, there is an elastic-type deformation at low strains (due 
to the tilting and deformation of the particle columns, spanning 
the two rheometer plates – Fig. 6). However, as the strain reaches 
a critical value  (approximately 0.3 in the case of Fig. 3), the 
stress begins to plateau, eventually reaching a steady state value 
(corresponding to steady shear behaviour). At this stage the 
microstructural deformation process has likely reached a steady 
state, involving the rupture and re-formation of the chains or 
columns   under the constant shearing.  
Similar curves were obtained at different shear rates over the 
range 0.01 s-1 to 10s-1.  Under small strains, the shear stress τ was  
 

 
 
Figure 3. A typical shear start-up test, with stress plotted as a function of 
strain. The shear rate was 0.01s-1 and the magnetic field 0.47T. 
 
found to increase linearly with strain γ  : that is,  the exponent α 
in τ ~ γα was found to lie in the range 0.95 to 1.05 for all tests 
carried out. Therefore, we can use a modulus of elasticity G0 to 
describe the linear response at small strains, defined as follows :  
G0 = τ / γ . The variation of G0 with magnetic flux density B, 
evaluated at a strain of 0.01,  is plotted in Fig. 4. Fig. 4 shows 
that G0 increases with magnetic flux density B. This result is 
expected since the interparticle interaction forces become 
stronger as B is raised. The exponent b in the relationship G0 ~ Bb 
was found to be 0.70. Following is a theoretical treatment of this 
solid-like deformation of MRS under small strains, to examine 
the origin of this exponent of 0.70. 
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Figure 4. Variation with magnetic flux density B of modulus G0 which 
characterizes the initial solid-like response in the shear start-up curves. 
Measurements performed under different shear rates are shown: shear 
rate of 0.01 s-1 (open circles), 0.1 s-1 (open diamonds), 1 s-1 (open squares) 
and 10 s-1 (filled squares).  
 
Theory 
The starting point for the theoretical modelling is the 
magnetostatic interaction force between two spherical particles of 
radius a under a magnetic flux density of B, as illustrated in Fig. 
5.  
 
 

 
Figure 5. Two polarised spherical particles, under the magnetic flux 
density B. 
 
The angle θ is measured from the field direction, and r is the 
centre-to-centre separation. Using the unit vectors er and eθ as 
shown, the interaction force experienced by sphere 2 due to 
sphere 1 (F12) is given by  
 

F12 = k P2 r -4 [ f1(θ)er  + f2(θ)eθ  ]      
(1) 

 
P is the strength of the electric dipole induced in each particle (ie 
the magnitude of the particle’s polarisation, assumed constant), 
and is given by P= 4πa3 β B where β = (µp - µc)/[ µ0µc(µp + 2µc )] 
and µp and µc are the magnetic permeabilities of the particle 
material and the carrier fluid respectively.  The functions f1(θ) 
and f2(θ) describe the orientational dependence of the interaction 
force and are given by f1(θ) = 3cos2θ -1  and f2(θ) = sin2θ.  The 
constant k is given by k = (µ0µc)/4π where µ0 is the vacuum 
permeability.  
 
The force given by eq(1) will act to attract particles which are 
aligned parallel with the field direction. The particles will be 
repelled if they are placed side-to-side, perpendicular to the field 
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direction. This model is often referred to as the “point dipole 
model”. 
We now turn to the case where we have a single-width chain of 
particles, with the particles held to their neighbours by the 
interaction force (F12 - eq(1)). As illustrated in Fig. 6, this chain 
is subject to a shear strain through application of a horizontal 
shearing force F.  
 

 
 

Figure 6. Chain of particles held together by the electrostatic interaction 
force (eq(1)). A shearing force F is applied to the chain, which is assumed 
to deform affinely as shown for small strains.  
 
For small values of shearing strain (ie small values of θ) it is 
possible to analytically calculate the force-strain relationship. 
This enables us to obtain the elastic modulus, if we assume that 
the system consists of similarly strained chains connecting the 
plates of the rheometer, and which do not interact with each 
other. (isolated chains). Writing φ for the volume fraction of the 
particles, we obtain the following theoretical result for the 
modulus G0 : 
 

G0  = 3/(16π) φ k P2 /a6        
(2)  

 
Substituting typical values for the experimental parameters we 
find that eq(2) predicts G0 to be of the order of 104 Pa under a 0.5 
T magnetic flux density. This result underestimates the 
magnitude of the modulus (cf Fig. 4). In addition, the quadratic 
dependence on P (the dipole strength of each particle) implies a 
quadratic dependence on the flux density B. This is different to 
the β=0.7 exponent observed experimentally (see Fig 4 and 
discussion thereof). Even a more sophisticated model, accounting 
for magnetic saturation effects in the region of the interparticle 
gap, predicts an exponent of β=1.5 [8].  
Clearly, the exponent in the experiments (0.70) is much lower 
than the exponents predicted by these theories. The most likely 
explanation for this is that the particles may have gone into the 
magnetic saturation regime under the fields used—in fact this 
would be more likely to happen with concentrated suspensions as 
used here. Indeed, magnetisation measurements by Martin and 
co-workers [9] on a similar particulate system (but at a lower 
volume fraction of 0.028) indicate that under 0.2 T fields the 
material is already heavily in saturation (Fig. 12 of that paper). 
Another factor leading to the discrepancy between the exponents 
may be that interactions other than field-induced forces, such as 
excluded volume interactions between the particles as they 
rearrange themselves within the aggregates, are also contributing 
to the solid-like mechanical resistance to shearing at the small 
strains. Indeed, it has been observed microscopically [1,2] that, 
rather than single-width chains (as we have modelled – Fig. 6), 

the particles tend to arrange themselves into thicker columnar 
structures aligned in the field direction.  
 
Conclusions 
Magneto-rheological fluids show a distinctive, Bingham plastic-
type response under magnetic fields, with the yield stress 
depending on the field strength.  We have examined the small 
strain behaviour of the pre-yielded, solid-like material. We 
observed a linear stress-strain response up to the yield point, with 
the corresponding ‘elastic’ modulus G0 depending on the 
magnetic flux density B as G0 ~ B0.7. This exponent was 
significantly less than those obtained from theoretical 
calculations based on the single-width chain model, indicating 
that interactions other than the induced magnetostatic dipole-
dipole forces may be playing a role in the mechanical resistance 
of the particle aggregates to an applied shear strain.  
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Abstract

This paper details an investigation into the Impedance Mis-
match Method (IMM) as a means of modelling solid-wall
boundaries for both one- and two-dimensional computational
aeroacoustics (CAA) simulations. The main attraction of this
method is its ability to model curved shaped bodies on a carte-
sian grid. Firstly, the IMM is used to model a solid wall within
a one dimensional domain. In its given form the IMM is seen to
allow the transmission of small acoustic waves through the solid
region. A modification involving damping within the solid re-
gion is shown to be an effective improvement. The modified
IMM was also used to simulate acoustic scattering off a rectan-
gular block. The results compare well with those obtained using
the Tam and Dong wall boundary technique.

Introduction

Computational aeroacoustics (CAA) is a subfield of computa-
tional fluid dynamics (CFD) that has seen rapid growth over
the past decade. This has been primarily due to the develop-
ment of algorithms for the spatial and temporal discretizations
of the governing equations that have minimal numerical dis-
persion and dissipation errors. In this investigation manyof
the more recent numerical techniques are employed in the in-
vestigation of different solid wall boundary modelling. Ingen-
eral, the governing equations of acoustics are the compressible
Navier–Stokes equations. However, for the acoustic field, vis-
cous effects are usually neglected, so the Euler equations can be
used. The linearized, nondimensionalized Euler equationswith
a mean flow Mach number ofM in the x-direction are given by:

∂U
∂t

+[A]
∂U
∂x

+[B]
∂U
∂y

= 0 (1)

where:

U =







ρ
u
v
p






[A] =







M 1 0 0
0 M 0 1
0 0 M 0
0 1 0 M






[B] =







0 0 1 0
0 0 0 0
0 0 0 1
0 0 1 0







Numerical Methods

The following subsections detail the numerical methods that are
used in this investigation.

Time and Spatial Discretization

A standard 4th order accurate Runge-Kutta time marching
scheme is used in this investigation. Small time steps are used
to avoid issues of temporal dispersion error. Explicit finite dif-
ference schemes for spatial derivatives are generally given in
the form:

(

∂ f
∂x

)

l
≃

1
∆x

M

∑
j=−N

a j fl+ j (2)

where a j are the coefficients of the particular scheme. For
CFD calculations, such coefficients are typically chosen tosat-
isfy some formal accuracy of the Taylor series expansions.

In CAA however, the dispersion relation of the discretization
scheme is of equal importance to the formal accuracy. Tam and
Webb [9] developed the so called Dispersion Relation Preserv-
ing (DRP) finite difference scheme that uses a wide stencil with
some coefficients chosen to minimise the dispersion error. This
scheme has higher resolution than standard central differencing
schemes, allowing the use of less gridpoints per wavelengthin
order to achieve the required accuracy. Both the central andone
sided 4th order DRP coefficients used in this investigation are
given by Tam [5].

Absorbing Boundary Layer

The infinite physical domain is necessarily modelled on a finite
computational grid. This requires the introduction of absorbing
boundary conditions that allow outgoing waves to exit the com-
putational grid without reflection. One method that achieves
this is known as the Perfectly Matched Layer (PML) technique
of Hu [3]. This methodology employs a buffer region at the
edge of the grid that theoretically perfectly absorbs wavesof
all frequencies independent of the angle of incidence. Further
development by Hu led to a more stable formulation [2] that
also doesn’t require the physical variables to be split as done in
earlier versions. It is this formulation that is used in the study.

Solid Wall Boundaries

In the literature there are two methods of treating solid wall
boundaries. Tam and Dong [7] discussed wall boundary con-
ditions for computational acoustics. They concluded that the
main physical wall boundary conditions to be implemented are:

vn = 0 (3)
∂p
∂n

= 0 (4)

That is, the fluid velocity normal to the wall is zero and the pres-
sure gradient normal to the wall is zero. To implement these
conditions, one sided and partially one sided stencil coefficients
for the spatial derivatives were developed. The initial value of
the velocity normal to the wall is explicitly set to zero. A row
of ghost points for pressure are added inside the wall. The val-
ues of these ghost pressures are continuously set to ensure the
pressure gradient at the wall is zero.

Chung and Morris [1] developed the so called Impedance Mis-
match Method (IMM) for modelling solid wall boundaries. In
this scheme each point on a cartesian grid is assigned a mean
densityρ and a sound speeda. The solid wall is modelled with
a markedly different characteristic impedance (ρa) to that of the
fluid region. Curved solid bodies may be adequately modelled
by assigning grid points as either inside or outside the body. At
the interface between two regions waves are perfectly reflected
if the impedance ratio is infinite. Due to instabilities thatarise
in having a ratio that is too large, the finite impedance ratiothey
recommend to use is around 1/30. According to Laik and Mor-
ris [4], the amplitude of the reflected wave (pr) to the incident



wave (pi) is given by:

R =

∣

∣

∣

∣

pr

pi

∣

∣

∣

∣

=
ρ2a2−ρ1a1

ρ1a1 +ρ2a2
(5)

whereρ1 andρ2 are the mean densities anda1 anda2 are the
speeds of the sound in the two media. IMM requires the re-
formulation of the Euler equations to include the density terms
inside the spatial derivative operators. The density in theacous-
tic regions of the grid is set to unity and inside the solid wall
regions it is set to a much smaller value, depending on the par-
ticular density ratio to be used. The following are the two di-
mensional IMM Euler equations with mean flow Mach number
M in the x direction:

∂U
∂t

+
∂E
∂x

+
∂F
∂y

= 0 (6)

where:

U =







ρ
u
v
p






E =







Mρ+ρ0u
Mu+ p/ρ0

Mv
Mp+ρ0u






F =







ρ0v
0

p/ρ0
ρ0v







Artificial Selective Damping

Solid wall boundaries, especially ones with sharp edges often
result in spurious waves being generated. Due to the limited
resolution of finite difference schemes these waves will travel
at supersonic speeds and contaminate the solution. Tam and
Dong [6] studied these short wave components and developed
an artificial selective damping technique that can be used tore-
move these high frequency waves from the calculations. Tam
and Shen [8] improved this with a variable artificial damping
technique. The amount of damping in their method is controlled
by a parameter called the stencil Reynolds number (Rstencil).

One Dimensional Simulations

The one dimensional Euler equations are to be used to model
the arrangement given in the figure 1. The effectiveness of the
IMM solid wall is to be tested with the use of the following
initial conditions:

p(x,t = 0) = e− ln(2)x2/25 (7)

v(x,t = 0) = 0 (8)
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PML
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A B

Region

PML

−150 −100 −50  0 50 100 150

x

Figure 1: One dimensional arrangement.

Chung and Morris [1] performed an investigation into the IMM
in one dimension. They showed that the pressure amplitude of
the reflected wave was comparable to that of the incident wave
and the transmitted pressure wave had small amplitude. The
pressure distribution plot in figure 2 shows results that areal-
most identical to those obtained by Chung and Morris. Further
investigation into theu velocity wave reveals that it is transmit-
ted into the second medium in an amplified form. Plotting the
pressure time histories of the points A and B from figure 1 re-
veals the unexpected results shown in figure 3. This plot shows

that the point in front of the object, point A, has extra pressure
waves passing through it. The source of these waves is the pres-
sure wave bouncing around inside the solid wall medium. Be-
hind the solid wall, point B, waves are observed to pass through
to this point. These transmitted waves could be eliminated by
decreasing the density ratio, however Chung and Morris advise
that decreasing the density ratio too much may make the system
numerically unstable.
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Figure 2: Pressure and velocity at time t=75, the reflected and
transmitted waves are clearly visible.
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Figure 3: Pressure histories for different values of internal IMM
damping (a) Point A in front of the solid object and (b) Point B
behind the solid object.

Improvement to the IMM

To prevent the waves bouncing around inside the solid wall re-
gion from periodically emitting waves into the rest of the do-
main, the following damping was added to the governing equa-
tions within the solid wall region:

∂p
∂t

= ...−σp (9)

∂u
∂t

= ...−σu (10)

whereσ is some damping ratio between zero and one. The ex-
periment was rerun with the extra damping added, the markedly
improved results are shown in 3.

Two Dimensional Scattering off a Rectangular Block

In this section acoustic scattering off a rectangular blockis to
be investigated using the arrangement shown in figure 4. The
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initial condition is to be given by:

ρ(x,y,t = 0) = e− ln(2)((x−40)2+y2)/32
(11)

u(x,y,t = 0) = 0 (12)

v(x,y,t = 0) = 0 (13)

p(x,y,t = 0) = e− ln(2)((x−40)2+y2)/32
(14)

The solid wall boundary was modelled using both the Tam and
Dong [7] method and the IMM. The sharp corners of the rect-
angular object give rise to the development of spurious waves
that contaminate the solution. Artificial selective damping will
be used to damp these waves, the amount of damping being
controlled by the parameterRstencil. For the IMM modelling,
the paramters that may be adjusted are the density ratioρ and
the IMM internal damping coefficientσ. The test cases to be
investigated are given in table 1.

Test Wall Rstencil IMM IMM
Case Boundary ρ σ
TAM Tam and Dong 0.1 - -
IMM1 IMM 0.1 0.030 -
IMM2 IMM 0.1 0.030 0.05
IMM3 IMM 0.1 0.030 0.10
IMM4 IMM 0.1 0.015 0.05
IMM5 IMM 0.2 0.030 0.05

Table 1: Two dimensional test cases.

Results

Using the TAM test case results, contour plots of pressure are
shown at different times in figure 7. The block successfully
reflects sound off its surface. The pressure histories at point
C directly behind the block for several different test casesare
shown in figure 5. IMM1 shows poor results without any extra
damping inside the block region. IMM2 and IMM3 show how
the result is improved asσ is increased. IMM4 shows improve-
ment over IMM2 by having a smaller density ratio. Figure 6
shows the pressure history for point D at the corner of the do-
main. IMM3 shows marked improvement over IMM1 due to

the addition of damping inside the block region. Finally, figure
8 shows the pressure histories at point E in front of the block.
The IMM2 results show high frequency fluctuations in the re-
sult. These are due to spurious waves generated when the sound
impinges upon the block. These waves may be eliminated by
increasing the artificial selective damping coefficientRstencil as
shown by IMM5.
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Figure 5: Pressure fluctuations at point C.

Conclusions

An improvement to the Impedance Mismatch Method (IMM)
has been suggested for use in both one- and two-dimensional
acoustics simulations. This improvement leads to results close
to those obtained using the Tam and Dong wall boundary con-
dition.
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Abstract 
Unsteady vortex shedding at a trailing edge may cause pressure 
fluctuations and strong tonal noise which can have important 
consequences to the performance of marine and aeronautical type 
lifting surfaces.  This paper presents data from unsteady RANS 
simulation of high Reynolds number trailing edge flow.  It aims 
to identify and quantify dominant features of the trailing edge 
flow field over a two-dimensional hydrofoil at Reynolds numbers 
of chord (Re) from 1.4x106 to 8.0x106.  The foil section is a 
NACA0015 profile with a trailing edge cut at 0.2% chord from 
the trailing edge. 
 
It is found that the onset of vortex shedding occurs at a bluntness 
parameter h/δ* ≥ 0.28 and Reh ≥ 1.9x104, where h is the 
characteristic length scale of the trailing edge bluntness, δ* is the 
boundary layer displacement thickness and Reh is the Reynolds 
number based on h. 
 
Introduction  
The flow of an incompressible viscous fluid over a submerged 
lifting surface at high Reynolds numbers induces a variety of 
fluid phenomena.  Laminar boundary layers form at the leading 
edge and depending on the viscosity of the flow, may quickly 
transition into turbulence which completely envelops both sides 
of the lifting surface near the trailing edge.  Turbulent boundary 
layers near the trailing edge generate broadband scattering noise 
as well as surface pressure fluctuations which tend to excite 
structural vibration and fatigue [1].  Furthermore, separation of 
the turbulent boundary layer at the trailing edge can cause 
sustained shedding of vortices into the wake and generate tonal 
noise.  An accurate prediction of trailing edge flows is therefore 
crucial to estimate the associated noise. 
 
The onset of vortex shedding at the trailing edge is closely related 
to the characteristics of the boundary layer flow near the trailing 
edge and its bluntness, h/δ* [1].  Thus significant changes in 
Reynolds number and slight modifications to trailing edge 
geometry may lead to fundamental changes in the trailing edge 
boundary layer flow.  This, in turn, affects the near wake flow 
and modifies the shedding of vorticity into the wake [2]. 
 
This type of turbulent flow over hydrofoils or aerofoils is of 
particular interest to designers of propellers, control surfaces and 
lifting devices seeking quiet high performance components.  
Examination of the two-dimensional flows over hydrofoils can 
give insight into how the trailing edge geometry influences 
performance measures such as lift, drag and pressure loss, as well 
as the magnitude and nature of damaging structural vibration and 
the generated noise from surface pressure fluctuations.  
Numerical simulation provides an avenue for potentially accurate 
prediction of this damaging phenomenon.  However, despite the 
rapid increase of computer power, analysis of such complex 
flows by Direct Numerical Simulation (DNS) and the alternative 
technique, Large-Eddy Simulation (LES), remains 

computationally expensive.  Thus, the modelling of high 
Reynolds number flows continues to be based on the solution of 
the Reynolds-averaged Navier-Stokes (RANS) equations despite 
the claims of experts that the noise generating eddies over a wide 
range of length scales cannot be adequately represented by 
RANS equations [3]. 
 
This paper presents the development of a numerical prediction 
method using the commercial computational fluid dynamics 
(CFD) code of FLUENT based on RANS equations to determine 
the extent to which RANS modelling can predict trailing edge 
flow and tonal noise.  The following will thus be a close 
examination of the trailing-edge and near wake flow over a 
hydrofoil at high Reynolds numbers to verify the relationship 
between the trailing edge parameter h/δ*, and the occurrence of 
vortex shedding.  The validation of the turbulence model used for 
high Reynolds number hydrofoil flows has been reported by 
Mulvany et. al. [4]. The time-averaged results of displacement 
thickness are compared to semi-empirical data on flat plate 
boundary layer growth.  The computed results are then used to 
obtain the unsteady turbulent flow field around the trailing edge 
and the time history of surface pressure fluctuations and velocity 
changes in the wake.  The frequency spectra of the pressure 
fluctuations can thus be calculated and the resultant Strouhal 
numbers compared with published data from Blake [1]. 
 
The case under study is a two-dimensional hydrofoil with a 
NACA0015 section and chord length of 540mm.  This 
symmetrical profile represents a generic section shape used on 
submerged control surfaces for submarines and ships.  
Limitations on current manufacturing equipment make it 
impossible to produce a perfectly sharp trailing edge.  To 
accommodate this, the hydrofoil is ‘cut’ at 0.2% chord from the 
trailing edge resulting in a blunt edge with a vertical height of 
just over 2mm.  The hydrofoil is aligned at zero degrees to the 
incident uniform stream of 2, 5, 7, and 11.5m/s which correspond 
to Reynolds numbers of chord based on freestream velocity Uref 
of 1.4, 3.5, 4.9, and 8.0 x106 respectively.   
 
Figure 1 shows the trailing edge geometry under investigation 
and a close-up on the blunt edge.  Stations A, B, C, D and E refer 
to measurement stations of pressure fluctuations on the upper 
surface of the hydrofoil.  They are located 100mm from the 
trailing edge xA=438.92, 70mm from the trailing edge xB=468.92, 
40mm from the trailing edge xC=498.92, 0.95 chord lengths from 
the leading edge xD=513 and at the trailing edge xE=538.92 
respectively.  Station F refers to the horizontal line offset 0.5mm 
above the chord line which runs from the blunt edge, through the 
wake and to the rear end of the control region.  The time-history 
of the vertical velocity along this line is recorded to give an 
assessment of the fluctuating vorticity in the wake.  The value of 
displacement thickness, δ* used to calculate the bluntness 
parameter, h/δ* is calculated from the boundary layer velocity 
profile at a distance of 0.2Yf as defined in Blake for the edge 
geometry under investigation [1]. 
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Figure 1. Hydrofoil geometry and measurement stations located at 
xA=438.92, xB=468.92, xC=498.92, xD=513, xE=538.92 and F which is a 
horizontal line running from the blunt edge and through the wake. 
 
Computational Methodology 
 
The solution of the flow field is achieved using the commercial 
CFD code FLUENT.  The unsteady segregated solver is utilised 
with 2nd order implicit approximation of the governing equations.  
Pressure-velocity coupling is achieved using the SIMPLE 
method. The time advancement is determined by the fixed time 
step size ∆t, which is initially set to a sufficiently small value to 
achieve convergence of the residuals after 25 iterations.  
FLUENT provides a range of Reynolds-averaged turbulence 
models.  Based on published results, the realizable k-ε model 
with enhanced wall treatment was chosen as it provides superior 
performance over the other available models under adverse 
pressure gradients, separation and recirculation [4]. 
 
The computational domain contains the full hydrofoil section 
within a rectangular control region.  The control region which is 
1.5 chord lengths in front, above and below the leading edge of 
the hydrofoil and 3.5 chord lengths behind the trailing edge is 
sufficiently distanced from the hydrofoil’s surface as to have 
negligible effect on the solution.  ‘Velocity inlet’ boundary 
conditions are specified at the front, upper and lower boundaries 
of the control region to allow the definition and variation of flow 
upstream of the hydrofoil.  The ‘outflow’ boundary condition is 
used at the outlet and no-slip wall boundary conditions are 
defined for the surfaces of the hydrofoil. 
 
The computational grid is meshed with quadrilateral cells using a 
structured multi-block method.  The control region is thus 
divided into fifty, four-sided map meshed faces.  Strong control 
over the density and distribution of cells is achieved through 
independent meshing of each block using edge mesh stretching 
schemes.  Special care is given to the near-wall region with 
appropriate clustering to resolve the viscous sublayer of the 
boundary layer.  As required by the enhanced wall treatment, the 
wall-adjacent cells should be of the order of y+ =1 and have at 
least 10 cells within the viscous sublayer [4].  To reduce the 
computational cost, the mesh is stretched in the near-wall regions 
and increase in area away from the wall.  Furthermore, 
transitional cells are utilised to reduce the fine mesh close to the 
hydrofoil to achieve a coarse mesh in the outer region.  The wake 
region is meshed with a greater density of cells.   The near wake 
and trailing edge region is refined further through hanging node 
grid adaption.  Attention is required in critical regions of the flow 
where it is important that the mesh is mostly orthogonal to the 
flow, has minimal skewness and acceptable aspect ratios. 
 
A steady state solution is first obtained to set the initial 
conditions for the time-dependent solution.  10,000 iterations are 

sufficient for the lift and drag coefficients to converge.  To 
stimulate the unsteady flow field, the hydrofoil is given an initial 
perturbation of small vertical velocity for 100 time steps at a very 
small time interval of 5x10-5 seconds.  After this initial 
perturbation, the hydrofoil is again subjected to uniform flow to 
allow the perturbation to convect out of the computation domain 
before data sampling is activated to obtain the time-averaged 
result.   
 
Simulation Results 
 
The grid independence test was conducted on five meshes for 
Re=8.0x106.  Table 1 details the maximum node y+ and drag 
coefficients of each mesh.  Mesh 3, 4 and 5 predict almost 
identical drag coefficients, suggesting that grid independence is 
achieved.  Mesh 4 is selected considering that the maximum y+ is 
approximately one as required [4].  
 

Mesh No. of Cells Maximum y+ Cd (x10-3) 
1 69,844 7.993 5.786 
2 111,394 5.481 5.674 
3 178,852 3.373 5.178 
4 279,216 1.005 5.161 
5 329,968 1.017 5.159 

 
Table 1.  Maximum wall y+ and drag coefficients achieved for grid 
independence analysis. 
 
The overall flow field around the hydrofoil is well behaved as 
expected for a symmetrical section of moderate thickness.  In the 
viscous region close to the surface of the hydrofoil, laminar 
boundary layers develop at the leading edge, thicken and quickly 
transition to turbulence.  The transition to turbulence is 
characterised by a large increase in wall shear stress which 
occurs at approximately 0.01 chord lengths from the leading edge 
for all Reynolds numbers investigated in this study.  Thus, the 
upper and lower surface of the hydrofoil are nearly completely 
enveloped in turbulent boundary layer flow, which separates at 
the salient edge and interacts to form a turbulent wake 
downstream. 
 
Due to the convergence of the pressure and suction surface of the 
hydrofoil aft of the point of maximum thickness, the flow close 
to the surface decelerates, causing a gradient of increasing static 
pressure.  This is particularly evident in the region of the trailing 
edge as illustrated in Figure 2.  This adverse pressure gradient 
causes a greater thickening of the boundary layer compared to 
that expected over a flat plate. 
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Figure 2.  Mean surface pressure coefficient distribution over the pressure 
surface near the trailing edge for all Reynolds numbers under 
investigation. 
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Figure 3 shows the displacement thickness of the boundary layer 
as it develops over the trailing edge.  In comparison, the 
displacement thickness for a fully turbulent flat plate in a uniform 
stream of 11.5m/s is only slightly thinner than that for the 
equivalent hydrofoil case at 80% chord but differs significantly 
as the trailing edge is approached.  This rapid thickening of the 
boundary layer at the trailing edge influences the Reynolds 
number at which vortex shedding occurs.  Several trends are 
observed with the increase in Reynolds number.  Clearly, there is 
a general thinning of the boundary layer over the hydrofoil.  This 
is due to the diminishing viscous effects of the flow which also 
results in a reduction of skin friction drag.  Close examination of 
Figure 2 and the base pressure coefficient measured at the centre 
of the blunt edge, Figure 4, shows that the pressure at the trailing 
edge increases with Reynolds number which offsets the pressure 
drag and further reduces the overall drag coefficient. 
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Figure 3.  Displacement thickness of the boundary layer as it develops 
over the trailing edge of the hydrofoil compared to that of a flat plate for 
Uref=11.5m/s. 
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Figure 4.  Variation of drag coefficient, CD and base pressure coefficient 
Cpb, with increasing Reynolds number. 
 
For examination of the unsteady flow characteristics, the 
instantaneous vorticity magnitude contours in the region of the 
near wake for the Reynolds numbers under investigation are 
shown in Figure 5.  Figure 5a and 5b clearly show that for 
Re=1.4x106 and Re=3.5x106, vortex shedding does not occur and 
the separated flow past the trailing edge combines to form two 
standing eddies of opposite sign but equal magnitude in the near 
wake.  On the other hand, the vorticity fields in Figure 5c and 5d 
show evidence of vortex shedding in the wake for Re=4.9x106 
and Re=8.0x106, which decays in strength with increasing 
distance from the trailing edge.   
 
The time history of vertical velocity fluctuations through the 
wake is plotted in Figure 6.  In response to the initial 
perturbation, the oscillating flow of the wake is damped and 
clearly subsides with time for the case of Re=1.4x106 and 
3.5x106, whereas the sustained shedding of vorticity is observed 
for Re=4.9x106 and Re=8.0x106.  This result will be further 
validated using LES simulation. 

 
a) 
 

 
b) 
 

 
c) 
 

 
d) 
Figure 5.  Instantaneous vorticity fields computed from RANS for: a) 
Re=1.4x106, b) Re=3.5x106, c) Re=4.9x106 and d) Re=8.0x106 (contour 
levels from -1500→1500 of vorticity magnitude). 
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Figure 6.  Time history of the vertical velocity along the horizontal line 
defined as station F in Figure 1, for Re=1.4x106, 3.5x106, 4.9x106 and 
8.0x106. 
 
The pressure differentials induced by vortex shedding across the 
surface of the hydrofoil were observed to be a maximum at the 
trailing edge.  Figure 7 shows the corresponding frequency 
spectrum of the surface pressure fluctuation at “station E” 
obtained through Fast Fourier Transformation (FFT).  The largest 
peak in the frequency spectrum corresponds to the vortex 
shedding Strouhal number.  The discontinuities in the broadband 
spectral noise may be attributed to the limited number of pressure 
data used for the spectral analysis.  
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Figure 7.  Spectrum analysis of surface pressure fluctuations at the 
trailing edge, Station E, for Re=1.4x106, 4.9x106 and 8.0x106. 
 
Table 2 contains a summary of the displacement thickness at the 
trailing edge, the bluntness parameter, h/δ* and the observed 
tonal frequency generated at each Reynolds number calculated 
with reference to the blunt edge height.  Figure 8 shows the 
variation of time-averaged wake dimensions Lf/h and Yf/h with 
increasing Reynolds number. 
 

Reh 
(x104) 

δ* 
(mm) h/δ* Vortex 

Shedding fs (Hz) St 

0.538 7.916 0.263 No - - 
1.345 7.554 0.275 No - - 
1.883 7.445 0.279 Yes 298 0.444 
3.094 7.301 0.285 Yes 527 0.513 

 
Table 2.  Summary of vortex shedding strouhal number and bluntness 
parameters. 
 
Thus the onset of vortex shedding occurs at h/δ* ≥ 0.28 which is 
comparably close to Blake’s prediction of h/δ* ≥ 0.3.  This 
corresponds to a Reh of 1.8x104 and wake dimension Yf/h of 
0.70.  Compared to the published results in Blake [1] for a similar 
blunt edge geometry, the onset of vortex shedding occurs at Reh 
of 0.4x104 and the corresponding value of Yf/h and St are 1.0 and 
0.85 respectively.  Note, that the experimental results were based 

on a significantly larger bluntness parameter, h/δ* of 5.88 which 
may be the reason for the differences in the compared results.  
Also, the rapid thickening of the boundary layer at the trailing 
edge decreases h/δ* and thus delays the onset of vortex shedding 
until higher Reh values are achieved.   
 
Several similarities of the wake dimensions are observed 
compared to the wakes of cylinders just before and after the onset 
of vortex shedding.  As Reynolds number of the flow increases, 
the length of the formation region Lf/h initially increases and then 
decreases upon the onset of vortex shedding.  Furthermore, the 
intensity of the generated tone increases, characterised by a larger 
peak in the frequency spectrum [1]. 
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Figure 8.  Variation of wake dimensions Lf/h and Yf/h with increasing 
Reynolds number. 
 
 Conclusions 
 
The dynamic trailing edge and near wake flow have been 
successfully simulated using unsteady RANS turbulence models.  
It is found that the onset of vortex shedding is strongly related to 
Reh and the characteristics of the trailing edge.  For a given 
trailing edge geometry, the increase of Reh thins the boundary 
layer at the trailing edge which increases the likelihood of vortex 
shedding. 
   
Overall, the RANS equations appear to reasonably predict the 
onset of vortex shedding.  This occurs at h/δ* ≥ 0.28 which is 
comparably close to results in Blake [1].  However the observed 
Strouhal numbers do not correlate well with published 
experimental results for a similar blunt edge geometry.  This may 
be attributed to the inability of the RANS model to accurately 
obtain the time-averaged wake dimensions of the unsteady wake, 
which are used as scaling factors for the calculation of the 
Strouhal number.     
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Abstract 
This paper describes a study of free falling streams of particles or 
“particle plumes”.  Experiments in air were carried out to 
determine the volumetric flow rate of entrained air as a function 
of drop height, mass flow rate and particle properties.  Flow 
visualisation observations of the particle plumes are presented 
that show how the stream of particles descends in a dilating 
“core” of relatively constant radius after an initial contraction 
immediately below the source.  The void fraction of the falling 
particle stream appears to increase homogeneously with height to 
a given point, but then the stream breaks up into a train of distinct 
particle “clouds” that descend and disperse.  A theoretical model 
of the flow in such particle plumes is described whereby both 
entrained air flow rate and particle velocities are predicted for the 
situation where the core dilates homogeneously. 
 
Introduction 
Powders and granulated solid handling systems are widely used 
in industry for bulk solid materials storage, handling and 
transportation.  Industries relying heavily on these systems 
include agriculture, mining, chemical engineering, power plants, 
cement and food processing. There are many bulk solids handling 
processes that involve free fall of the particles (e.g. silo filling, 
conveyor transfers, powder mixing/processing).  When a stream 
of particles free fall, the surrounding air is induced to flow with 
the particle stream as the bulk solid accelerates and expands.  The 
entrained air forms a jet or boundary layer around the falling 
“core” of bulk material.  The radius of this boundary layer grows 
with increasing drop height and may carry with it fine, fugitive 
dust particles.   
 
Relatively little fundamental research has been carried out on the 
fluid and particle mechanics of these “particle plumes” which 
have some similarities with other plume and jet flows such as 
bubble plumes and water sprays [1,2] in that they are two-phase, 
non-Boussinesq problems.  The purpose of the present research is 
to develop predictive tools for designers of dust control systems 
and to further the understanding of an important fundamental 
fluid flow situation.  Articles have appeared in the past literature 
on air entrainment by falling streams of particles, notable that by 
Hemeon [3] who predicted air entrainment rates by extrapolating 
from the case of air entrained by a single, isolated particle free-
falling through quiescent ambient air. The theory of Hemeon was 
later applied and modified by Morrison [4] and Tooker [5].  More 
recently work in the US by Plinke et al. [6] and at the University 
of Wollongong has focussed on quantifying the practical 
situation where falling streams of common bulk materials entrain 
air and work on determination of the velocity profile of the 
entrained air has been previously reported [7]. In this paper 
results of recent experiments are presented and the development 
of a theoretical model of the behaviour of particle plumes is 
discussed. 
 
Experimental Apparatus 
The experimental rig was designed to permit the quantitative 
evaluation of the flowrate of air entrained by a falling stream of 
bulk material by allowing the stream to pass into a sealed 
enclosure through an aperture (Figure 1).  Induced and displaced 
air was extracted from the enclosure and the extraction flow rate 

was adjusted so that there was no static pressure difference 
between the chamber and the ambient air. The experimental 
methodology was validated by first replicating the results of 
Ricou and Spalding [8] by measuring the induced air flowing 
through the aperture from an isothermal jet generated by a nozzle 
where the hopper is located in Figure 1 [9]. The mass flowrate of 
bulk materials was maintained approximately constant during 
each test by means of the double-hopper arrangement, the test bin 
being flooded by the storage bin.  The entire hopper system was 
suspended from a frame so that the mass flow rate of material 
could be measured directly by means of load cells attached to the 
suspension cables.   
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Figure 1. Schematic of the experimental apparatus. 
 
Pressure equilibrium between the surrounding air and the inside 
of the chamber was determined by smoke visualization at a 
pressure observation port.  To maintain a constant height of 
stockpile during each experiment, a collection bin was installed 
to receive the excess particles from the stockpile through an 
annular slot.  The rig frame could be lifted up to adjust drop 
heights for various tests.  The particulate mass flow rate was 
varied by changing the diameter of the outlet of the discharging 
hopper.  Three bulk materials were tested: alumina powder, sand, 
and corvic vinyl powder with median particle diameters of 96µm, 
367µm and 116µm and particle densities of 2465kg/m3, 
1400kg/m3 and 1487kg/m3, respectively.  Bulk solid mass flow 
rates between 10grams/s and 83grams/s were employed for this 
section of the work. 
 
A visualisation study of the nature of the particle stream flow was 
also undertaken.  The velocity of the free-falling particles was 
estimated by video recording the particle stream using a Phantom 
high speed video camera with a frame rate of 1635Hz. 
Consecutive images were then analysed to estimate particle 
velocities using the Insight PIV software system (TSI Inc.).  The 
quantitative accuracy of this system was relatively limited due to 
the limited resolution of the high speed video camera. However, 
the data provided important information on both the qualitative 



 
and quantitative behaviour of the free falling particle stream.  The 
bulk solid material mass flow rates for this work were relatively 
small (~ 1gram/s where the hopper outlet radius 
1.0mm < r0 < 2.5mm). 
 
Experimental Results 
The volume of entrained air increased with increasing drop 
height and the specific entrainment volume (volume of air 
entrained per mass of particulate) decreased significantly with 
increasing mass flow rate.  The results for a series of tests on the 
alumina powder are shown in Figure 2. 
Figure 2. Air entrainment variation with drop height and mass 
flow rate for alumina powder. 

 

    
a) 0 < z < 70mm b) 200 < z < 

300mm 
c) 700 < z < 

900mm 
d) 900 < z < 

1000mm 
 
 Figure 3 Free-falling alumina particle stream: r0 = 2.5mm, pm& =3.8g/s 

(scale to the left is marked in 10mm increments) 
. 
An example of images of the falling stream recorded by means of 
the high speed digital camera are shown in Figures 3 and 4. The 
falling streams of particles appeared to have three zones of 
development. In the initial stages of free fall, Zone 1 (Figure 3a), 

the radius of the particle stream contracted immediately after 
leaving the hopper. This contraction is most likely to have been 
due to the fact that the conical sides of the hopper outlet imposed 
an initial inward radial velocity on the outer particles in the 
stream. 
 
After the initial contraction, the radius of the core of falling 
particles remained relatively constant (Zone 2) over a very large 
elevation (to at least z/r0 ~ 200). A significant feature of the flow 
was the fact that the dilation of the particulate material was not 
homogeneous, and the core of the stream appeared to break into a 
series of individual particle “clouds”, as shown in Figures 3 and 
4.  Often this breakup appeared to have a preferred length scale, 
analogous to the breakup of a thin stream of liquid falling 
through air under gravitational forces where surface tension plays 
a role in determining droplet size. The particle clouds appeared to 
disperse with increasing drop height and were more readily 
dispersed at low particle mass flow rates, pm& .   
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 mp=0.0209 kg/s, r0=5.5 mm
 mp=0.0551 kg/s, r0=9.3 mm
 mp=0.0666 kg/s, r0=9.2 mm
 mp=0.0829 kg/s, r0=9.4 mm  

At large z, in Zone 3, the particle “clouds” were no longer 
evident as distinct elements.  This region was only observed if 
there was a sufficiently large drop height or a sufficiently small 
particle mass flow rate.  Moreover, it was difficult to capture the 
behaviour of this region with the video recording apparatus 
available.  The behaviour of the particle-driven plumes clearly 
had characteristics similar to that of particle-driven thermals as 
described by Rahimipour and Wilkinson [10]. 
              

    
a) 0 < z < 70mm b) 200 < z < 

300mm 
c) 700 < z < 

900mm 
d) 900 < z < 

1000mm 
 
 Figure 4. Corvic vinyl particle stream: r0 = 2.5mm, pm =2.0g/s  &

 
The breakup behaviour of the particle stream was also dependent 
to some extent on the properties of the bulk material. This is 
illustrated by a comparison of Figures 3 and 4.  Figure 4a shows 
an energetic breakup event close to the hopper outlet and Figures 
4b-d indicate that the corvic vinyl clouds may disperse more 
rapidly than those of alumina.  
 
Theoretical Model 
The following one-dimensional analysis was developed by 
considering the momentum equations for both the falling 



 
particles and the induced air, which are coupled through 
the aerodynamic drag forces. Clearly the particle plume 
flow is complex and a one-dimensional model to predict 
particle velocities, air entrainment velocity and volumetric 
flow rate must involve simplification of the flow 
phenomena. The aerodynamic force acting on a single 
particle within a stream of particles, for example, is very 
different from that acting on a single, isolated, falling 
particle.  The inter-particle distances can be very small, 
particularly near the source of the particle plume, and the 
drag force acting on a particle is far from constant with 
respect to drop height. Moreover, the experimental results 
reported above show that the dilation of the particle stream 
may not be homogeneous beyond a given drop height. 
Nevertheless, the authors believe that the theoretical model 
represents valuable step toward the goal of understanding 
the behaviour of the particle plumes. 
 
Consider a particle stream released from a source of radius r0 
where n is the number of particles released per unit time.  If at 
some elevation z the particles move with velocity vp then the total 
drag force acting on these particles is given by [9]: 
 

Sd CfnF ××=∗     (1) 
 
where fd is the drag that would act on a single, isolated particle 
falling at velocity vp through quiescent air, and Cs is a “stream 
coefficient”, which we have introduced to represent the ratio of 
the drag force acting on a particle within a stream of particles 
compared to that for an isolated particle.  If all particles are then 
treated as being aerodynamically equivalent to spheres of 
diameter dp and density ρp, then: 
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where, β0 is the volume fraction of solid particles in the bulk 
solid, v0 is the bulk solid velocity at the source, ρa and µa  are the 
density and dynamic viscosity of air, respectively, va is the local 
characteristic vertical velocity of the air in the falling stream and 
CD is the drag coefficient for a single isolated particle.  
               
We have utilised the results of Wen and Yu [11] who carried out 
an experimental study on fluidized beds.  We have assumed that 
their results are representative of the present situation in the core 
of the unconfined particle plume and that the stream coefficient 
Cs is a function only of the volumetric void fraction, ε = (ρp - 
ρb)/(ρp - ρa), such that 

7.4−= εsC .  The net buoyancy force acting 
on the n particles released in one second, B*, is then given by: 
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Invoking conservation of momentum on the particles falling 
under the influence of gravitational forces gives the rate of 
change of particle velocity with height: 
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The development of the jet or boundary layer of entrained air 
may be modelled in the same way as for miscible jets/plumes by 
making the assumption that the horizontal velocity of the 
entrained air is directly proportional to a local vertical velocity 
scale [12].  The constant of proportionality being the 
“entrainment constant” (α) so that:  

( ) aaaa vrvr
dz
d αππ 22 =

    ,    (5) 
 
where ra and va are the “top hat” radius and velocity of the 
entrained air jet.  The rate of change of momentum flux of the 
entrained air with height may then be determined.  Since the flow 
is isothermal only drag forces from the particles act on the air and 
the drag force on the air per unit height is then F*/vp.  The rate of 
change of momentum flux is then: 
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Figure 5. Schematic of the particle stream with the dilating stream of 
particles of constant stream radius, rp, and surrounding entrained air. 
 
The determination of the local value of void fraction is an 
important issue in the theoretical model, because this influences 
the magnitude of drag forces on the particles.  The model above 
quantifies the particle velocity but the radius of the particle 
stream, rv, also needs to be known.  From the visualisation 
experiments described above it is clear that this radius is constant 
with respect to height for at least for much of Zones 1 and 2. We 
have therefore assumed that rv, ~ r0, However, for this model the 
complexities of the particle clouds have been put aside and the 
particle stream is assumed to dilate homogeneously. Equations 
(4)-(6) were then solved using a finite difference scheme.  
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Figure 6.  Entrained air flow rate and particle velocities predicted by the 
theoretical model for an arbitrary bulk solid (dp = 100µm, ρp = 1500 
kg/m3, ρb = 500 kg/m3, α = 0.03) with two different solid mass flow rates: 
a) pm& = 20g/s;  b) pm& = 0.2g/s.   
The results of this theoretical model are shown in Figures 6 and 7 
for a bulk solid of arbitrary physical properties.  Figure 6 shows 
how the particle velocity as a function of elevation is critically 
dependent on the particulate mass flow rate.  At the higher mass 



 
flow rate the particles continue to accelerate over the full height 
of the simulation (1.0m).  However, at the smaller mass flow rate 
the particles reach a maximum velocity at z ~ 0.2m and thereafter 
tend towards a lower velocity.  This behaviour has been observed 
qualitatively in the flow visualisation experiments as shown in 
Figure 8.  A further insight into the behaviour of the plume can 
be seen in Figure 7 where the velocity of the particles relative to 
the air approaches the terminal velocity as expected. 
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Figure 7.  Relative velocity of particles (vp – va) and stream coefficient, 
Cs, predicted by the theoretical model for an arbitrary bulk solid (details 
as for Figure 6). 
 
The entrainment constant α for each material was determined by 
fitting the theoretical model to the air entrainment experimental 
data using the least squares method.  Figure 8 shows a 
comparison of the predicted and measured entrained air flow 
rates for typical set of experiments on alumina. Note that the 
particle diameter used in the numerical model was taken to be the 
median particle size of a representative sample of the bulk 
material.  The theoretical model above provided a good 
correlation of the experimental data with a single entrainment 
constant for each material.  However, α did vary significantly 
between the materials: αalumina = 0.0196±0.004;αsand = 
0.0210±0.007; αcoriv_vinyl = 0.0326±0.006.  These entrainment 
rates are less than for miscible jets and plumes (αjet ≈ 0.0535, 
αplume ≈ 0.083). 
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Figure 8. Variation of entrained air flowrate against particle drop height, 
alumina (α = 0.0196, dp = 96 µm). 
 
Further work is required on the theoretical analysis to incorporate 
some of the details of the flow not covered above, while there is 
also a need for further experimental work to determine the 
particle velocities within the falling stream over all three zones. 

 
Conclusions 
 
Free falling particle streams, or particle plumes, are important in 
many industrial situations.  This paper has outlined a program of 
experimental work that has determined the characteristics of such 
falling streams in air, at laboratory scale, with respect to the 
quantity of air entrained as a function of height, particulate mass 
flow rate and physical properties.   
 
High speed video imaging of the free-falling particle stream has 
also shown that the bulk material does not dilate in a 
homogeneous manner, but rather the core stream of bulk material 
appears to break up into a series of particle "clouds" that disperse 
with increasing drop height. There also appears to be three major 
zones in the vertical development of the particle plume.  In Zone 
1 near the source the core stream of particles descends with a 
slight decrease in radius and appear to dilate homogeneously.  
Below this region, in Zone 2 the core stream breaks up into 
distinct particle clouds. And finally in Zone 3 these clouds 
become increasingly dispersed and the core stream radius 
increases markedly. 
 
A theoretical analysis of the air entrainment process has been 
developed that models the drag forces on the particles within the 
falling stream and predicts the particle velocity and entrained air 
flow as a function of drop height, particulate mass flow rate and 
particulate properties. 
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Abstract 
This research aims to experimentally investigate the critical flow 
velocity of light-water coolant in a reactor parallel-plate fuel-
assembly.  The critical flow velocity is the speed at which 
rectangular fuel-plates will buckle and collapse onto each other 
as a result of flow-induced vibration and consequent asymmetric 
pressure distribution.  Although fuel plates do not rupture during 
plate collapse, the excessive permanent lateral deflection 
(buckling) of a plate can cause flow blockage in the reactor core, 
which may lead to over-heating.  This is an important 
consideration in reactor core designs with parallel plate fuel 
assemblies.  The Replacement Research Reactor (RRR) currently 
under construction at the Australian Science and Technology 
Organisation (ANSTO) is of such a design.   
 
A simple physical model of a parallel-plate fuel-assembly 
composed of two parallel plates was constructed and tested in a 
closed-loop water tunnel (figure 1).  Plate vibration was 
measured at low flow speeds and the critical flow velocity was 
recorded.  Test results show plate collapse occurring, in 25°C 
light water, at an average flow velocity range of 11.9 - 12.0m/s.  
For the first time, cavitation was observed as a result of leading-
edge deformation during plate collapse.  The experimental results 
attained support Miller’s [4] critical-velocity calculation for plate 
collapse.  However, it must be stressed that the flow 
characteristics of the RRR are significantly different to the results 
reported here due to the presence of a lateral-support comb at the 
RRR fuel assembly inlet. This comb greatly reduces any 
vibrations and increases the critical velocity for the fuel 
assembly.   
 
Introduction 
Plate collapse phenomenon was first observed in the Engineering 
Test Reactor (ETR) in the 1950s.  It was noted that some fuel-
plates gave warning before buckling by a slight bending or 
warping.  Later, Miller [4] used wide-beam theory to equate the 
pressure differences between coolant channels with the elastic 
restoring force of the plate to estimate the critical-velocity (Ud) at 
which plates collapsed.  Plate collapse is a static-instability type-
failure occurring at a moderate velocity, identified by Kim and 
Davis [3] as the “critical static divergent velocity Ud”.  Static-
instability type failure is not to be confused with the high velocity 
dynamic instability experienced at the “critical resonance velocity 
Ur” when flow excitation frequency coincides with the in-fluid 
natural frequency of the fuel plate.   
 
Notable experimental investigations were undertaken by 
Groninger and Kane [2], Scavuzzo [5] and Smisseart [6]  to 
verify Miller’s critical flow velocity (critical static divergent 
velocity).  The experiments gave mixed findings, including:  
(1) Plates deflecting slightly below Miller’s critical-velocity and 
(2) an absence of Miller’s predicted sudden plate collapse at or 
beyond the ‘critical-velocity’ mark.  What was shown though 
was a gradual movement of the plates from their mean position 
with each incremental increase in velocity.  Thus plate collapse is 
actually the moment at which the plates touch after a gradual 
movement of plates.  Also, Smisseart showed that plate collapse 

produced alternately open and closed conduits, with plates 
collapsing in opposite directions. 
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Failure mechanism in parallel plate fuel assemblies. 
The main interest of this research is the observation and 
recording of the plate collapse phenomenon as this data can be 
used to appraise the oft-quoted Miller’s critical velocity, common 
in critical static-divergent velocity calculations.  
 
Most reactor cores have less than ideal flow conditions, 
characterised by turbulence, imperfect axial-flow and pressure 
fluctuations produced by pump and other plant equipment.  As 
such, equal flow through each channel of a parallel plate fuel 
assembly cannot be assumed.  Miller, one of the pioneers of flat-
plate fuel stability research described fuel collapse as due to the 
difference in velocities of adjacent channels.  This difference 
produces a pressure difference on either sides of a plate.  When 
the net pressure on the plate is too large for the plate to resist, the 
plate buckles and deforms.    
 
Fuel plate collapse originates from plate vibration.  As flow 
passes through a narrowing channel, the pressure head is 
converted to a velocity head and creates a suction force on the 
wall.  Should the wall be moveable as is the case for parallel fuel 
plates, the channel cross section can decrease to obstruct the 
flow.  Flow obstruction increases local pressure as flow from the 
inlet tries to overcome the constriction. Thus pushing apart the 
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Figure 1 – Isometric view of fuel-assembly-model inside the test 
section.  



 

fuel plates and increasing the channel cross section.  This pushing 
and pulling action acts periodically, vibrating the structure which 
can lead to large plate deflections and localised overheating. 
ANSTO [1] 
 
The theoretical collapse velocity 
Miller [4] derived a theoretical expression to predict the critical 
flow velocity (Ud) at which long parallel-plate assemblies 
collapse.  This expression is a function of the plate, channel and 
fluid characteristics, as shown below:    
  

 

 
 
 

(1) 

Where: 
Ud = Miller’s critical velocity (m/s) 
E = plate Elastic Modulus (kPa) 
tp = plate thickness (mm)  
tw = coolant channel thickness (mm) 
ρ = coolant density (kg/m3) 
W = coolant channel width (mm) 
ν = plate’s Poisson’s ratio 
 

Physical properties of parallel-plate fuel-assembly model 
Elastic Modulus of Aluminium 70.0 x 106 kPa 
Plate thickness 1.2mm 
Poisson’s ratio of Aluminium plate 0.33 
Channel Width 78.2mm 
Channel Height 4.3mm 
Coolant (H20) density 998.2 kg/m3  (at 25ºC) 
Calculated Miller’s Collapse Velocity 15.4 m/s 

Table 1. Calculated Miller’s critical velocity for this parallel-plate fuel-
assembly.   

Although Miller’s theoretical collapse velocity is a basic 
representation of a complicated system and is known to be 
outmoded when compared with CFD and FEA techniques, it 
remains a widely used theory because of its ease in giving an 
approximate velocity at which plate collapse will occur.  
However, to allow for uncertainties, reactor designers usually 
place a large margin between Miller’s critical-velocity and the 
designed operational coolant velocity.  The need to impose a 
margin of safety was shown in an analytical investigation 
conducted by Kim and Davis [3], which showed plate collapse 
occurring below Miller’s collapse-velocity, at 0.9Um in the 
absence of a steadying-comb. 
 
ANSTO Water Tunnel facility 
The water tunnel facility used in our experiments is located at 
ANSTO, Lucas Heights Research Laboratories in Sydney.  The 
water tunnel is one of only a few test facilities in Australia 
capable of delivering the power necessary to investigate plate 
collapse phenomenon.  The water tunnel is a closed loop flow rig 
used for flow visualisation, velocity measurement and pressure 
loss characteristics testing of hydraulic fittings.  The transparent 
test section is vertical, with internal measurements 0.3m x 0.3m x 
1.3m.  Water capacity of the rig is approximately 3000L, which 
is circulated by a double suction pump driven by a 75 kW AC 
motor and variable speed controller.  The motor and pump can 
achieve a flow of 230 L/s with no flow impediment inside the 
water tunnel or a maximum head pressure of 350kPa if the exit of 
the pump were to be blocked.   
 

Fuel assembly model 
This physical fuel-assembly model was designed to simulate a 
generic light-water cooled parallel-plate fuel assembly.  The 
model is comprised of two identical Aluminium plates dividing a 
single rectangular conduit into three identical channels.  The 
plates are rigidly clamped along the two long sides, with the two 
shorter sides free and have a dimension of 780mm x 78mm x 
1.2mm.    As shown in Figure 2, the fuel-assembly-model is a 
sandwich structure of 40mm thick Perspex plates, 4.3mm thick 
Perspex lengths and 1.2mm thick Aluminium plates.  The whole 
structure is clamped together by nuts and threaded rod equally 
spaced along the long edges of the model.   Also, the mock fuel-
assembly is mounted vertically in the water tunnel and is 
preceded by a plain rectangular duct mounted flush to the model.   
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Most flat-plate fuel assemblies are equipped with a stabilisation 
comb at the plate’s leading edged.  This comb, mounted at the 
mid point of the leading edge, helps to stabilise the fuel plate 
against flow induced vibration mechanisms such as turbulence, 
vortex shedding and fluidelastic instability.  For a conservative 
test of Miller’s Critical Collapse Velocity, there was no reason to 
install a stabilisation comb and none was installed in this model.      
 
As shown in figure 1, light-water at 25°C enters the flow 
straightener and passes into the fuel-assembly-model.  A base 
plate at the bottom of the test section prevents any flow bypass.  
Thus, all flow through the closed-loop facilty must enter the fuel-
assembly-model.  Having passed between the plates, the flow 
exits the top of the fuel-assembly-model and travels through a 
flowmeter further downstream.  Consequently, the flowmeter is 
able to measure the aggregate flow through the model.   
 

Figure 2 – Top view of the flat plate fuel-assembly-model, 
dimensions are in millimetres. 

40mm Perspex

Coolant Channel

4.3mm Spacer

1.2mm Plate

Threaded Rod

Figure 3 – Front and isometric view of the flat plate fuel-
assembly-model, dimensions are in millimetres. 



 

Instrumentation 
In the fuel-assembly model, one of the two plates is instrumented 
with strain gauges at three positions:  the leading edge, the 
middle of the plate and the trailing edge.  At each position two 
strain gauges on either side of the plate detect vibration and 
deflection at different flow speeds.  Strain gauges serve as the 
primary method for plate-deflection detection because they are in 
direct contact with the plate.  The strain gauges were epoxied  
into a 0.4mm ditch milled into the plate   and sealed by Araldite.  
The analogue voltage signal produced by the strain-gauges is 
directly proportional to the deformation on the plate.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Data Acquisition Equipment 

Strain Gauge Copper-Nickel alloy measuring-grid ; 
Measurable Strain: 2–4% max.    

Strain Gauge 
Amplifier 

RS Components No. 846-171  

Data Acquisition 
Card 

Fast Card : LabView No. NI6071E ; 
PCI Bus ; 1.25x106 Samples/Sec; 
Slow Card : LabView No. NI6033E ; 
PCI Bus ; 100x103 Samples/Sec 

Data Acquisition 
Software 

LabView 6.1 

Data Acquisition 
Hardware 

IBM Personal Computer, WinNT 
Operating System. 

 
 
 
In addition, the mock fuel-assembly is equipped to measure static 
pressure at 100mm intervals along the axis of the plate.  
Measuring pressure drop serves as a secondary method in 
detecting plate collapse, as the flow-loss characteristics of the 
fuel assembly-model changes once the plate has deformed.  
Pressure loss data can also be collected and used to verify CFD 
simulations in the future.   
 
As mentioned previously, aggregate flow through the fuel-
assembly model is measured by an electromagnetic flowmeter 
mounted in the water tunnel.  To validate the correct physicality 
of our experiment, it is necessary to check that equal flow is 
observed through each of the three channels before plate 
collapse.  This was done by using Laser Doppler Velocimetry 
(LDV) to sample the maximum flow-velocity exiting each 
channel. 
 
Vibration tests 
Tests were conducted in air and quiescent water to ascertain the 
dynamic characteristics of this model fuel plate.  To measure the 
in-air fundamental vibration of the Aluminium plate, stain gauges 
and accelerometers were used.  The plucking method was used to 

find the in-air fundamental frequency of the model fuel plate.  
Examination of the accelerometer and strain gauge results show a 
close agreement between the two measurements, with the 
accelerometer measuring a fundamental frequency of 684 Hz and 
the strain gauge measuring a fundamental frequency of 685Hz.   
 
Satisfied with our in-air plucking test, the strain gauge and 
accelerometer can be confidently used to examine the in-water 
response of the model-fuel-plates.  The fuel-assembly-model was 
placed horizontally and covered with water.  A set of strain gauge 
and accelerometers were fixed on the same location on the plate 
and the plucking method was used to obtain the plate’s dynamic 
response.  Examination of the accelerometer and strain gauge 
results for the quiescent water test shows near-identical results.  
The model fuel plate in quiescent water has a fundamental 
frequency of 100Hz, a first harmonic at 225Hz and second 
harmonic at 430Hz.   
 
Vibration monitoring of fluid-elastic instability. 
Following the in-air and in-water plucking test, the fuel-
assembly-model was flow tested in the water tunnel.  Before a 
model fuel plates was tested to destruction, it was vibration tested 
from 0 m/s  to 8 m/s at 1m/s intervals to observe fluid-elastic 
instability effects.  Monitoring was performed via the use of a 
LabView data acquisition card & software.  The analogue voltage 
signal was passed through a low-pass filter, recorded then 
processed using Fast Fourier Transform (FFT) method.  Results 
were averaged over 50 samples to reduce the effects of white 
noise. 

Figure 4 – Close-up photograph of strain gauge embedded inside 
an Aluminium plate and pressure tapings drilled into the side of the 
40mm Perspex plate.      
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 Figure 5 – Average spectra of strain gauges with flow velocity at 
6.0m/s (Re 48,360) .  Results show a distinct peak at 4.5Hz.

Table 2 : List of Equipment for plate vibration and 
deflection monitoring.   

 
 
Results attained agree with the push-pull fluid-elastic effect 
described in The Preliminary Safety Analysis Report prepared by 
ANSTO [1].  The vibration is low in frequency and appears to 
remain constant at 4.5Hz in turbulent flow.  Also, the graphs 
show that the amplitude of the vibration increases with flow 
velocity, which supports the notion that an increase in flow speed 
is accompanied by increasing plate exacerbation until plate 
collapse is brought about.     
 
Plate collapse flow tests. 
To detect the plate collapse phenomenon, the model was 
gradually subjected to higher flows at average-velocity 
increments of 0.5m/s until plate collapse occurred.   
Plate collapse was observed in a variety of ways.  The most 
accurate method was by recording the voltage output of the strain 
gauge at the leading edge of the plate where plate collapse was 
most severe.  As the plate catastrophically buckled out, the 
voltage would change sharply as the resistance changed in the 
strain gauge - until it was out of the ±5V range of the data 
acquisition card.   
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As shown in figure 6, the leading edge of the plate experienced a 
gradual buckling outwards as observed by Smissaert [6].  A 
maximum flow velocity of 12m/s (Re 108,716) was reached 
before the plates buckled far enough to be in contact with one 
another and thus achieving “plate collapse”.   
 
An indirect method of observing plate collapse was by recording 
the aggregate flow speed through the fuel-assembly model as 
plate collapse occurred.  With the pump delivering a steady 
pressure, the aggregate flow speed through the fuel-assembly 
model dropped by approximately 1m/s after the plates collapsed 
as shown in figure 7.  This drop in flow speed was due to the 
increased flow resistance of the plates as it flexed out into the 
path of the flow (figure 8).  Also, as a consequence of plate 
collapse, cavitation bubbles in the form of a fine mist were 
observed departing the coolant channel exit.    
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 Figure 8 – Post-failure end view of the flat plate fuel-assembly-model.  

Note: both plates’ leading edges have buckled and plastically 
deformed away from each other.       

 
 
 
Conclusion 
Preliminary results show plate collapse occurring at an average 
flow velocity between 11.9m/s to 12m/s in 25ºC light-water, 
which is 78% of Miller’s critical velocity.  It is lower than the 
collapse velocities reported in past experiments conducted with 
light-water at 50°C.  The shape of the plate collapse seems 
random, either with both plates collapsing onto each other or with 
both plates collapsing away from each other.  In the case of the 
plates collapsing away from each other, cavitation was observed.  
The results attained in the experiment compare well with the 
calculated Miller’s [4] Critical-velocity of 15.4m/s, keeping in 
mind that analytical analysis by Kim and Davis [3] predicts plate 
collapse at 0.9Ud.  As such, this experimental undertaking has 
shown the relevance and usefulness of Miller’s Critical Velocity 
for the safe design of flat plate type research reactors. 

Fig. 6   Flow velocity and pump head pressure versus time.   
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Abstract

A grid independence study and numerical computations are
reported for the flow past cylinders with free hemispherical
ends. A novel modelling technique is used whereby a spectral-
element method is employed with an azimuthal Fourier expan-
sion around the symmetry axis of the cylinder. The flow direc-
tion is then normal to the axis of symmetry, rather than in the
axial direction. For benchmarking purposes, results using the
proposed grids are compared to accurate computations of the
flow past a sphere, and an accuracy of better than0.5% is ob-
tained up to a Reynolds numberRe= 300. Plots showing alter-
ations in the symmetry characteristics of the wakes are provided
for length ratios up toLR = 10.

Introduction

In this paper the suitability of a spectral-element method with
an azimuthal Fourier expansion to study the flow past a cylin-
der with hemispherical ends (hereafter referred to simply as a
“cylinder”) is considered.

The cylinder may be described by a ratio between its overall
lengthL, and its diameterd, giving the length ratio parameter
LR = L/d. Clearly then,LR = 1 describes a sphere, whereas as
LR→ ∞, the straight circular span of the cylinder becomes the
dominant geometric feature, and the flow properties should ap-
proach those of a straight circular cylinder. This paper considers
only the case where the flow is normal to the symmetry axis of
the cylinder. A Reynolds number is defined asRe= U∞d/ν,
based on the cylinder diameterd, the freestream velocityU∞
and the kinematic viscosity of the fluidν. A schematic diagram
that shows the relevant dimensions of the cylinder is provided
in figure 1.

φd

U∞

L

Figure 1: Schematic diagram showing the relevant dimensions
of a cylinder with free hemispherical ends, and the relative di-
rection of flow.

The low-Reynolds-number transitions for a sphere and a cir-
cular cylinder are somewhat different: [6] describes how the
steady separated wake behind a circular cylinder becomes un-
steady through a B́enard–von Ḱarmán instability at approxi-
matelyRe= 47based on the cylinder diameter, and [16, 17, 18]
describes the subsequent development of three-dimensional
spanwise-periodic instabilities in the wake, beginning with the
Mode A instability at approximatelyRe= 180. For a sphere,
[15, 3] provided accurate measurements of a regular transition
to a steady non-axisymmetric wake atRe≈ 212, and [2, 14]

have shown that the subsequent transition to unsteady flow oc-
curs atRe≈ 272through a continuous supercritical bifurcation.

Short cylinders with hemispherical ends have been the subject
of experimental studies in recent years [10, 7], driven largely
by an interest in the variation in the transition Reynolds num-
ber for the development of unsteady flow, the subsequent vari-
ation in Strouhal frequency of shedding, and the interaction of
wakes behind pairs of bluff bodies [9, 8]. The study of cylin-
ders with hemispherical ends is also relevant to the study of cir-
cular cylinders of low aspect ratio (length/diameter) [5, 4]. In
[10] the critical Reynolds numbers for the development of peri-
odic flow in the wake behind cylinders with free hemispherical
ends was measured for a range of cylinders0≤ LR≤ 5. They
observe that the critical Reynolds number was approximately
Rec = 270for a sphere (LR = 1), and decreased with an increase
in length ratio. AtLR = 5 a critical Reynolds numberRec ≈ 85
was measured. This value is still significantly higher than the
value for a straight circular cylinder (Re≈ 47) measured by [6],
suggesting that longer length ratios need to be considered. A
benefit of the present numerical formulation is the ease with
which larger length ratios can be modeled. The significant dif-
ference in flow properties between a cylinder withLR = 5 and
a straight circular cylinder can also be perceived from the mea-
sured Strouhal–Reynolds number profiles provided in [10, 7].
The Strouhal–Reynolds number profile for the cylinder with
LR = 5 initiates at the critical Reynolds numberRec≈ 85with a
shedding frequencySt≈ 0.095. This is approximately21%be-
low the Strouhal frequency at the critical Reynolds number for
the onset of unsteady flow (St≈ 0.12) in the wake of a straight
circular cylinder, and approximately41% below the Strouhal
frequency at the same Reynolds number.

Whereas the previous experimental studies have provided sub-
stantial data relating to the Strouhal–Reynolds number relation-
ships for cylinders with1≤ LR≤ 5, little flow visualisation has
been provided. The present numerical study will add signif-
icantly to our understanding of the structure of the flows fol-
lowing the development of unsteady and spanwise-asymmetric
flow.

Numerical Formulation

The spectral-element scheme used in this study has been suc-
cessfully applied to model the flow past axisymmetric bodies
such as a sphere [14] and rings [11, 13]. These references
should be consulted for further details of the numerical method.

The method employed here uses the same Fourier expansion of
the velocity and pressure fields about an axis of symmetry as in
the previous studies, but with the important distinction in that
the flow direction is now normal to the axis of symmetry, rather
than in the axial direction. The mesh required to adequately
resolve the wake using this method has some unavoidable in-
herent inefficiencies. The use of a Fourier expansion of the flow
field around the cylinder requires that a large number of Fourier
planes be used to resolve details in the flow across the wake.
In addition, the computational domain must extend sufficiently



far from the cylinder to minimise both transverse blockage ef-
fects, and the deterioration of the wake structure in the vicinity
of the downstream domain. Using previous numerical studies as
a guide [1, 14], a family of meshes was constructed that varied
only in terms of the addition of elements between the hemi-
spherical ends to model the cylinder span. The mesh employed
to model a cylinder withLR = 1 did not require any of these ad-
ditional elements as the straight-span section of the cylinder had
zero length. The meshes consistently employed10 elements in
the radial direction, and5 elements between the axis and the
straight span section around the cylinder ends. As an example,
a plot of the mesh employed to model a cylinder withLR = 5 is
provided in figure 2.

Figure 2: A cutaway view of the computational domain showing
the mesh employed to model the flow past a cylinder with free
hemispherical ends and a length ratioLR = 5. Sub-elements are
shown, and the domain extends30d from the cylinder.

A grid independence study was performed atRe= 300using the
LR = 1 mesh to allow comparison with previous sphere studies.
Meshes withP = 64 and128Fourier planes were tested, to de-
termine the number of planes required to resolve the wake, and
the number of nodes per element was varied fromN2 = 25 to
144. The graph in figure 3 shows the convergence characteris-
tics with increasing number of mesh nodes (N2P) for the simu-
lations with64 and128planes. Notice that with64 planes, the
pressure and viscous components of the drag coefficient seem
to converge to within a few percent of the accurate sphere com-
putations (repeated from an earlier study [13]) indicated by the
dotted lines, but the Strouhal frequency is7% higher. This dis-
crepancy indicates that64 planes is insufficient to resolve the
wake. Notice that with128planes, each of the parameters con-
verges to within0.5% of the accurate numerical values. Based
on these findings, the meshes employed for this study each em-
ployedP = 128planes, andN2 = 121nodes per element.

To improve the stability of the time-integration of the compu-
tations, a filter was applied to the azimuthal Fourier modes to
reduce the number of modes in the vicinity of the axis of sym-
metry (r → 0). This treatment reduces the limiting effect of the
Courant condition on the time-step∆t.

Sphere Wake Comparison

A visual comparison of the wakes behind a sphere atRe= 300
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Figure 3: Convergence with increasing nodes per element (N2)
of a cylinder withLR = 1 (a sphere) atRe= 300. Meshes with
P = 64 and128planes (open and filled symbols, respectively)
are investigated, and the parametersCDp (¤), CDν (4) andSt
(©) are monitored. The dotted lines show the corresponding
parameter values from previous accurate studies of a sphere.

(a)

(b)

Figure 4: Isosurface plots showing the vortical structures in the
wake behind a sphere. In (a), the wake is computed using the
present crossflow grids, and in (b), a traditional axial-flow grid
is used. The wake in each case is viewed from above and the
side, and flow is from left to right.

computed using the present crossflow mesh and previous axial-
flow meshes is provided in figure 4. Notice that although the
flow quantities have converged to a high degree of accuracy us-
ing the crossflow method, an appreciable loss of fine detail in
the wake has occurred. Despite this, the convergence of the
flow quantities in the previous section suggests that meaningful
quantitative predictions of the flow regimes up toRe≈ 300can
be made.

To confirm that the accuracy predicted atRe= 300 extends to
lower Reynolds numbers, components of the mean drag were
computed. These values are compared to the accurate results
from [11, 12] in figure 5.
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sphere using the present numerical technique (symbols), and
from the accurate numerical computations of the flow by [11,
12] (lines). The mean pressure, viscous and total drag are shown
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Cylinder with Hemispherical Ends at Re = 300

One of the primary goals of the present study is to determine
how the hairpin shedding observed in the flow past a sphere
relates to the Ḱarmán vortex street behind a straight circular
cylinder. The unsteady wakes behind cylinders withLR = 1,
2, 3, 4 and 5 were computed atRe= 300. The variation in
the pressure and viscous forces acting on the cylinders were
monitored in three dimensions.

Chief among the interesting observations that have been made
to date is the link between the frequency of the hairpin shed-
ding from a sphere, and a spanwise oscillation computed in
the flow past cylinders. The frequency of this oscillation de-
creases with an increase inLR, as depicted in figure 6. The near-
periodic oscillations became weaker in magnitude as the length
ratio increased, and were replaced by a chaotic force response
at LR = 5. The decrease in the amplitude of the low-frequency
oscillation in the spanwise direction contrasted a measured in-
crease in the force response in the transverse direction normal
to the plane of the wake. This fluctuation is thought to be con-
sistent with the Ḱarmán shedding process.

Included in figure 7 are isosurface plots showing the wakes be-
hind cylinders with length ratios up toLR = 10. The cylinders
with length ratios in the range0≤ LR ≤ 5 were computed at
Re= 300, while the cylinder withLR = 10 was computed at
Re= 100. It can be seen that at smaller length ratios the wakes
are not symmetrical about the cylinder mid-span. This asym-
metry is associated with the Strouhal frequency of the spanwise
component of force acting on the cylinder shown in figure 6.
The development of a symmetry about the mid-span occurs be-
tweenLR = 5 and10. This observed symmetry development
with increasing length ratio is concurrent with the correspond-
ing decrease in the strength of the spanwise force component.

Coinciding with the development of spanwise symmetry is the
development of Ḱarmán-like shedding in the vicinity of the
cylinder mid-span, and within approximately1d to 3d down-
stream. Evidence of this is shown by solid vertical bands in the
isosurface plots, and can be seen in figure 7(d–f), although it is
more pronounced at the larger length ratios shown in figure 7(e,
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Figure 6: Strouhal frequency of the periodic oscillation in the
spanwise body force atRe= 300. Variation with length ratio.

f).

It is interesting to observe that even with a length ratioLR =
10, the influence of the free hemispherical ends on the two-
dimensional vortex street is significant. Downstream of the
cylinder (to between4d and5d downstream), evidence of an
approximately parallel vortex street can be observed. Further
downstream, the rollers in the wake are deformed by the three-
dimensional effects induced by the flow around the free hemi-
spherical ends, and a symmetrical three-dimensional wake re-
places the quasi-two-dimensional wake in the vicinity of the
mid-span.

Conclusions

A novel implementation of a spectral-element method has been
employed to model the flow past a cylinder with hemispher-
ical ends. Computations of the flow past a sphere using the
current crossflow implementation were compared with previ-
ous accurate numerical computations that used the more tra-
ditional axial-flow method. For comparison, isosurface plots,
Strouhal frequencies and drag coefficients were monitored, and
errors were within0.5%throughout the Reynolds number range
Re. 300. A limited number of computations of cylinders with
length ratios in the range1≤ LR≤ 5 provide tantalising hints
to the diverse flow regimes to be found.
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[2] Ghidersa, B. and Dǔsek, J., Breaking of axisymmetry and
onset of unsteadiness in the wake of a sphere,J. Fluid
Mech., 423, 2000, 33–69.



(a)

(b)

(c)

(d)

(e)

(f)

Figure 7: Isosurface plots of the vortical structure of the wakes
behind cylinders with free hemispherical ends. Parts (a–e) show
length ratiosLR = 1, 2, 3, 4 and5, respectively, atRe= 300, and
part (f) shows a length ratioLR = 10atRe= 100.

[3] Johnson, T. A. and Patel, V. C., Flow past a sphere up to a
Reynolds number of 300,J. Fluid Mech., 378, 1999, 19–
70.

[4] Ko, N. W. M., Law, C. W. and Lo, K. W., Mutual inter-
ference on transition of wake of circular cylinder,Phys.
Fluids, 12, 1962, 1–34.

[5] Norberg, C., An experimental investigation of the flow

around a circular cylinder: Influence of aspect ratio,J.
Fluid Mech., 258, 1994, 287–316.

[6] Provansal, M., Mathis, C. and Boyer, L., Bénard-von
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Abstract

A straight tube with a smooth axisymmetric constriction is an
idealised representation of a stenosed artery. We examine the
three-dimensional instability of steady flow plus an oscillatory
component in a tube with a smooth 75% stenosis using both
linear stability analysis and direct numerical simulation. These
flows become unstable through a subcritical period-doubling bi-
furcation involving alternating tilting of the vortex rings that are
ejected from the throat with each pulse. These tilted vortexrings
rapidly break down through a self-induction mechanism within
the confines of the tube. While the linear instability modes for
pulsatile flow have maximum energy well downstream of the
stenosis, we have established using direct numerical simulation
that breakdown can gradually propagate upstream until it occurs
within a few tube diameters of the constriction, in agreement
with previous experimental observations.

Introduction

Atherosclerosis, the formation of plaques within the arterial
wall, continues to be a major cause of death in the developed
world. The associated narrowing, or stenosis, of the arterycan
lead to potential significant restriction of blood flow to down-
stream vessels. Related to this condition is the potential of
plaque ruptures and thrombosis formation leading to particles
becoming lodged in smaller vessels possibly inducing myocar-
dinal infarction or stroke.

This association of arterial disease with flow related mecha-
nisms, such as wall shear stress variation, has motivated the
study of steady and pulsatile flow within both idealised axisym-
metric and anatomically correct arterial model stenoses [4]. Un-
der standard physiological flow conditions most arterial flows
are usually considered to be laminar, although typically sepa-
rated and unsteady. However in the case of a stenotic flow the
increase in local Reynolds number at a contraction can lead to
transitional flow associated with the early stages of turbulence.
The occurrence of turbulence-like flow phenomena makes the
numerical simulation of these flows particularly challenging es-
pecially when considering the large range of parameters re-
quired to describe both the geometrical and flow features.

In the current work, we turn our attention to the stability of
pulsatile flows in an axisymmetric stenotic tube. The approach
adopted is to analyse the global linear stability of the axisym-
metric flows to arbitrary three-dimensional perturbations. As
the problem has rotational symmetry about the cylindrical axis,
it is natural to use Fourier decomposition in the azimuth direc-
tion in order to break the general three-dimensional linearsta-
bility problem into a set of two-dimensional ones, dramatically
reducing the size of each individual problem. Once we have the
most unstable mode, we then use full three-dimensional direct
numerical simulation (DNS) in order to examine the evolution
of their instability modes, onset of turbulence, and nonlinear
dynamics.

D D
min

L

r

z

Figure 1: Geometrical parameters that define the axisymmetric
sinusoidal stenosis.

Parameter Space

We will take our length scaleD as the tube diameter and base the
Reynolds number on the temporally and spatially averaged in-
flow velocity ū. The axisymmetric stenosis shown in figure 1 is
described by a sinusoidal shape which can be described by two
geometric parameters: the stenosis degreeS= 1− (Dmin/D)2

and the stenosis lengthλ = L/D. We have considered the ge-
ometry defined byS= 0.75 andλ = 2.

To complement the geometric factors we also need to consider
the physiological flow parameters. If we permit the inflow to
have a pulsatile waveform of periodT and restrict attention to
cases of non-reversing, spatially averaged flow we can identify
three important flow parameters: the Reynolds number,Re; the
Womersley number,α = (D2π/(2νT))1/2 and the peak to mean
flow ratioUpm= Qpeak/Qmean, whereQ is the volume flux. The
Womersley number can be interpreted as the ratio of the diam-
eter (or radius) to the viscous boundary layer growth in time
periodT which is the ratio of two sectional length scales. An
alternative parameter commonly used in fluid mechanics is the
reduced velocityUred = ūT/D which is the ratio of the convec-
tive length the mean flow moves in timeT to the diameter. For
geometries where there is a length scale in the flow direction, as
is the case of the stenosis, this non-dimensional parametercan
prove to be a useful alternative to the Womersley number. We
note thatUred and α are dependent parameters related by the
Reynolds number according toUred = πRe/(2α2).

Governing Equations

We consider the flow to be governed by the incompressible
Newtonian Navier–Stokes equations

∂tu =−A(u)−∇P+ν∇2u, with ∇ ·u = 0, (1)

whereu = u(z, r,θ,t) = (u,v,w)(t) is the velocity field,A(u)
represents nonlinear advection terms,P = p/ρ, and wherep
is the pressure,ρ and ν are respectively the fluid density and
ν kinematic viscosity. The variablesz, r, θ and t are respec-
tively the axial, radial, azimuthal and time coordinates and u,
v, w the velocity components in the axial, radial and azimuthal
directions. We can consider the nonlinear terms either in con-
vective formA(u) = u ·∇u, conservative formA(u) = ∇ ·uu,
or skew-symmetric formA(u) = (u ·∇u+∇ ·uu)/2, which are
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Figure 2: Spectral element outlines of computational mesh,dimensions given in terms of tube diameterD. Panel (a) shows elements
for the first mesh with an outflow at 45D. Panel (b) shows a close-up of the throat, with curved element edges.

all equivalent in a continuum setting. Equation (1) is subject to
no-slip boundary conditions at the walls, a prescribed velocity
at the inflow (steady or periodic), conditions of zero pressure
and zero outward normal derivatives of velocity at the outflow
and consistent regularity boundary conditions at the axis as ex-
plained in [7].

Taking the pressure to represent the solution of a Poisson equa-
tion that has the divergence of the advection terms as forcing,
we can consider the Navier–Stokes equations in symbolic form
as

∂tu =−(I−∇∇−2∇·)A(u)+ν∇2u = N(u)+L(u) (2)

where the nonlinear operatorN contains contributions from
both pressure and advection terms, while the linear operator L
corresponds to viscous diffusion.

When analysing the linear stability of a flow in terms of its nor-
mal modes, we decompose the velocityu into a base flowU and
perturbation flowu′: u = U + u′, and examine the stability of
the perturbation linearised about the base flow. In this decom-
position, the original nonlinear advection terms are replaced
with their linearised equivalent (here for the convective form)
∂UA(u′) = U ·∇u′+u′·∇U and in symbolic form we write

∂tu′ = ∂UN(u′)+L(u′) (3)

for the evolution of the linear perturbation. If the base flowis
T-periodic in time,∂UN is linear time-periodic, and

u′(t0 +T) = exp

[
Z t0+T

t0
(∂UN+L)dt

]
u′(t0). (4)

The eigenpairs of this Floquet problem are{µ, ũ(t0)} where
µ is a Floquet multiplier and̃u(t0) is the T-periodic Floquet
eigenfunction, evaluated at phaset0. The equivalent to the
eigenvaluesγ of the time-invariant case are the Floquet expo-
nentsσ, related to the multipliers byµ = expσT. In general,
the Floquet multipliers/exponents and eigenfunctions occur in
complex-conjugate pairs.

Since the geometry is axisymmetric, the velocity must be 2π-
periodic inθ and can be projected exactly onto a set of two-di-
mensional complex Fourier modes by

ûk(z, r,t) =
1

2π

Z 2π

0
u(z, r,θ,t)exp(−ikθ)dθ (5)

wherek is an integer wavenumber. The Fourier-transformed
equations of motion and axial boundary conditions for the ve-
locity and pressure (and their perturbations) in cylindrical co-
ordinates are described in detail in [5, 7]. Our base flows are

both axisymmetric/two-dimensional, i.e.̂Uk = 0, k 6= 0, and
two-component, i.e.U ≡ (U,V,0). In the numerical stability
analysis we take advantage of linearity, which decouples the
stability problem for eacĥu′k.

Numerical Methods

For time evolution of both the full and linearised Navier–
Stokes equations, we relied on standard (nodal-Gauss–Lobatto–
Legendre) spectral elements in (z, r) and Fourier expansions if
required in the azimuthalθ-direction. This spatial discretisation
was coupled with a second-order-time velocity correction time-
integration scheme. The development of this numerical method
for DNS has been described in detail in [7]. The application
of the method to linearised Navier–Stokes evolution, including
appropriate boundary conditions, has also previously beende-
scribed in [5].

The computational mesh used in the calculations is shown in
figure 2. The domain consists of 743 elemental regions. In each
element, two-dimensional mapped tensor-product Lagrange-
interpolant shape functions based on the Gauss–Lobatto–
Legendre nodes were applied. AtP = 7 this elemental dis-
cretisation corresponds to approximately 38 000 local degrees
of freedom in each meridional semiplane. The domain extended
5D upstream and 45D downstream of the throat. As shown in
figure 2 (b) a fine radial mesh spacing was adopted in the region
of the stenosis where two layers each of 5% of the local radius
were applied. Atz/D ≈ 7 the radial mesh spacing was coars-
ened to allow a uniform axial spacing of 0.5D to be applied to
the outflow. The mesh was refined until both the axisymmetric
base flows and Floquet multipliers converged to four significant
figures. Typically this also gives enough mesh refinement in the
meridional semi-plane for non-axisymmetric DNS as well, with
the number of planes of data in azimuth selected to provide a
three-order or better reduction in kinetic energy from azimuthal
mode 1 to the highest mode.

The numerical methods employed for stability analysis of both
steady and pulsatile flow follow those outlined in [10], and pre-
viously described and used in other works [3, 5, 6]. The analy-
sis is based on a Krylov-subspace iteration of successive finite
increments of (initially random) perturbations through the op-
erator of (4) using an Arnoldi method to extract the dominant
eigenpairs of the exponential operators in the equations. The
data used to supply theT-periodic base flow are approximated
through Fourier-series reconstruction from a limited number
(typically 256) of time-slices obtained from two-dimensional
DNS.
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Figure 3: The base flow and the leading eigenmode for one phasein the flow cycle for the unstable pulsatile flow atRe= 400,Ured = 2.5,
on a vertical centreplane. Panels (a, c) show contours of axial velocity of the base flow, while (b, d) show contours of axial velocity of
the eigenmode.

Figure 4: Growth to saturation of the pulsatile inlet flow solu-
tion atUred = 2.5, Re= 400, approximately 3% aboveRec, rep-
resented by kinetic energies in azimuthal Fourier modes, with
Nk = 16. An initial exponential growth phase (indicated by the
dotted line) is followed by faster than exponential growth near
t/T ∼ 35, an initial nonlinear saturation att/T ≈ 40, then a final
slow growth to an asymptotic state, reached att/T ∼ 250.

Results

Floquet analysis was carried out atUpm = 1.75 and for three
values of reduced velocity:Ured = 2.5, 5, and 7.5, i.e. succes-
sively longer dimensionless base flow periods. The correspond-
ing critical Reynolds numbers were found to beRec = 389,
417 and 500. In all three cases, the instability arose through
a period-doubling bifurcation in thek = 1 azimuthal Fourier
mode. The shape and location of the Floquet instability mode
for Ured = 2.5, Re= 400 is shown in figure 3, where it is com-
pared to the base flow at the same instant in time. The alternat-
ing sign of the Floquet mode growing on successive base flow
pulses for a streamwise traverse at any fixed radius is related to
the period-doubling nature of the instability. The perturbation
exerts alternating tilting moments on the vortex rings associated
with each pulse of the base flow.

Following the stability analysis, full three-dimensionalDNS of
the instability atUred = 2.5, Re= 400 was initiated by per-
turbing the base flow with a small amount of the leading Flo-

quet eigenmode and evolving in time. The time-evolution of
energies in the azimuthal modes is shown in figure 4. After a
brief equilibration, there is an exponential growth phase in the
non-axisymmetric components, lasting untilt/T ≈ 35, follow-
ing which the perturbation grows faster than exponentiallywith
time before an initial saturation att/T ≈ 40, signalling that the
bifurcation is subcritical. Then there is an extended slow change
until an asymptotic state is approached att/T ∼ 250.

The evolution of the flow through time is illustrated by the in-
stantaneous isosurfaces shown in figure 5. The first set of pan-
els, in figure 5 (a), shows the flow state after the initial satura-
tion att/T = 40. In the side view, the tilting of the third vortex
ring in the view can be seen, while the fourth and fifth rings in
the view are further advanced in their breakdowns to a packetof
Λ-vortices. In figure 5 (b) we see two instances in time leading
to the asymptotic state: the slow final growth seen in figure 4 is
associated with an upstream movement of the vortex ring break-
down. Att/T = 280, the flow still has the symmetry of the Flo-
quet mode, but at that point a small random symmetry-breaking
perturbation was added to the first azimuthal mode, and the flow
further evolved in time, leading to another asymptotic, butnow
asymmetric state seen in figure 5 (c). At large length and time
scales, the flow still has a period-doubling nature, indicating
that this is a robust feature.

Discussion

The experimental results of [1, 2, 9] provide a basis for compar-
ison to our DNS results. These were performed at a higher value
of Ured, but similar Reynolds number (Re≈ 600) and peak-to-
mean flow ratio (Upm≈ 1.7).

In [2] it is stated that ‘turbulence was found only for the 75%
stenosis and was created only during part of the cycle’, whereas
in [1] these fluctuations, which are strongest for 2.5 < z/D 6 6,
are characterised as non-turbulent owing to the presence inthe
conditional velocity spectra of a band of dominant frequencies
associated with ‘vortex shedding and a turbulent front’. These
findings are in quite good agreement with the dye-front flow
visualisation and interpretation provided by [9]. For the 75%
stenosis, they found four post-stenotic zones: Zone I, reaching
to z/D = 3, is called the ‘stable jet region’, although some indi-
cation of (apparently axisymmetric) wavy structure can be ob-
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Figure 5: Visualisations for the DNS of pulsatile flow atUred = 2.5, Re= 400. Isosurfaces are extracted using theλ2 criterion [8]. (a)
top and side views of the flow just after the initial saturation seen att/T = 40 in figure 4. (b) Two visualisations at later times in the
progression to the asymptotic state. Note the upstream movement of breakdown. (c) A detail perspective view of the breakdown of
vortex rings in the cycle followingt = 300T . Downstream of the stenosis, the first group of structures shows a ring deforming during
the final stages of the tilting process, while the second group shows the decaying breakdown of the previous ring.

served on the jet front in this region; Zone II, 3< z/D 6 4.5 is
called the ‘transition region’, where the waves become larger;
in Zone III, the ‘turbulent region’, 4.5 < z/D 6 7.5, the front
rapidly distorts; Zone IV,z/D > 7.5 is labelled ‘relaminariza-
tion’.

These experimental results are thus in reasonable agreement
with the kind of asymptotic behaviour we have observed in
DNS, as can be seen in figure 5 (b, c): a rapid distortion of a vor-
tex ring becoming evident a few diameters downstream of the
stenosis, leading to a highly unsteady/transitional breakdown at
z/D ∼ 6, following which relaminarisation takes place further
downstream.

Conclusions

Floquet analysis of three axisymmetric pulsatile flows shows
that they become three-dimensionally unstable through period-
doubling bifurcations involving alternating tilting of the vortex
rings that are ejected from the stenosis during each pulse cycle.
Direct numerical simulation shows that the instability evolves
to vortex ring breakdown, which moves progressively upstream
until it occurs a comparatively few tube diameters downstream
of the stenosis. As the bifurcations are subcritical, hysteretic
effects can be expected with respect to changes in Reynolds
number, reduced velocity, or peak-to-mean pulsatility near the
onset of three-dimensionality. The breakdowns are energetic
turbulent events, and will lead to regions of high temporal and
spatial gradients of wall shear stress where they occur. Forthe
Reynolds numbers studied here, the flow relaminarises further
downstream, and will eventually recover the conditions of the
pulsatile inflow. These findings are in good agreement with
available experimental results.
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Abstract

Three-dimensional synchronous instabilities of two-dimension-
al time-periodic wake flows, such as the so-called modes A and
B of the circular cylinder wake, are now well-known. On the
other hand, quasi-periodic three-dimensional instabilities are
just as generic, but have as yet not received such wide-spread
recognition, partly as a consequence of the predominance ofat-
tention given to flows, such as the cylinder wake, in which the
synchronous modes happen to dominate at onset of three-di-
mensionality. Here we provide an introduction to the quasi-per-
iodic modes, which can manifest either as modulated standing
waves, or modulated travelling waves.

Introduction

Three-dimensional instabilities of flows with an underlying
two-dimensional time-periodic state became a topic for investi-
gation following experimental studies of secondary instabilities
of the circular cylinder wake (figure 1), see e.g. [7]. The follow-
ing analytical works, e.g. [1, 6] concentrated on Floquet stabil-
ity analysis of wake flows, particularly those of the circular and
square cylinders. The initial investigations dealt with the syn-
chronous three-dimensional modes, i.e. those for which thecrit-
ical Floquet multipliers pass through the unit circle atµ = +1,
along the positive real axis in the complex plane. For these wake
flows, there were two synchronous modes: long-wavelength
mode A, and short-wavelength mode B, as illustrated in figure2.
Modes A and B have different symmetry properties — mode A
preserves, while mode B breaks, the spatio-temporal symmetry
of the base flow — but these properties are the same across the
two flows. The onset Reynolds number for mode A (Rec = 188)
is lower than that of mode B (Rec = 259), but as Reynolds num-
bers increase, mode B becomes dominant, and a mixed-mode
model for this behaviour has appeared [2].

The Floquet analysis of Barkley & Henderson [1] suggested
the presence of another intermediate-wavelength Floquet mode
for the circular cylinder wake, but with complex-conjugate-pair
multipliers, and which would possibly bifurcate from the two-
dimensional basic state at Reynolds numbers above those for
either mode A or mode B. Addressing the wake of the square
cylinder, Robichaux et al. [6] also suggested the existenceof an
intermediate-wavelength mode, but this time subharmonic,i.e. a
mode for which the critical Floquet multiplier isµ=−1. Later
analysis [3] showed that for the square cylinder, this mode in
fact also had complex-conjugate-pair multipliers, therefore the
three-dimensional bifurcation scenarios for the wakes of the cir-
cular and square cylinder wakes are the same.

In general, we might expect that critical Floquet multipliers
could emerge anywhere around the unit circle, i.e. atµ = +1,
µ = −1, or µ = exp±iθ. The wake flows have only a sin-
gle control parameter (Reynolds number), and it happens that
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Figure 1: Computed locations of marker particles, illustrating
the spatio-temporal symmetry of a two-dimensional circular
cylinder wake forRe= 188.5 at timest0 and t0 + T/2 (t0 is
arbitrary,T is the Strouhal period).
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Figure 2: Vorticity isosurfaces for the synchronous wake modes
of the circular cylinder, shown for a 10D spanwise domain ex-
tent, and viewed from the cross-flow direction. Translucentiso-
surfaces are for spanwise vorticity component, solid surfaces
are for streamwise component.

the first modes to bifurcate from the two-dimensional basic
state are synchronous. However, many other flows share the
same symmetry group as the wake flows, and hence will have
instability modes with the same symmetries. The flow in
a rectangular cavity, infinite in spanwise extent, driven bya
wall in periodic tangential motion (as illustrated in figure3)
is such an example, and further, possesses two independent
control parameters; Reynolds and Stokes numbers. The Flo-
quet analysis for this flow was presented in [4], where it was
shown that within certain control-parameter regimes, either a
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Figure 3: (a) Schematic of the fluid domain for the periodi-
cally driven cavity flow, periodic in thez-direction and forced
in they-direction, with isosurfaces representing different values
of spanwise vorticity.(b) Two snapshots of velocity vectors of
the base flow, half a forcing period apart, illustrating its spatio-
temporal symmetry.

long-wavelength mode A, a short-wavelength mode B, or an
intermediate-wavelength mode QP would be the first to become
unstable. Interestingly, the symmetry properties of the syn-
chronous modes (A and B) for this non-autonomous flow are
the opposite to those of the same relative wavelengths for the
circular and square cylinder wakes.

More recently, the complete analysis for all codimension-1
(generic) bifurcations for these flows was presented [5]. An
important result of that work is that, if the base flows haveZ2
spatio-temporal symmetry (a time-shift ofT/2, combined with
a spatial reflection, regenerates the original flow, as in figures 1
and 3), then period-doubling bifurcations, while not suppressed,
become codimension-2, i.e. can only be produced by careful
simultaneous manipulation of two control parameters, and are
unlikely to be observed when only one parameter is varied.

Another outcome was a more complete exposition of the nature
of quasi-periodic modes. In general, there is no reason to expect
that the synchronous modes will be dominant in all flows or
parameter regimes, and it is just as likely that flows will arise in
which the quasi-periodic modes are dominant. In the remainder
of this paper, we give examples of these instability modes, and
describe their properties.

Symmetries of the Quasi-Periodic Modes

When the Floquet multipliers occur in complex-conjugate pairs,
then a new secondary period arises in the three-dimensional
state, and the solution is quasi-periodic. In the cases under dis-
cussion, this period is associated with spanwise motion of the
mode. In the physical domain, there are two ways that the qua-
si-periodic modes can manifest themselves, either as travelling
waves (TW), which are unsymmetric but bifurcate in reflection-
symmetric pairs, or as standing waves (SW), which have reflec-
tion symmetry but can be centred at arbitrary fixed spanwise
locations. It is important to realise that in the nonlinear case (in
DNS), the SW and TW evolve on distinct solution branches,
with separate stability characteristics. The possible stability
scenarios at a quasi-periodic bifurcation [5] are illustrated in
figure 4.

Since the basic states have a spanwise translation symmetry,
we use Fourier expansions in that direction to describe three-di-
mensional instabilities. The spanwise coordinate isz, the planar
coordinatesx andy, and the velocityu = (u,v,w)(x,y,z,t). Then
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Figure 4: Bifurcation diagrams corresponding to the six sce-
narios in the QP bifurcation. Solid (dashed) lines represent
stable (unstable) states, the horizontal line correspondsto the
T-periodic base state. The horizontal axis is the bifurcation pa-
rameter (Re), and the vertical axis is the amplitude squared of
the 3D components of the solution.
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Figure 5: Moduli of the Floquet multipliers,|µP |, for the three-
dimensional instability modes of the two-dimensional wakeof
a circular cylinder at (a) Re= 280 and (b) Re= 380. TheRe=
280 results are compared with those of [1] at the sameRe(open
squares). Multipliers for mode QP occur in complex-conjugate
pairs.

the following forms (which have a reflection symmetry inz)
pass unchanged through the Navier–Stokes equations:

u(x,y,z,t) = (ucosβz,vcosβz,wsinβz)(x,y,t) (1)

u(x,y,z,t) = (usinβz,vsinβz,wcosβz)(x,y,t), (2)

whereβ is a spanwise wavenumber:β = 2πD/λ, whereλ is a
spanwise wavelength andD a characteristic length scale. If the
Floquet multipliers are real, then it is sufficient to use oneof
either of these forms, or a fixed linear combination of the two,
to describe one of the infinite set of possible solutions. On the
other hand, if the multipliers occur in complex-conjugate pairs,
then restriction to any of these forms implies that the solutions



Mode SW,Re= 400 Mode TW,Re= 400
t
=

t 0
t
=

t 0
+

T
/2

Figure 6: Vorticity isosurfaces for the quasi-periodic wake
modes of the circular cylinder, shown for a 10D spanwise do-
main extent, and viewed from the cross-flow direction. Translu-
cent isosurfaces are for spanwise vorticity component, solid sur-
faces are for streamwise component.

Figure 7: Time-average kinetic energies in the first spanwise
Fourier mode of the TW and SW nonlinear solutions of the
wake of a circular cylinder, as functions of Reynolds number.
Solid (open) circles correspond to stable (unstable) solutions,
relative to each other. Dashed lines indicate the unstable seg-
ments of the two solution branches, taken individually.

Figure 8: Time series of kinetic energy in the first spanwise
Fourier mode for a quasi-periodic circular cylinder wake. Ini-
tially, the flow is in a SW state, in a subspace with spanwise
reflection symmetry. AttU∞/D = 200, it is perturbed with a
small amount of white noise, after which it evolves to a stable,
asymmetric, TW state.

are SWs (which can remain in that state unless perturbed), and
more generally we must consider non-symmetric expansion sets
to allow for TW-type solutions [3, 4].

Quasi-Periodic Modes of the Circular Cylinder Wake

In figure 5 we show results from Floquet analysis for the wake
of a circular cylinder, both atRe= 280, recreating results in
[1], and atRe= 380. AtRe= 280, the intermediate-wavelength
mode QP is subcritical, while atRe= 380, it has just bifurcated
from the basic state. At bifurcation, the complex-conjugate-pair
Floquet multipliers lie quite close to the negative real axis.
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Figure 9: Vorticity isosurfaces for the quasi-periodic wake
modes of the square cylinder atRe= 220, shown for a 10D
spanwise domain extent, and viewed from the cross-flow direc-
tion. Translucent isosurfaces are for spanwise vorticity compo-
nent, solid surfaces are for streamwise component.

Figure 10: Time-average kinetic energies in the first spanwise
Fourier mode of the TW and SW instability modes of the wake
of a square cylinder, as functions of Reynolds number. The
energy of the SW is smaller, and in accordance with the theory,
the SW flow is unstable to perturbations.

In figure 6, isosurfaces of vorticity fromRe= 400 DNS studies
of the SW and TW circular cylinder wake modes are displayed.
The TW shown is the downwards-travelling case. The visual
distinguishing characteristic of the TW is that the streamwise
vortices on opposite sides of the wake interlace one anotherby
λ/4, while in all other cases (A, B, SW) they are in-line. Apart
from that, in this flow they bear a number of visual similarities
to mode B, and probably arise from a similar physical mecha-
nism.

Growth and Relative Stability of the SW and TW Solutions

To highlight the point that the TW and SW solution branches are
distinct under nonlinear evolution, we show in figure 7 the time-
averaged energies in the first spanwise mode of the SW and TW
solutions as functions of the bifurcation parameter,Re. Both
bifurcations are subcritical, and the energy of the TW solutions
is always larger: we have bifurcation scenario 6 in figure 4.

Typically, solutions on at most one of the two branches (SW,
TW) are stablerelative to those on the other branch. This
means that if we slightly perturb a solution on the unstable
branch, it will evolve to a solution on the other branch. The
theory suggests that solutions on the lower-energy branch are
those which are relatively unstable. This is exactly what isob-
served if a solution on the SW branch is slightly perturbed, as
seen in figure 8, derived from a perturbation study atRe= 400.
At tU∞/D = 0, the solution is a SW, with long-period oscilla-
tions in the energy of the first spanwise mode (the long periodis
closely related to the imaginary part of the corresponding Flo-
quet multiplier). AttU∞/D = 200, a small [O(10−4)] perturba-
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Figure 11: Vorticity dynamics of modulated+z-traveling waves in the periodically driven cavity flow [4],shown in a spanwise (z)
domain extent of one wavelength, at (St= 100,Re= 1225). Solid isosurfaces are of the out-of-page (x) component of vorticity, positive
and negative of equal magnitude, while translucent isosurfaces represent thezcomponent of vorticity. The driven cavity wall lies further
into the page than the structures, and oscillates in the±y direction.

tion is administered to the real and imaginary parts of the first
spanwise mode. For a further∆tU∞/D ≈ 200, there is little ob-
servable change in the energy, but bytU∞/D = 500 the system
has settled down to a stable TW state, and the long-period fluc-
tuation in energy disappears. The TW is a three-dimensional
solution that translates in the spanwise direction with constant
kinetic energy (moduloT).

Quasi-Periodic Modes of the Square Cylinder Wake

The quasi-periodic bifurcation of the wake of a square cylinder
provides very similar behaviour [3]. In figure 9, instantaneous
vorticity isosurfaces for the SW and TW modes of this wake,
computed atRe= 220, are displayed. Again, the TW state
shown is a downwards-travelling wave, and, corresponding to
the fact that in this case the critical Floquet multipliers do not
lie so close to the negative real axis, the isosurfaces have amore
oblique character. Once again, for the TW the streamwise iso-
surfaces on opposite sides of the wake interlace each other by
λ/4.

The bifurcation diagram for the quasi-periodic modes of the
square cylinder wake are shown in figure 10. In this case, the
bifurcations are supercritical, and we have scenario 1 fromfig-
ure 4. As for the circular cylinder case, the SW solutions are
relatively unstable to the TW solutions.

TW Mode of the Driven Cavity

The vorticity dynamics of a spanwise-travelling mode can be
seen in an example drawn from the computational study of the
periodically driven cavity [3]. In figure 11 we see vorticityiso-
surfaces of the TW mode over one floor period, as seen from
above the cavity. The wave travels via successive merging of
braid vortices produced on opposite (±y) main rollers. As for
the wake flows, the braid vortices produced on opposite sides
of the cavity have an initialλ/4 interlacing. After periodT has
elapsed, the vortex structures are exactly the same as in theini-
tial frame, but translated in the+z-direction — by an amount
that can be derived from the secondary period, which in the TW
case is related to wave propagation speed.

Conclusions

Quasi-periodic instability modes of time-periodic two-dimen-
sional flows are just as generic as synchronous modes, and may
in fact already have been observed in existing flows. This is pos-
sible because (a) in general, there is no physical necessity, even
in single-parameter flows, that synchronous modes will be the

first to become unstable and (b) the initially bifurcating modes
do not necessarily remain dominant as the control parameter
is increased. We have pointed out some of the salient features
that enable TW modes to be discriminated from SW modes,
and synchronous modes. When considering the computation of
these flows, it is important to recognise that SW and TW modes
belong to separate solution branches in the nonlinear case,and
to check the relative stability of the two types of solution.
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Abstract 

In this paper the results of a large eddy simulation of an ISO 
9705 room corner fire are presented. The field model, Fire 
Dynamics Simulator (FDS) was used to study the corner fire with 
and without combustible wall linings. Comparison of the results 
from simulations with prescribed heating and published 
experiments showed that with 50 mm grid spacing it is possible 
to quite accurately reproduce the experimental temperature data 
locations inside the room. When a combustible wall lining is 
included a T-shaped flame pattern similar to that observed in the 
experimental study was obtained but only with a particular grid 
size and reaction model. Inconsistent results were obtained with 
varying grid sizes and reaction models when combustible wall 
lining tests were modelled. 
 
Introduction  

Fire modelling is a highly desirable tool for fire safety 
design engineers. Since the introduction of the early version of 
FDS in 2000 with its relatively accurate pool-fire simulation 
results and free accessibility via the NIST website it has found 
widespread applications in fire engineering design and research. 
FDS is a computational fluid dynamics (CFD) model of fire 
driven flow, and a detailed description of the model is provided 
in the FDS manual and also by others [1-3]. FDS applications 
reported in the literature are almost exclusively aimed at 
verification of FDS results with experimental data using a single 
fuel, usually comprising the burning of a liquid fuel in pool form 
or gas from a burner. For ISO 9705 room corner fire scenarios, 
FDS has only been applied to a sand burner with propane [4], not 
to a liquid pool fire. Moreover, to the best of our knowledge no 
report on the application of FDS for multiple fuel scenarios has 
been published.  

In this work two separate FDS simulations of the ISO room 
with a liquid fuel fire were conducted. The first simulation 
involves a tray of methylated spirit (consisting of 93% of ethanol 
and 7% of methanol) as a corner fire source in order to develop 
base line data for the later ISO room simulations with 
combustible wall linings. It is referred to herein as the pool fire. 
It is necessary to successfully reproduce the pool fire 
experimental results to then be able to carry out successful FDS 
calculations of the same room with combustible wall linings.  

In the second simulation methylated spirit was the source-
fire fuel and plywood as wall linings was the main fuel. The 
outputs of both simulations are compared with the experimental 
results [5]. In FDS, when two types of fuel are involved, the 
specification of the governing combustion reaction needs to be 
considered very carefully.  

The FDS package includes Smokeview, a graphical program 
that allows visual observation of the FDS results. In room lining 
fire simulations, due to the availability of the large combustible 
surface area it is possible to observe from Smokeview animations 

the important stages of fire development including the flame 
spread pattern, the approach of flashover and the post flashover 
stage. These observations provide valuable information on the 
prediction ability of FDS. 
 
Experimental work 

The experimental data used here are from previous work 
carried out at the Fire SERT Centre, University of Ulster [5]. 
Here only a brief summary of the test method is provided. 

The experiments were conducted in an ISO 9705 room the 
west wall of which was modified to include three windows which 
enabled a direct view of the north and east wall. Double-glazing 
was employed to ensure the integrity of the enclosure boundary 
was maintained up to and beyond flashover, thus facilitating 
observation and video recording. The remaining enclosure walls 
and the ceiling consisted of masonry construction and were lined 
internally with 15 mm thick ceramic fibre insulating board. The 
floor surface was covered with concrete blocks. The primary fuel 
source used was a 0.55 m × 0.55 m × 0.1 m deep pool of 
methylated spirit located in the northeast corner of the room and 
placed 0.4 m above the floor and 0.05 m away from both walls. 
For each test 8 kg of methylated spirit was used. 
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Figure 1. Schematic diagram of ISO 9705 fire test room 

 
A doorway 2 m high × 0.8 m wide was located at the centre 

of the south wall. The doorway was fully open in all tests 
providing free passage of entering air and the outgoing products 
of combustion which were then collected by an exhaust hood and 
directed to an oxygen analysing system. 

Gas temperatures were measured using type K 
thermocouples. Six thermocouples were placed on the ceiling, 
one directly above the burner to record plume temperature, 
another in the centre of the ceiling with the remaining four were 
located symmetrically around this central thermocouple as shown 
in figure 1. A thermocouple tree consisting of ten thermocouples 



 

was located in the middle of the doorway. Another thermocouple 
tree was placed inside the room in the southwest corner in 
accordance with the ISO standard to measure the variation of 
temperature with height off-the-floor [6]. To allow visual 
observation of surface flame and char development, lines were 
drawn horizontally and vertically on the east and north wall 
combustible lining surface at 0.2 m spacing. Prior to the main 
lining test a series of pool-fire tests were conducted to determine 
the HRR from the pool fire. 

 
Overview of FDS Simulation  

For the current FDS simulation the LES method of 
calculation is used. This uses a mixture fraction combustion 
model. In this method since the reactants are not premixed it is 
assumed that the reaction is diffusion controlled. Consequently 
the progress of the reaction depends on the degree of mixing. 
This is represented by a parameter defined as the mixture fraction 
(Z). An infinite rate of reaction between the fuel and oxygen is 
assumed when the mixture fraction is at the stoichiometric value. 
This assumption together with the Hoggets relationship [7] for 
the heat release rate as a function of oxygen consumption leads to 
the correlation  

cq ′′&  = 
fzz

o
o dZ

dY
H <∆ ( ) nZD ⋅∇ρ      (1)                                          

   
Where cq ′′& is the heat release rate per unit area of the flame 

sheet, Yo is the oxygen mass fraction, ρ is density of the air, D is 
diffusivity, n is the unit normal facing outward from the fuel [1]. 

Burning takes place (at a distance from the fuel surface) only 
where the mixture fraction is at the stoichiometric value. Just 
above the fuel surface the mixture is mostly fuel and the mixture 
fraction Z is close to the maximum value of 1. Moving away 
from fuel surface Z begins to reduce and at some point its value 
will equal the stoichiometric value. This is where it is assumed 
that burning takes place and where the flame sheet is located 

In FDS mixture fraction combustion calculations, the 
reaction of only one fuel is considered. In the ISO room-lining 
test, even though two fuels are actually involved only one of 
them can be modelled. In this work two reactions were 
considered: ‘Ethanol’ and ‘Wood’. The results of both are 
presented below. 

The objective of lining tests is to determine the contribution 
that combustible lining materials make to the growth of a room 
fire. Similarly with the FDS simulation, in order to calculate the 
fire behaviour and contribution of lining materials to the heat 
release rate (HRR) an FDS simulation of the pool (source) fire is 
required.  

An FDS model was constructed to resemble the 
experimental set-up for the ISO room, initially for the pool fire 
test.  The computational domain was 2.4 m high by 2.4 m wide 
and 5.0 m long. Since calculations up to the flashover stage were 
intended the overall domain size was selected as minimum 
possible to avoid prolonged calculation times at small grid sizes. 
The burner was modelled as an obstruction with the dimensions 
similar to the actual size, placed at the north-east corner of the 
room, 0.05 m off the north and east walls. The top section of the 
obstruction was used to simulate the source fire, this was done in 
two ways: firstly simulating as methylated spirit fuel which was 
allowed to burn by itself and secondly by assigning a ramped 
heat release rate per unit area (HRRPUA) closely modelled on 
the experimental findings. 

The internal surfaces were modelled as a thermally thick 
solid. Wall surfaces and the ceiling were covered with 12 mm 
thick layer of Kaowool and the floor was assumed to be of 
concrete. The thermal diffusivity and the thermal conductivity of 
Kaowool used were 1.80 x 10-6 ºKm2/s and 0.135 w/mºK 
respectively [5,8]. 

 
Results and Discussions 
Pool fire test 
 

Figure 2 shows a comparison of the experimental heat 
release rate (HRR) and the FDS simulations. The experimental 
heat release rate shows an initial rapid raise changing to a lower 
slope about 100 s after ignition. The maximum HRR was about 
190 kW about 800 s after ignition.  
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 Figure 2. HRR profiles from FDS and experimental results 
 
The HRR calculated in the FDS simulations was affected by 

input variables such as grid spacing and maximum burning rate. 
The initial estimate of HRR (Prediction A in figure 2) attained a 
maximum value of 120kW, well below the experimental value, 
and remained constant on this value. This unvarying result was 
unexpected, but after checking it was realised that it was the 
consequence of a maximum burning rate (15 g/m2/s) incorporated 
in the data for ethanol in FDS3 database. A similar limitation is 
also incorporated for other fuels. This limitation was incorporated 
based on a study by McGrattan et al. [2], which showed that the 
FDS predicted burning rate of methanol was much higher than 
the experimental values. Setting such a limitation they could 
reasonably reproduce temperatures found experimentally. 

Figure 3. Comparison of temperatures predicted by FDS with the 
prescribed HRR and measured temperatures 

 
However in enclosure fires the burning rate may be strongly 
influenced by radiative and convective heat feedback. When the 
burning rate limitation was removed the resulting HRR estimate 
(Prediction B in figure 2) was much higher with a maximum 
value of 500 kW and the fuel was consumed in a much shorter 
period than found experimentally. Rather than persist with 
attempting to model the experimental HRR with a pool fire 
simulation it was simulated using a prescribed ramped heating 
rate (figure 2).  
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This pool fire case was then checked for grid convergence. 
In figure 3 the experimental maximum gas temperature at each 
labelled point shown in figure 1 is compared with the 
corresponding temperatures calculated using FDS with three grid 
spacings. It is notable that at nearly all locations the best 
agreement with the experimental results is provided by the 
smallest grid size 50 mm. Due to the long computational time 
taken for the simulation the run with 25 mm grid spacing was 
stopped at 200 seconds. With the larger grid spacings the 
maximum temperature is found at about 950 seconds. Calculated 
time-temperature curves for the thermocouple near the centre of 
the ceiling are presented in figure 4.  It shows that altering the 
grid size from 50 mm to 25 mm resulted in little change in the 
temperature profile, inferring convergence at the 50 mm grid 
spacing.  
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Figure 4. Calculated temperature profiles at the ceiling midpoint 
(TC-M) for different grid sizes 

 
Fire Spread on Wall linings 

Following the pool fire simulations, FDS simulations were 
conducted with the same enclosure but with plywood used as 
wall lining over part of the wall. In these FDS simulations the 
upper part of the north and east walls were partially lined with 
plywood whilst the reminder of the walls were lined with 12 mm 
thick gypsum plasterboard as shown in figure 5. Initially the 
reaction used was specified as ‘Ethanol’, as in the previous 
simulations, this was then changed to “Wood” from the FDS 
database. Similar temperature predictions as described for the 
pool fire simulations were made.  
 

 
 
Figure 5. Typical flame spread patterns observed experimentally 
(schematic view is drawn based on video recording and the figure 
is reproduced from [5]). 
 

In order to use the FDS calculations effectively, the 
combustion parameters of plywood as input data were selected 
carefully. From the available sources three main parameters; 
ignition temperature, heat of gasification and heat of combustion 

were found to be 270 oC, 1800 and 18000 KJ/Kg respectively [9-
11]. These values were adopted in all of the FDS calculations. 

 
Figure 6. Smokeview flame spread on lining surface at 100 Sec. 
 

Observations made of the experimental tests using video 
recordings suggest that the ignition of the plywood lining 
material began at the area adjacent to the source flame about 200-
300 mm above the base of the pool fire. After ignition the flame 
spread vertically towards the ceiling, then horizontally at the 
intersection of the ceiling and walls (where the gas temperatures 
are highest, figure 5). Horizontal flame spread continued until the 
flame front approached the corners of the enclosure at which time 
the flames started to descend. This heralded the onset of 
flashover. The Smokeview animations of both mixture fraction 
and HRR outputs from ignition until the time at which the HRR 
reaches 1 MW (taken as an indication of flashover) were 
analysed. The observations showed that the spread of flame after 
reaching the ceiling follows a similar T-shaped pattern as 
observed experimentally. At the stage when HRR reached 1 MW 
flames descended down the wall to approximately the midpoint 
and flames emerged from top of the doorway.  In figure 6 a 
snapshot from Smokeview shows the shape of the T-shaped 
propagation of the flame front. 
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stoichiometry of reaction is ‘Ethanol’. 

 
In figure 7, the HRR profiles resulting from FDS 

calculations using the “Ethanol” reaction at different grid sizes 
are presented. It should be noted that as the grid size is reduced 
the main events relating to HRR occur more rapidly after 
ignition.  

In table 1 the time to flashover is presented utilizing three 
different flashover criteria [12,13]. With 100 mm grid size the 
predicted time to flashover was found to approximately be in 
agreement with the experimental data.  However, when a finer 
grid size (50 mm) was used the predicted time became more 



 

inaccurate, and when the 25 mm grid spacing was used the 
inaccuracy increased too the extent that the HRR remained below 
500 kW (figure 7) and never approached any of the flashover 
criteria.  

 
Table 1 FDS and experimental time to flashover parameters 

Time to flashover Seconds Test 
1 MW HRR 600oC HF20 kW/m2 

Experimental 200 200 207 
FDS 50mm 127 103 128 

FDS 100mm 201 199 203 
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 Figure 8. Experimental and FDS, HRR profiles when 
stoichiometry of reaction is ‘Wood’. 

 
When the reaction was set to “Wood” in the FDS 

calculations, the Smokeview animation showed a similar surface 
flame spread pattern as explained previously. However the HRR 
profiles with wood reaction were found to be quite different from 
those obtained when the ‘Ethanol’ reaction was used. As shown 
in figure 8 flashover is reached only with the finest grid spacing 
(25 mm) is used. With 50 mm and 100 mm grid spacings the fire 
did not grow sufficiently to reach flashover. Adjustment of the 
plywood combustion parameters did not change the overall 
results.  

 
Conclusions 

FDS simulations of the ISO room pool fire test showed that 
with the prescribed heating rate and fine grid spacing the 
temperature at different locations could be reproduced in close 
agreement with the experimental data. Comparison of time-
temperature curves obtained at different grid sizes show that 
convergence is approached at 50 mm grid spacing. 

Reproduction of the experimental ISO room pool-fire test by 
prescribing the HRR made it possible to simulate the ISO room 
lining test with two fuel:  methylated spirit as the source fire and 
plywood wall lining as the main fuel. With plywood as the wall 
lining, when the reaction was taken as that of “Wood” an 
increase in the HRR sufficient for flashover was predicted only 
with the finest grid spacing (25mm). By contrast when the 

“Ethanol” reaction was used, FDS simulated flashover with grid 
spacings of 50 mm and above, but not with the 25 mm grid 
spacing.  
In conclusion the FDS surface flame spread modelling results 
show significant inconsistency, with grid size variation and 
choice of the fuel reaction.  
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Abstract 
In order to reduce aerodynamic noise radiated from the turbulent 
wake of bluff bodies, vorticity structures and flow field around a 
rotating circular cylinder at Reynolds numbers between 102 and 
104 were numerically investigated. Vorticity structures and 
resultant aerodynamic noise is strongly dependant on the velocity 
ratio, which is defined as flow velocity over rotational speed to 
the cylinder. At low velocity ratio, the noise level and 
aerodynamic forces increase and an anti-symmetric vorticity 
structure is observed. On the other hand, the absolute value of 
lift-drag ratio becomes small and alternative vorticity structure 
disappears as the velocity ratio exceeds about 2. As a result, the 
fluctuating aerodynamic forces become weak and the resulting 
aerodynamic sound becomes small.  The noise level of the 
rotational cylinder is 10 dB lower than that of the conventional 
circular cylinder. Source terms of aerodynamic sound were also 
visualized by using vortex sound theory. The intensity of the 
source term of the separated shear layer rapidly changes as the 
shear layers roll up. Therefore, the separated shear layers play an 
important role in generating aerodynamic sound at low velocity 
ratio. Since the anti-symmetric vorticity structure disappears at 
high velocity ratio, vorticity fluctuation and resultant 
aerodynamic noise is restrained. As a result, very interestingly, in 
the case of the high velocity ratio the intensity of the source term 
generated by the separated shear layer is maintained, however, 
the noise level gradually decreases. This reveals that cylinder 
rotation is an effective method for reducing the aerodynamic 
noise radiated from a turbulent wake.  

Introduction 
The maximum speed of high speed trains has been in an upward 
trend for several years [1]. Cooling flow rates inside air 
conditioners and computers are also increasing. Aerodynamic 
noise radiated from these products rapidly increases, because it is 
proportional to the sixth power of flow velocity. Aerodynamic 
noise must therefore be reduced if these products are to be further 
developed. Much research has been directed at noise reduction 
and prediction in product development. In the case of low Mach 
number flow, aerodynamic noise is generated by the fluctuating 
aerodynamic forces. Therefore aerodynamic noise from the wake 
of the bluff bodies depends on the large-scale eddy structures 
such as the Karman vorticities which cause the fluctuating lift 
force and flow induced vibration. In order to reduce the 
aerodynamic noise, control of the large vortex structures is 
important. It is well known that tripping wires and small holes 
are effective devices to reduce flow induced noise.  
In this paper we discus the effect of the rotation to reduce flow 
induced noise radiated from a circular cylinder in a uniform flow. 
In the case of potential flows, the downstream stagnation points 
are merged into one stagnation point when the velocity ratio of 2. 
Then, flow separation and vorticity structure can be controlled 
with the cylinder rotation. In this paper, the effect of noise 
reduction and vorticity break up were numerically investigated 
for Reynolds number between 102 to 104 at various rotational 

speeds. The velocity ratio, α = u/rω, defined as the ratio of the 
rotational speed, ω, and the uniform velocity, u, plays an 
important roll in noise reduction. The numerical results show the 
large-scale vorticities broke down at α > 2.0 and resultant 
aerodynamic noise can therefore be reduced by cylinder rotation. 

Numerical Methods  
The governing equation used for the flow field around the 
rotating circular cylinder is the continuity equation and 
incompressible Navier-Stokes equations. The standard 
Smagorinsky model is adopted as the sub-grid scale model for 
turbulence. The Van-Driesr wall-damping function is also used 
for modeling of near-wall effects. The Smagorinsky constant is 
fixed to 0.15 and the grid-filler size is computed as the cube-root 
of the volume of each finite element. The spatially filters of 
governing equations are solved by a stream-upwind, second order 
finite element formulation [2]. The far field sound pressure 
radiated from a low-Mach number flow can be calculated from 
Ligthhill-Curle's equation [3]. 

 
where c denotes the speed of sound, Pa is the far field sound 
pressure, p denotes the surface pressure. xi  and y denote the 
location of the observation point and coordinates at the noise 
source, respectively. r denotes the distance between the sound 
source and the observation point, ni denotes the outward unit 
vector normal to the boundary surface. Tij denotes the Lighthill's 
acoustic tensor, its contribution is negligibly small compared to 
that from the second term of equation at low Mach number flow. 
Moreover, if the body size is much smaller than the wave length 
of the resulting sound, equation can be written as follows; 

 
The surface pressure fluctuation of p is numerically estimated by 
using LES. The instantaneous far-field sound is obtained from 
equation (2). One of the authors [2] attempted to simulate the 
noise levels and sound spectra radiated from a turbulent wake of 
a circular cylinder with LES and Lighthill-Curle's acoustic 
analogy. The results showed that the difference between the 
predicted sound levels and the experimental values were within 3 
dB. Moreover the predicted spectra of radiated sounds were in 
good agreement with those actually measured up to ten times the 
fundamental frequency [2]. The results showed that this method 
is useful for estimating aerodynamic noise level from turbulent 
wakes. Recent research done by Mohseni, K., Colonius, T., and 
Freund, J.B. [4] suggests that in some cases Ligthhill's analogy 
may not be acceptable. But further research stills need to be done.  
Thus for this paper, Ligthhill's analogy is adopted. 

 



 

Numerical Condition  
Figure 1 shows the computational mesh of the circular cylinder. 
The total number of three dimensional finite element meshes is 
about 400 thousand. At the upstream boundary of the inlet, a 
uniform velocity was prescribed. At the downstream boundary, 
the fluid traction was assumed to be zero (traction free condition). 
On the cylinder surface, rotational speed or non-slip condition 
was prescribed to simulate cylinder rotation. Symmetric 
boundary condition was used for both side of spanwise direction. 
The distance of spanwise direction is equal to 2 times the 
diameter. 

Flow field around a rotational circular cylinder was calculated by 
incompressible viscous, unsteady flow simulation. To solve the 
fine flow structures, Large Eddy Simulation (LES) are used to 
simulate the unsteady turbulent flow field around a rotating 
circular cylinder at Re = 103 to 104. Numerical simulations were 
carried out at the velocity ratios from 0 to 3. Aerodynamic forces, 
pressure fluctuation, vorticity distribution and induced noise were 
calculated under these conditions. 

 

Figure 1: Computational mesh for flow around a circular cylinder. 
 

Numerical Results 
Flow Field 
Figure 2 shows the separation points of the cylinder surface at α 
= 0.5 and α = 2.0. Two separation points are observed in figure 2. 
Since the circular cylinder is rotating counter clock wise, the 
bottom-side separation point S2 moves counter clock wise. At α 
= 2.0, the separation point S2 is located near the downstream 
stagnation point of the stationary cylinder. As a result, the width 
of the wake is decreasing with the velocity ratio. 
 

 
Figure 2: Separation points of a rotating cylinder at Re=103. 

 

Figures 3 to 5 show the vorticity structures around a circular 
cylinder at Reynolds number of 103. In the case of low velocity 
ratio, large-scale vorticity structures are observed and the 
separated shear layers roll up at just behind the cylinder. On the 
other hand, alternative vorticity structures disappear at the high 
velocity ratio. In the case of α = 3.0, coherent structure is not 
observed. 
 

 
Figure 3: Contours of vorticity around a rotating cylinder at 
Re=103 ,  α = 0.0. 

 

 
Figure 4: Contours of vorticity around a rotating cylinder at 
Re=103 ,  α = 2.0. 

 
 

 
Figure 5: Contours of vorticity around a rotating cylinder at 
Re=103 , α = 3.0. 



 

The aerodynamic forces strongly depend on the vorticity 
structures as shown in Figure 6. The ratio of lift and drag forces 
increases with the velocity ratio up to α = 2.0. This corresponds 
to the velocity ratio of the upper limit of the large-scale structure 
in existence. The ratio of lift and drag forces decrease over α = 
2.0. This tendency is almost equal to numerical results with the 
vortex method [5]. In the case of the high velocity ratio, lifting 
force decreases because the large scale vorticity disappeared. 
However, friction drags of the cylinder surface increase with the 
speed of rotation. Therefore, the lift and drag ratio is decreases at 
high velocity ratio and the fluctuating lifting force also decreases. 
 

 
Figure 6: Lift-drag ratio of a rotating circular cylinder. 

 

Aerodynamic Noise 
Figure 7 shows the aerodynamic noise from a rotating circular 
cylinder. The far-field noise is calculated from equation (2). 
These simulations are carried out under the compact body 
assumption, the refraction and reflection is neglected. The 
predicted noise level does not depend on the Reynolds number, 
but strongly depends on the velocity ratio of the cylinder rotation. 
When the alternative vorticity structures exist, noise levels 
increase in comparison to noise level of non-rotating cylinder. On 
the other hand, sound levels decrease at high velocity ratio of α > 
2.0. The aerodynamic noise from a rotational circular cylinder at 
α = 3.0 is 10dB lower than that of the stationary circular cylinder.  
It revealed that the rotational speed is one of the control factors 
of aerodynamic noise reduction.  
 

 Figure 7: Noise reduction effect on velocity ratio of a rotating 
circular cylinder. 
 

Noise Source Identification 
Figures 8 to 10 are aerodynamic noise source term calculated by 
the Powell's theory [6].  The Lighthill-Curle's theory is useful to 
estimate the aerodynamic noise; however the Lighthill-Curle's 
theory gives us no information about the relationship between 
unsteady vorticity fluctuation and aerodynamic sound. In order to 
control the aerodynamic sound generation, vorticity contribution 
of sound generation is important to formulate an algorithm of 
noise control. The Powell's vortex sound theory directly reflects 
the aerodynamic aspects of the aerodynamic sound generation. 
Aerodynamic sound can be written as follows: 

 
The above equation shows that the aerodynamic noise is 
calculated by using the wave equation with a source term of  
ρ0 div (ω×v ). Figures 8 and 10 show the source term of the 
rotating circular cylinder. In the case of non-rotating cylinder, the 
aerodynamic sound source lies the just behind the cylinder.  It is 
remarkable that the aerodynamic sound source is concentrated in 
a small region. In this region, the alternating vortices come from 
both sides of the cylinder, and the separated shear layer is 
stretched by this vortex motion.  The separated shear layer 
therefore rolls up at this region. 
 
In case of α = 2.0, the source term declines due to the effect of 
the rotation, however, the distribution of the source term is 
almost the same as α = 0.0. Then noise level of α = 2.0 is almost 
same as the noise of α = 0.0. In contrast, distribution of a sound 
source is different in the case of α = 3.0. The sound source only 
exists and around the cylinder surface and source term is not seen 
in the wake of the cylinder. 
 
Figure 11 shows the iso-surface of sound source term of the 
circular cylinder. The iso-surface has three-dimensional 
complicated structure at α = 0.0. Because the structure of the 
wake is unstable, the sound source changes in time domain. If the 
source term has a high velocity ratio, the sound source term has 
two-dimensional structure as shown in Figure 11 (b). Then noise 
source fluctuation is not so large. The generated sound is 
therefore small in the case of α = 3.0. 
 
The origin of the aerodynamic source comes from the separated 
shear layers, because the velocity gradient is large at the 
boundary layer of the cylinder surface. In the case of rotating 
cylinder, velocity gradient is large compared with the stationary 
cylinder. The intensity of the source term due to the separated 
shear layer is large at the high velocity ratio; however, 
aerodynamic sound is small at the high velocity ratio. Since the 
aerodynamic noise is caused by the unsteady vortex motion, the 
aerodynamic sound generation depends on not only on the source 
term intensity of shear layers but also in the source term 
fluctuation in time and spatial domains. It is revealed that the 
vorticity stretching and roll up is important to generate 
aerodynamic sound.  

Conclusions 
Vorticity structures and flow field around a rotating circular 
cylinder at Reynolds numbers between 102 and 104 were 
numerically investigated. The fluctuating aerodynamic becomes 
weak and the resulting aerodynamic sound becomes small. The 
noise level of the rotational cylinder is 10 dB lower than that of 
the non-rotating cylinder. Aerodynamic sound source terms were 
numerically visualized by using Powell's theory. The result of the 
sound source identification shows the aerodynamic sound 
generated at the formation region of Karman vorticities.  



 

 
Figure 8: Distribution of aerodynamic sound source term around 
a rotating circular cylinder at α = 0.0. 

 

 
Figure 9: Distribution of aerodynamic sound source term around 
a rotating circular cylinder at α = 2.0. 

 

 
Figure 10: Distribution of aerodynamic sound source term around 
a rotating circular cylinder at α = 3.0. 

 

 
(a) α = 0.0 

 

(b) α = 2.0 

Figure 11: Iso-surface of aerodynamic sound source term around 
a rotating circular cylinder at Re = 103. 

 
Therefore, the separated shear layers play an important role in 
generating aerodynamic sound at low velocity ratio. Since the 
aerodynamic noise is caused by the unsteady vortex motion, the 
aerodynamic sound generation depends on not only source term 
intensity of the shear layers but also the source term fluctuation 
in time and spatial domains. The resultant aerodynamic noise is 
therefore restrained at high velocity ratio. It reveals that cylinder 
rotation is an effective method to reduce the aerodynamic noise 
radiated from a turbulent wake.  
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Abstract 

Drug delivery in the human respiratory tract is a long standing 

challenge due to the complexity of the geometry and materials 

properties. This paper presents a brief summary of flow features 

in the human respiratory system and simulates an airflow field 

based on a 3D real-anatomical geometry of the human nasal 

cavity. A Lagrangian particle-tracking approach is adopted in the 
flow field solver for the dispersed phase. The dispersion 

characteristics of particles through the airflow are investigated 

under the quiet breathing. The particles passing through the 

domain sections for different value of particle density, diameter 

and flow rate are investigated. The particle deposition efficiency 

is also studied. These were compared with experimental data, and 
results of previous simulations. It is noted that the transportation, 

dispersion and deposition of particles can be controlled by the 

particle properties and flow rate. The numerical results show 

good agreement with previous experimental and computational 

studies, which are useful for the optimisation design of therapy 

methodologies, treatment devices and drug materials. 

 
Introduction  
Drug delivery in the human respiratory tract is a long standing 
challenge due to the complexity of the geometry and materials 

properties. Inhaling micronized drugs is highly effective and 

convenient. Information on the velocity distribution and local 

concentration of solid particle is very important in the design of 

inhalers that deliver the drugs into lung airways. Scaled-up 

laboratory models can be used to study the flows in the human 

respiratory tract; however, the time consuming and expensive 

nature of experiments carried out in this area mean that 

computational studies of the processes taking place will become 

more important. Furthermore, numerical analysis allows 

investigators to “test” various models under different conditions 
in relatively short time and at reduced cost. For the past decade, 

advancements in computational models employing the 

Computational Fluid Dynamics (CFD) techniques have emerged 

from the simultaneous modelling of the airflow field distribution, 

particle trajectory and deposition in human airways. Some of the 

notable works are: Balashazy and Hofmann [1], Yu et al. [2], 

Zhang et al. [3, 4], Martonen et al. [5], Gemci et al. [6] and 

Matida et al. [7]. In parallel with these computational efforts, a 

number of important experimental works on particle deposition 

in the human airways have also been performed, for example, 

Hahn et al. [8], Swift and Strong [9] and Hörschler et al. [10]. 

 

The nose is a major component of the human respiratory system 

and also performs important functions in drug delivery. In this 

paper, we present a brief summary of flow features in the human 

respiratory system and simulate an airflow field based on a 3D 

real-anatomical geometry of the human nasal cavity. A 

Lagrangian stochastic particle-tracking approach is adopted in 

the flow field solver for the particle dispersion and continuous 

phases. The dispersion characteristics of particles through the 
airflow are investigated under the quiet breathing. The particles 

passing through the sampling planes for different value of 

particle density, diameter and flow rate are investigated.  

 

Fluid Dynamic Perspective of the Human Respiratory 
System 
Flow Features 
The flow features of the airway in the human respiratory system 
are extremely complex, involving characteristics of multiple-

phase flows in laminar, turbulent and interactive conditions as 
summarized in Table 1. 

 

A solo simulation approach is difficult to cover all flow features 

as shown in table 1. Therefore, what’s simulation approaches 
should be taken is depend on main concerns of investigation; 

physical model was established on a simplified concept and 

coupled with suitable mathematic algorithms. However, the 

computational domain should be close to the real-anatomical 

geometry in order to capture real flow feature. It is worth 

emphasisng that the geometry of the nasal cavity is a major 

determination factor of the particle deposition pattern and airflow 

field. 

 

Anatomical Geometry and Computational Domain 
The nasal cavity is a complex structure as shown in Figure 1, an 

anatomical illustration of a left nasal cavity of adult. A 3D real-
anatomical geometry reconstructed from a CT fine-scanned data 

is shown on Figure 2. The surface of this real nasal cavity has 

complex boundary features, is desirable for the investigation. 

However, numerous detail boundary features result in hung mesh 

grids and computation time consuming leading to impracticable 
at this stage.  

 

An anatomically corrected model of an adult nose was used as a 

computational domain in present study as shown in Figure 3. It is 

reconstructed from a CT scanned data via CAD solid model 

design software, but has been smoothed due to less slice data. 
This model was developed originally by Prof. Scherer and his 

bioengineering research group at the Department of 

Bioengineering, University of Pennsylvania and used in several 

of their published works [7, 11, 12] and further improved on 

mesh construction by present study. 

 

Flow Configuration 
The range of computational domain is shown in blue coloured 

area of the anatomical illustration in Figure 1. The model of 

computational domain is shown in Figure 3. The domain is 

divided into 9 sections.  

 

The airflow rate ∀ is corresponding to normal quiet breathing for 
a single nostril. Laminar flow is simulated. Drug delivery is 

assumed to be particulate flow with a uniform diameter Dp from 

1~40µm, particle density ρp is varied from 500 kg/m3 to 2000 
kg/m3. 



 

 
 

 

 
Figure 1. An anatomical illustration of left nasal cavity, shaded (blue) 

area show the range of computational domain in present study. 

 

 
Figure 2. A 3D real-anatomical geometry reconstructed from CT fine-

scanned data show the complex boundary details. 

 

The particle deposition is defined in term of Local Particle 

Deposition efficiency (LPD) = ([number of particles entering the 

section n]-[number of particles exiting section n])/ number of  
 

 

 

particles entering section n, and Total Particle Deposition 

efficiency (TPD) = ([number of particles entering the domain] 

 
Figure 3. Computational domain is an anatomically corrected model of an 

adult nose built from CT slice data. 

 
-[number of particles exiting section 9])/ number of particles 

entering section 9. Stokes number StAmin is defined: 

min
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,
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ρπ
µ ρ

∀
≡ ≡ , where da is the aerodynamic 

diameter and is a function of the particle diameter and density. 

Breathing conditions  Behaviour &Symptoms Related locations Main flow features Simulation approaches 

1 

Normal: 

-quiet 

-resting 

-sleeping 

Inspiration 

Expiration 

Flow rate of 125-200 ml/s 

Periodic flow,  

Laminar flow,  

Gap flow, small deformation 

at the junction of b and c. 

sinusoidal velocity profiles, 

single phase approach 

-asthma 

-nasal polyp 

-heavy vibrissae 

-foreign-body 

-sneezing 

Flow rate of 200-625 ml/s 

constriction flow, 

obstruction flow, 

extra muscus flow,  

high flow rate, 

turbulent flow, 

deformation at the 

conjunction of a to d. 

single phase approach, 

multiphase approach,  

turbulent model 

free surface model,  

Fluid-Structure Interaction 

(FSI) approach, 

-morbid surface 

a. nasal cavity 

b. larynx 

c. trachea 

d. bronchi 

excessive dry/secretion of 
the mucousal surface 

permeation flow 

liquid film flow model 

specific boundary model 

porous media model 

2 

Abnormal: 

-exertion 

-sickness 

-physical  

exercise 

-cough  

-snore 

-yawn 

a.-d. 

e. mouth 

high flow rate with 

deformations and vibrations 

in c or d-e 

FSI approach,  

acoustic approach  

3 

Drug delivery: 

-inhaler 

-collunarium 

Therapy spray 

4 

Air pollutions: 

-dust air: inorganic dust, 

organic dust, synthetic 

material dust 

-chemical gas 

Silicosis 

Asbestosis 

chronic obstructive 

pulmonary diseases, 

COPD 

a. nasal cavity 

b. larynx 

c. trachea 

d. bronchi 

aerosol flow,  

droplet flow, 

free surface flow 

permeation flow  

biological reaction 

multiphase approach,  

FSI approach,  

porous media model,  

Table 1. Fluid dynamic perspective of the human respiratory 

system 



 

The particle density is normalized by the reference density (ρo) 

which is equal to 1000 kg/m3 for the SI units used in the current 

study.  

 
Numerical Methods 
Dynamic analysis of airflow in the human nasal cavity is 

conducted in numerical simulation through a commercial 

package Fluent. Simulation of flow fields is performed by 

solving full Navier-Stokes equations. In order to track individual 

particle behaviour, discrete phase model (DPM) Lagrangian 

method is used to trace the dispersion of particles about the 

trajectory. The Lagrangian scheme treats the particle phase as a 

discrete phase, and the fluid phase as a carrier phase in a Eulerian 

frame. Trajectories of individual particles can be tracked by 

balancing the forces acting on them. The Lagrangian scheme is 

most popular in engineering applications for the prediction of 

particulate flows because it can easily be combined with a 

stochastic scheme, albeit with high computational cost. In the 

Lagrangian model, the fluid phase is solves by Eulerian 

equations, and then integrates Lagrangian equations of motion 

for the dispersed phase, tracking individual particles through the 

flow field 

 

Governing Equations 

Under the assumption that the ambient air is incompressible, has 

constant density and viscosity, and the flow is steady and 

laminar, the governing equations can be expressed in the 

following form:                                                     

the continuity equation: 

 

 0V∇ ⋅ =
�

 (1) 
 

and the Navier–Stokes equation: 

 

 ( ) ( )VV P Fρ τ∇ ⋅ = −∇ +∇ ⋅ +
� � �

 (2) 

 

where ρ is the gas density, P the static pressure, τ the stress 

tensor and F
�

the external body force. 

 

The equations are discretized in space using a cell-centered finite 

volume formulation. The coupling between pressure and velocity 

is solved using the Semi-Implicit Method for Pressure Linked 

Equations (SIMPLE) algorithm. Time integration is performed 

using a fully implicit procedure. The linear system which results 

is solved using a line Gauss–Seidel (LGS) iterative scheme. A 

multigrid scheme, which involves four automatic successive 

coarsenings of the original grid, is used to enhance convergence 

of the pressure correction equation. 
 
Lagrangian Dispersed Phase Model 
The Lagrangian dispersed phase model [14] is used for the 

prediction of the trajectory of a particle. This is done by 

integrating the force balance on the particle. The force balance 

equates the particle inertia with the force acting on the particle, 

and can be written as: 

 

 ( ) ( ) /
p

D p x p p x

du
F u u g F

dt
ρ ρ ρ= − + − +  (3) 

 

where FD(u-uP) is the drag force per unit particle mass and  
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The term Fx represents additional forces such as thermophoretic 

force, Saffman’s lift force or virtual mass force. However, 

provided that the particles meet the condition that ρp > ρ; these 
terms can be neglected, except for the force caused by the 

pressure gradient in the fluid when there are high acceleration 

forces present: 

 

 
x p
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 (6) 

 

The term gx is the gravitational body force. The drag coefficient, 
CD is given by: 

 

 2 3
1 2D

e e

a a
C a

R R
= + +  (7) 

 
where the constants are given by Moris and Alexander [15], and 

take account of ultra-Stokesian drag. 

 

The momentum transfer from the continuous phase to the particle 

phase is computed by examining the change in momentum of a 

particle as it passes through each control volume. 
 

Results and Discussions 
Numerical computations are focused on flow behaviour of 

particle transportation and deposition through the sections, which 

can be used by pharmaceutical companies and clinicians who 
need to predict and optimise inhaled therapies. 

 

Particle Transportation through Domain Sections 
Particle transportation through the domain section is numerically 

predicted as shown in Figure 4, which is mainly controlled by 

particle size and density. It is notice that nasal cavity has a 
filtering and carrying function depending on different properties 

of particle. It can be concluded that such numerical simulation 

can provide the convenient way to optimise various range 

materials to be inhaled. 
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Figure 4. Particle transportation through domain sections at the 125ml/s 

of airflow rate, comparing with different material properties of particle, 

e.g. (500, 1) = (density, diameter).  

 

Particle Deposition Efficiency  
Particle depositions along the flow channel are shown in Figure 

5. a concentration peak is appeared at the middle section for high 

density particle, the peak move into downstream sections.  
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Figures 5. Particle deposition efficiency on domain sections at the 

125ml/s of airflow rate, comparing with different materials properties of 
particle, e.g. (500, 1) = (density, diameter). 

 
 
Comparisons of velocity profiles 
Comparison of velocity profile at the section 8 is shown in Figure 

6, with previous experimental [8] and computational [11] results.  

 
Figure 6. Comparison of velocity profile at the section 8 in Z direction 
with previous experimental [8] and computational [11] results. 

 
Comparisons of total deposition efficiency 
Comparison of total particle deposition efficiency is shown in 

Figure 7, with previous experimental [16, 17] and calculated [13] 

results. The discrepancy shown that different approaches are 

difficult to replicate the nasal flow processes. 

 

 
Figure 7. Comparison of total particle deposition efficiency with previous 
experimental [16, 17] and calculated [13] results. 
 

 
 

Conclusions 
Airflow features in the human nasal cavity have a strongly 
influence on the drug delivery process and particle physical 

characteristics. Numerical simulation provides the convenient 
way to optimise various drug materials to be inhaled. 
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Abstract
This paper considers a simple, nonlinear model of a ducted
laminar flame. Ducted flames are susceptible to thermoacoustic
instability, in which perturbations in the flame heat release drive
acoustic modes of the duct that, in turn, drive the flame
perturbations. Both the forced response of the flame and the self-
excited response of system are studied numerically. The form of
the self-excited system behaviour is found to be strongly
dependent on both the flame position and duct length. In
particular, two basic forms of unstable behaviour are observed, in
which the system either experiences a limit cycle or where the
flame flashes back. These two responses feature very different
time histories in heat release rate. This final result infers that the
use of a saturation element to model the flame non-linearity is
inappropriate.

Introduction 
Thermoacoustic instability in different systems has been studied
extensively over the last fifty or so years [1, 2]. During this time,
the applications have varied a great deal, and include solid and
liquid fuelled rockets, ramjets, gas turbines and industrial
burners. Nonetheless, the essential mechanisms of this instability
are the same in all these cases and feature a coupling between the
unsteady heat release and the chamber acoustics. In recent years,
environmental concerns regarding NOX emissions have created
considerable interest in the use of premixed flames in natural gas
fired gas turbines. Due to the sensitivity of premixed flames to
imposed velocity fluctuations, combustion instabilities have
appeared again as a problem of considerable practical
importance, and have spawned significant research effort world-
wide.

Central to the contemporary problem of understanding
thermoacoustic instability is the development of accurate and
practical predictive tools for determining both the stability and (if
unstable) the steady-state amplitude of the fluctuations in a given
system. This is being approached in, effectively, two ways. The
first is to attempt to model the physics of the problem directly
with accurate numerical models of combustion in premixed
flames. This typically involves LES or DNS codes with
simplified reaction kinetics, and has the benefit of the model
being more physically representative but also has the drawback
of being computationally intensive [2]. Such approaches, whilst
potentially accurate, are therefore not truly practical design tools
at the moment since the designer often needs to perform
parametric studies before settling on a final design.

An alternative approach is to develop simple models of the flame,
the duct acoustics and their interaction. For example, the widely-
observed sensitivity of premixed flames to low frequency
disturbances, and their relative insensitivity to high frequency
disturbances, has lead to several investigators modelling the
flame as a kind of linear, low-pass filter [1-5]. The duct acoustics
are then usually assumed to be linear and one-dimensional,
thereby completing the model. Of course, such models only

address the linear stability of the system. More complex models
are required to study the nonlinear dynamics.

Following this simple approach, the next level of sophistication
that can capture a form of flame nonlinearity is usually to replace
the dynamic model of the flame with a kinematic flame model [1,
4, 5]. These models typically consider the flame motion and heat
release to be determined only by the local burning velocity and
the axial velocity upstream of the flame. Importantly, the effects
of vorticity, which is either transported into the flame or created
by the flame itself, is not usually modelled. Whilst not studied in
this paper, the authors consider that this omission is one of the
main shortcomings of such models.

Dowling [3] makes the further claim that a linear dynamic model,
combined with a saturation element, models the nonlinear flame
dynamics reasonably. The saturation limits of the flame heat
release rate are zero when the instantaneous velocity just
upstream of the flame is less than or equal to zero, and twice the
mean heat release rate when this instantaneous velocity is greater
than twice the mean duct velocity. In her later paper that uses a
kinematic flame model, Dowling [4] states that her prior use of
this saturation element is reasonable, but in the present authors’
view, does not verify this rigorously.

The dynamics of such models is relatively easy to analyse using
numerical software such as Matlab/Simulink. However, any
practical benefit in their speed must be weighed up against their
inevitably diminished accuracy. Furthermore, whilst these
models are relatively common in the literature, the authors
consider that their accuracy has not been clearly established. It is
therefore not presently clear where in this broad range of
modelling choices, from ‘slow and more accurate’ LES/DNS to
‘fast and less accurate’ simple models, that a practical and
accurate predictive tool actually lies.

This paper is therefore part of the authors’ overall, longer-term
aim to determine the requirements for accurate and practical
predictive tools for studying thermoacoustic instability. The
paper is concerned first with Dowling’s [4] kinematic flame
model applied to a ducted, laminar, premixed flame, and
combines this with a simple model of the duct acoustics that was
first presented by Dowling in [3]. Two basic forms of unstable
behaviour are observed, in which the system either goes into a
limit cycle, or where the flame flashes back. These two responses
feature very different time histories in heat release rate. As such,
they cannot in general be modelled using a simple saturation
element integrated into a linear model as Dowling [3] argued.

Model
Flame model
Figure 1 shows a schematic diagram of the present problem. The
flame is stabilised behind a flame holder of radius 17.5a mm� ,
the end of which is referred to as the gutter, and extends to the
duct wall of radius 35b mm� . The duct has uniform cross-
section and open upstream and downstream boundaries. The duct



velocity � �,u x t  is assumed uniform across the duct and purely

axial with mean 1.0 /u m s� . Given the low Mach number of
the upstream flow and assuming that the flame holder is
acoustically compact, the velocity at the gutter � �gu t  is related to
the duct velocity just upstream of the flame holder by continuity

� � � � � �2 20, / 1 / .gu t u t a b� � (1)

Figure 1: Schematic of the flame, flame holder and duct.

The present geometry is axisymmetric, and it is assumed that
combustion occurs within a thin sheet whose instantaneous
position � �,r t�  is a function of radius and time only. The flame

surface is therefore described by another function � �, , 0G x r t � ,
such that

� � � �, , , .G x r t x r t�� � (2)

The flame surface propagates with a speed � �ˆ Lu n S� �

� �
 in the

direction of its surface normal n̂
�

, where LS  is the laminar flame
speed. It is assumed that 0.4 /LS m s�  for an ethlyene/air
mixture with an equivalence ratio 0.7� �  [6]. The propagation
of the surface � �, , 0G x r t �  is therefore described by the well-

known ‘ G  equation’ [1, 2, 4, 5],

.L
G u G S G
t

�
� �� � �

� �
(3)

Dowling [4] and Fleifil et al. [5] both argue that the vertical
component of the flow velocity vector is negligible at the flame
surface. Accepting their arguments, combination of equations (2)
and (3) gives a nonlinear PDE for the flame position

� �
21 / .g Lu S r

t
�

�
�

� � � � �
�

(4)

It is noted that this expression models the axial velocity just
upstream of the flame as equal to the gutter velocity gu . This
assumes that the flame is compact relative to the duct acoustics,
which is reasonable in most cases.

Boundary conditions for equation (4) are quite involved since
there is a possibility that the flame surface will flash back when
the flow velocity is less than burning velocity. It is also assumed
that the flame cannot blow out. Boundary conditions that
incorporates these considerations are

� �, 0a t� � (5)

if � �, 0a t� �

�  and � �g Lu t S� , and

� �/ g Lr a
t u S�

�

� � � � (6)
otherwise. The initial condition for the simulations is the average
surface position � �r� , which can easily be shown from equation
(4) to be a truncated cone that extends from the gutter to the duct
wall

� � � � 2 2 / .g L Lr r a u S S� � � � (7)

Equation (4) was integrated using a 2nd order accurate spatial
difference for / r�� �  and fourth-order Runge-Kutta
timestepping for obtaining �  from / t�� � . The spatial resolution
was 0.09 mm  and the timestep was 100 s� , which were found
to give solutions that were independent of both the spatial and
temporal discretisation.

The instantaneous flame surface area is

� � � �
22 1 /

b

a
A t r r dr� �� � � �� (8)

and the heat release rate � �Q W  is

� � � �,u L RQ t S H A t��� � (9)
where 0.8� �  is a combustion efficiency, u�  is the density of

the reactants � �31.2 /kg m  and RH�  is the enthalpy of reaction,

which for an ethylene/air mixture with 0.7� �  was set to
2.14 / mixtureMJ kg  [6].

For linear, harmonic perturbations of frequency � , Dowling [4]
also solves equation (4) analytically, and integrates it across the
duct to obtain the dynamic response of the complex, overall heat
release perturbations Q̂  to imposed complex, velocity
perturbations ˆgu  at the gutter,

� �

� �
� �

ˆ / 2 1 .
ˆ /

i i

g g

b aQ Q a be e
u u i a b i

� � � �
� � �

� � � �� �
� � �	 


(10)

The corresponding real perturbations are given by

� �ˆRe i tQ Qe �

� �  and � �ˆRe i t
g gu u e �

� �  with mean values Q  and

gu . The term �  is a Strouhal number, defined by

� � � �
2

/ 1 /L L gb a S S u�� � � � .

Duct acoustics model
Figure 1 also shows acoustic waves

� � � �� � � �� �

� � � � � � � �

1 1 1 1

1 1

, / / ,

, , , / ,

p x t f t x c u g t x c u

u x t f x t g x t c�

� � � � � � �

� � � � �� �
(11)

upstream of the flame (region 1  i.e. 0x � ) and 
� � � �� � � �� �

� � � � � � � �

2 2 2 2

2 2

, / / ,

, , , / ,

p x t h t x c u j t x c u

u x t h x t j x t c�

� � � � � � �

� � � � �� �
(12)

downstream (region 2  i.e. 0x � ), where c  is the mean sonic
velocity � �/m s . The flame also produces entropy fluctuations,
but as the duct exit is open, these convect out of the domain
without having any (first order) effect on the duct pressure and
velocity, and so are neglected.

Application of the condition that 0p� �  at the upstream and
downstream boundaries gives

� � � �

� � � �

0, 0, ,

0, 0, .
u

d

f t g t

j t h t

�

�

� � �

� � �

(13)

The terms u�  and d�  are time lags that represent the time taken
for a wave to travel from the flame, reflect from the upstream or
downstream boundary and return to the flame:

� �

� � � �

2
1 1 1

2
2 1 2 2

2 / 1 ,

2 / 1 ,

u

d

l c M

l l c M

�

�

� �� �� �

� �� � �� �

(14)

where M  is the mean Mach number in that region.



Dowling [3] combines equations (13) and (14) with the equations
for mass, momentum and energy conservation applied across the
(assumed acoustically compact) flame to obtain the following
matrix equation

� �

� �

� �

� � � �� � 2
1

00, 0,
,

0, 0, /
u

d

g t g t
h t h t Q t Q b c

�

� �

� �� � � ��
� �� �� � � �� � � � � �� �� 	 � 	 � 	

X Y (15)

where matrices X  and Y  are given in the appendix. Solving
equations (15), (11), (12) and (1) for the velocity perturbation at
the flame, the instantaneous heat release in equation (9) can then
be determined by the numerical integration of equation (4),
thereby closing the integrated model of the flame and the duct
acoustics.

Results and discussion
Figure 2 shows the steady state flame response to sinusoidal
velocity forcing (i.e. ignoring the duct acoustics) with an
amplitude of 1% of the mean velocity. The numerical
simulation’s amplitude and phase responses were calculated by
least-squares curve fitting a sinusoid with the same frequency as
the excitation to the observed, closely sinusoidal response. As
expected, the simulations are in close agreement with the linear,
analytic dynamic response given by equation (10). The
commonly reported [1-5] behaviour of the flame as a kind of
low-pass filter to small amplitude excitation is also clear.

Figure 2: Dynamic response of the flame (solid line: equation
(10), points: nonlinear simulations with / 0.01g gu u� � ).

Figure 3 shows the variations in the heat release, gutter velocity
and gutter pressure with time for the integrated flame/acoustic
model, for a duct length 2l  of 1.0 m  and the gutter placed at

1 0.6l m� . The system can be seen to undergo at first a roughly
exponential, self-excited disturbance growth in all three
quantities until it settles into a constant amplitude limit cycle.
The frequency and growth rate of the oscillations during the
period of disturbance growth should correspond closely to the
unstable duct modes predicted by a linear stability analysis of the
system using equation (10) e.g. [7]. 

The time traces in Figure 3 show relatively small amplitude limit
cycle fluctuations in the static pressure, but appreciable velocity
fluctuations. Dowling [3] explains this behaviour by noting that

since � �u O p c�
 
�  in equation (11), it follows from the ideal

gas law that

� � � �/ / / .p p O u c p O Mu u� �� � ��� (16)

Thus, the fractional pressure fluctuations remain small in a low
Mach number flow even when � �1u u O� � . The flame heat
release fluctuations are also relatively small. Animations show

that the flame remains anchored at the gutter, oscillating around
its undisturbed position given by equation (7). 

Figure 3: Time series of a) /Q Q , b) /g gu u  and c) /g gp p  for

1 0.6l m�  and 2 1.0l m� .

Figure 4 shows that very different behaviour is observed when
the length of the duct and gutter position are doubled
� �2 12.0 , 1.2l m l m� � . The pressure fluctuations remain
relatively small, although larger than previously, but the velocity
perturbations are now large enough that reversed flow is
observed as part of the oscillation. Interestingly, the mean flame
heat release departs from that given by equations (7), (8) and (9)
and must be an inherently nonlinear effect. 

Figure 4: Time series of a) /Q Q , b) /g gu u  and c) /g gp p  for

1 1.2l m�  and 2 2.0l m�

Animations of the flame motion in this instance reveal that the
flame is no longer anchored to the gutter, but instead progresses
gradually upstream as it oscillates in response to the acoustic
excitation (eg. Figure 5). This type of behaviour can be called
‘flashback’, and is a common problem in premixed combustors.
A surprising but reasonable result in the present study is that the
heat release fluctuation amplitude in Figure 4, which is
dependent on the flame surface area, does not change greatly as
the flame gradually moves upstream.

A criterion for determining when flame flashback occurs is not
obvious, since it is related to both the amplitude and frequency of
the acoustic forcing (Figure 5). Both the nonlinear numerical



simulations and linear theory showed that the flame heat release,
which drives the duct acoustics, is relatively insensitive to high
frequency excitation, regardless of the forcing amplitude. Thus,
the flame tends to either limit cycle or flashback in longer ducts,
where the fundamental acoustic mode of the duct is relatively
low and hence more likely to drive significant flame motion and
heat release perturbations (Figure 6). 

Figure 5: Instantaneous flame surface during steady state
sinusoidal forcing, 2.5� �  and a) / 1g gu u� � , b) / 2g gu u� � .

Figure 6: Stability map for different combinations of 1l  and 2l .

The kinematic flame model predicted that the steady state
amplitude of the heat release fluctuations during thermoacoustic
instability of either form never exceeded roughly 10% of the
mean heat release. Furthermore, Figure 3 and Figure 4 showed
that the heat release fluctuation amplitude was strongly
dependent on the form of unstable behaviour. Both these
amplitudes are significantly smaller than that proposed by
Dowling [3], who argued that heat release fluctuations of the
same order as the mean heat release were reasonable. Indeed, the
use of Dowling’s [3] saturation limits and the linear model in
equation (10), as Dowling suggests, were observed to cause
excessive velocity perturbations in the duct, well in excess of any

predicted by the nonlinear, kinematic flame model. It is also not
obvious how to determine a priori whether the flame flashes
back or goes into limit cycle given knowledge only of the duct’s
mean flow. Thus, this range of possible nonlinear responses
cannot in general be modelled using a linear flame model with
saturation as Dowling [3] argued.

Conclusions
This paper presented an analysis of an integrated kinematic
model of a ducted, laminar, premixed flame combined with a
simple model of the duct acoustics. Depending on the system
parameters, two basic forms of unstable behaviour were
observed. The flame either maintained its position around its
stabilisation point on the flame holder, in which case the acoustic
velocity perturbations excited by the flame were relatively small,
or the flame ‘flashed back’ by moving upstream of the flame
holder. This latter response featured significantly larger duct
velocity perturbations and periods of reversed duct flow.

In both cases, the kinematic flame model predicted that the
steady state amplitude of the heat release fluctuations was
significantly smaller than that suggested by Dowling [3] as a
reasonable saturation limit for this instability. It is also not
obvious how to determine a priori whether the flame flashes
back or goes into limit cycle given knowledge only of the duct’s
mean flow. Thus, the range of observed nonlinear responses
cannot in general be modelled using a linear flame model with
saturation as Dowling [3] argued.
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Appendix

The matrices in equation (15) are
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Abstract 
A novel method of generating a swirling jet using micro-injectors 
to introduce the required tangential component into an axial jet 
has been developed. This method allows the flow rate of the axial 
jet and the tangential micro-injectors to be varied independently. 
Thus the controlling parameters, Reynolds number (Re) and swirl 
number (S), can be varied precisely. This level of control enables 
detailed investigation of the phenomena associated with swirling 
jets. 
 
Introduction 
The large scale effects of swirl in fluid flow have been 
appreciated for many decades. It affects the jet growth, 
entrainment and decay of non-reacting jets, and flame size, shape 
and stability of combusting jets. There are a number of ways of 
generating a swirling jet; namely axial plus tangential entry, 
guided vanes and direct rotation. Chigier and Chervinsky [1] 
have carried out experiments using an axial plus tangential entry 
swirl generator. They were able to generate jets with no swirl to 
strongly swirling with reverse flow. Gore and Ranz [2] imparted 
rotation to axial pipe flow by means of a rotating perforated plate 
in which holes were drilled either parallel to the axis or at 45° to 
the axis. They found that the flow generated was not 
axisymmetric and the flow field was complicated by additional 
secondary flow induced by the vanes. Rose [3], on the other 
hand, rotated a pipe of 100 diameters in length at 9500 RPM to 
generated a fully develop swirling jet. The swirl motion is 
generated solely by the friction force between the air and the 
inner wall of the pipe. Due to the relatively low viscosity of the 
air, Rose was only able to generate relatively weak swirl. 
 
In the experiment conducted here, a swirl velocity component is 
induced in an axial jet by micro-injectors. The combined flow is 
then discharged through an orifice. This method allows for 
independent and precise control of the resulting flow and its 
structure. In the present study, jets with different Reynolds 
numbers (Re) and swirl numbers (S), which define the 
characteristics of the flow, are investigated using particle image 
velocimetry (PIV). 
 
Experimental Methods 
In this experimental study, velocity field measurements were 
taken in a jet with micro-injector induced swirl. Figure 1 shows 
the coordinate system used. Figure 2 shows the micro-jet swirl 
generator and the experimental apparatus. The air supply to the 
main jet was separate from the micro-jets supply. This allowed 
the flow rate of the axial jet and the micro-jets to be varied 
independently. To enable PIV measurements, the main axial jet 
supply was seeded with olive oil droplets around 1µm in 
diameter. The unseeded micro-jets supply was directed into the 
reservoir, figure 2, before it was injected tangentially into the 
settling chamber through eight 0.5×0.5mm square cross section 
micro-injectors. The combined flow then passed through a 
contraction with an area ratio of 25, thence through an 8mm 
diameter orifice at the exit of the nozzle.  The nozzle was 

mounted in a vertical wind tunnel, figure 2. This set up permits 
investigation of the effect of co-flow on the swirling jet. In the 
present study, no co-flow was used. 
 

 
Figure 1: Coordinate system. 

 
A Quanta system dual Nd:YAG laser with the wavelength of 
532nm was used to illuminate the seeding particles. The laser is 
capable of producing two 200mJ pulses of 6 ns duration at a 
repetition rate of up to 10Hz. System timing was controlled by a 
computer running Real Time Linux. Time intervals between each 
laser pulse ranged from 7-40µs depending on the experiment. 
 
The images required for PIV analysis were acquired using a PCO 
Sensicam 12bit cooled digital camera that operates in a double 
shutter mode. Images obtained from the camera were stored in 
the image acquisition computer. Images in the both the vertical 
(x-r) and azimuth plane (r-θ) were acquired. Orientation of the 
camera was such that a CCD array of 1280×1024pixels was used 
for images in vertical plane, while CCD array of 
1024×1024pixels was used for images in azimuth plane. A 
105mm Nikkor lens was used for images acquired in the vertical 
plane, while a 200mm Micro-Nikkor lens was used in the 
azimuth plane. 
 
Figure 2 shows the configuration where the images in the 
azimuth plane were acquired. A high reflective mirror at 45° was 
placed above the nozzle to direct the light from the seed particles 
illuminated by the horizontal laser sheet. For acquiring images in 
the vertical plane, the mirror was removed and laser sheet rotated 
by 90° along the axis of the aperture. 
 
The image pairs were analysed using the Multi-grid Cross 
Correlation Digital Particle Image Velocimetry (MCCDPIV) 
algorithm described in Soria et al [4], which has its origin in an 
iterative and adaptive cross-correlation algorithm introduced by 
Soria [5] and [6]. Details of the performance, accuracy and 
uncertainty of the MCCDPIV algorithm with applications to the 
analysis of a single exposed PIV and holographic PIV (HPIV) 
images have been reported in [7] and [8]. 
 
The present single exposed image acquisition experiments were 
designed for a two-pass MCCDPIV analysis. The first pass used 
typically an interrogation window IW = 32 pixels, while the 
second pass used an IW = 24 pixels with discrete IW offset to 
minimize the measurement uncertainty [9]. The sampling spacing 
between the centres of the IW was 24 pixels. The MCCDPIV 
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Figure 2: Drawing of nozzle design (left) and schematic diagram of experimental apparatus (right). 

algorithm incorporates the local cross-correlation function 
multiplication method introduced by [10] to improve the search 
for the location of the maximum value of the cross-correlation 
function.  For the sub-pixel peak calculation, a two dimensional 
Gaussian function model was used to find, in a least square 
sense, the location of the maximum of the cross-correlation 
function [5]. The MCCDPIV data field was subsequently 
validated by applying: (i) a global histogram operator check [11], 
(ii) a median test [12], and (iii) the dynamic mean value operator 
test described in [12]. The tests were applied in the specified 
order. Following data validation, the in-plane velocity 
components (u,v) in the (x,r) coordinate directions respectively 
were computed by dividing the measured MCCDPIV 
displacement in each interrogation window by the time between 
the exposures of the image pair. The uncertainty relative to the 
maximum velocity in the velocity components at the 95% 
confidence level for these measurements is 0.3%. 
 
Results  
Two non-dimensional numbers can characterize a swirling jet: 
the Reynolds number and the swirl number. The Reynolds 
number used is based on the average axial velocity (Uo) at the 
orifice and the orifice diameter (Do), 

 

µ
ρ oo DURe =  .     (1) 

 

The swirl number is normally defined as the axial flux of swirl 
momentum divided by the axial flux of axial momentum times 
the equivalent nozzle radius [13]: 

 

2/DG
G

S
ox

θ=  .     (2) 

 

This characterization is often very difficult to measure with 
certainty. Thus, simplification of the equation is necessary. One 
common assumption made is to treat the flow as a solid body 
rotation plug flow at the nozzle. The turbulent stress term is also 
often neglected [13].  The swirl number can then be simplified to, 

 

2)2/(1
2/

G
GS

−
= ,     (3) 

 

where G is the ratio of the maximum tangential velocity to 
maximum axial velocity measured at the nozzle. This equation is 
valid up to a swirl number of about S ≈ 0.2 [13]. 

elocity profiles 

), where a is the apparent distance of the origin of the jet 

Figure 3 shows the radial distribution of the normalised mean 
axial velocity for a set of four experimental conditions. The 
corresponding non-dimensionalised tangential v
are shown in figure 4. PIV data processing parameters are listed 
in table 1 and 2 respectively. In this experiment, The Reynolds 
number was kept at a fairly constant level, (ranges from 3773 to 
3982) while the swirl number was varied progressively. 
 
In figure 3, axial velocity (u) is normalised by the local 
maximum velocity (um). The radial position r is normalised by 
(x+a
from the orifice. According to Chigier and Chervinsky [1], the 
apparent distance of the jet’s origin from the orifice can be 
obtained by extrapolating the line of the reciprocal of centre line 
axial velocity, 1/um against x. The value of a is given by the value 
of x at 1/um = 0. The linear function was fitted to the data points 
at the far field (self similarity region) in order to obtain a more 
accurate a value. Only the data points where x > 4Do were used 
for the linear extrapolation.  
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Figure 3: Radial distributions of normalised axial velocity  

(constant Re, varying S). 
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This agrees well with the results of Chigier and Chervinsky 
(1967) [1], who observed self similarity within 4 diameters of the 
orifice of weakly swirling jets.   
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Figure 4: Radial distribution of mean tangential velocity  

(constant Re, varying S). 
 
Figure 4 shows the radial distribution of integrated mean 
tangential velocity of the swirling jets. The tangential velocity 
profiles y is 
normalised b

ngential velocity of the jet with higher swirl number is 

 plotted are in the r-θ plane. The tangential velocit
y the ma he magnitude of the ximum axial velocity. T

ta
obviously higher and it peaks at a normalised radius closer to the 
edge of the jet. The inner region of the profile is almost linear 
and corresponds to solid body rotation plug flow. 
 

Position 0Do - 5.8Do
Image area 46.7 × 37.4mm2   

5.8Do × 4.7Do
CCD array 1280 × 1024 2pixel
Spatial resolution 27.4pixels/mm   

Do219.2pixels/  
Number of image pairs 1120 
Vectors spacing 24pixels 
First interrogation window size 32 × 32pixels2

Second interrogation window size 24 × 24pixels2

Table 1: MCCDPIV paramet
 

he nozzle 

ers (x – r plane). 

Position 0.47mm   
0.06Do above t

Image area 8.7 × 8.7mm2  
1.09Do × 1.09Do

CCD array 1024 × 1024pixel2

Spatial resolution /mm   118.3pixels
946pixels/Do

Number of image pairs 1100 
Vectors spacing 24pixels 
First interrogation window size 32 × 32pixels2

Second interrogation window size 24 × 24pixels2

Table 2: MCCDPIV paramet . 
 
Figure 5 shows the radial distributio ormalised mean 
a f fo  conditions. 
T a l velocity 
profile is sh parameters 
re similar to those listed in table 1 and 2. The swirl number is 

counteracting the effect due to the increase in swirl intensity.  

tial velocity profile. Increase in 
eynolds number shifts the location of maximum tangential 
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own in figure 6. The PIV data processing 
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number is varied progressively.  
 
The decrease in jet width as Reynolds number increases is clearly 
shown in figure 6. The effect of Reynolds number is 

Figure 6 shows that swirling jets with different Reynolds number 
exhibit similar normalised tangen
R
velocity towards the edge of the jet. 
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Figure 5: Radial distributions of normalised axial velocity  

(constant S, vary Re). 
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Figure 6: Radial distribution of mean tangential velocity  

(Constant S, vary Re). 
 
Velocity profile in the self similar region can be approximated 
using Gaussian curve according to the following equation [1] 
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  ku = Gaussian velocity error curve constant. 
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The angle of spread, α is defined as [14] 
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The amount of fluid entrained from the surrounding is given by 
m-mo and an entrainment constant can be defined such that  



 

 

⎟
⎠
⎞

⎜
⎝
⎛

⎟⎟

 

wirl number increases. The entrainment constants determined 
are higher than the results obtained by [1]
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The entrainment constants obtained from this study are plotted in 
figure 9. The amount of surrounding fluids entrained increases as 
s

 and [2]. 
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Figure 7: Axial velocity Gaussian error curve constant (ku) versus S. 
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Figure 8: Angle of spread (α) versus S. 
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Figure 9: Entrainment constant (Ke) versus S. 

 
Conclusion 
A simple method of generating swirling jet with high degree of 
control of the governing parameters is developed. The 
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Abstract 
Vortices formed around the A-pillar region dictate the pressure 
distribution on the side panels of a passenger vehicle and also can 
lead to aerodynamic noise generation. This paper analysed and 
compared qualitative flow visualization of airflow behavior 
based on the A-pillar region.  Two simplified vehicle models 
with different A-pillar geometry were simulated using 
Computational Fluid Dynamics (CFD) under laboratory 
operating conditions. Commercial software (SWIFT) was used. 
In SWIFT, the simplified vehicle model was generated using 
Fame Hybrid. CFD simulations were carried out using SWIFT 
under steady state conditions using the HTM2 turbulence model. 
Investigations were carried out at velocities of 60, 100 and 
140km/h and at 0, 5, 10 and 15 degree yaw angles. Results of Cp 
values were also compared against available experimental data. 
Results obtained using CFD modeling provided reasonable 
agreement against available experimental data.  

Introduction  
Vortices formed around the vehicle A-pillar region can lead to 
aerodynamic noise generation [3, 6]. Noise generated from the 
A-Pillar region is transferred to the passenger cabin causing 
annoyance and much discomfort to the vehicle occupants [3]. 
Over the years, research studies concerning A-pillar 
aerodynamics have focused mainly on understanding the 
mechanics of airflow behaviour when exposed to various A-pillar 
and windshield configurations to help further reduce 
aerodynamic noise. Previous research studies conducted, used 
predominantly experimental and/or numerical methods [1, 2, 3, 5, 
and 6]. 

Reviews from past literatures suggest that the key in A-pillar 
design to achieve low aerodynamic noise lies on having a slender 
A-pillar angle with round windshield radius. However, design 
and safety constraints damper this progress [1] and hence, current 
vehicle design still utilises the traditional A-pillar design with 
minimum windshield curvature giving it a quasi-sharp slanted 
edge shape. This type of design resulted in the generation of 
complex three-dimensional turbulent flow separation behind the 
A-pillar region.  

In 2004, Murad [7] conducted a study of a simplified vehicle 
model with slanted edge A-pillar geometry design at 0-yaw angle 
using CFD simulation. The main reason of the study was to 
develop an appropriate numerical tool to capture the A-pilar 
vortex. From the study, Murad obtained reasonable result 
correlation with available experimental data and developed an 
appropriate numerical tool for studying A-pillar vortex by using 
CFD. Results from the study showed helical three-dimensional 
vortex generated behind the A-pillar region of the slanted edge 
model. The vortex close to the vehicle wall surface was 
elongated and spanned out diagonally following the A-pillar 
shape due to high values of Reynolds stresses in the U and W 
component of flow. The results also show high vortex intensity at 

the base of the A-pillar, where the helical vortex originates, based 
on high amount of kinetic energy obtained at that region. 

In this study, a simplified model with rectangular shaped A-pillar 
geometry at varying yaw angles similar to Alam [1] was 
simulated and qualitatively analysed in order to understand the 
mechanics of the airflow behaviour behind the rectangular A-
pillar region. In addition, airflow behaviour behind a slanted A-
pillar model, similar to Murad [7], at varying yaw angles was 
also simulated using CFD and qualitatively analysed. Surface 
coefficient of pressure (Cp) plots of both A-pillar models 
obtained through the CFD simulations were compared against 
available experimental data for validation purposes and to further 
assist in the understanding of A-pillar vortex behaviour close to 
the A-pillar/side window wall.  

Vehicle Geometry and Boundary Conditions  
Geometry configurations, boundary conditions and experimental 
data used in these simulations were obtained from Alam [1]. In 
his wind tunnel tests, Alam used a simplified model of a vehicle 
(40% scale) with varying windshield/A-pillar configurations. 
Two rows of pressure tapings (96.0 mm apart) were constructed 
close to the A-pillar region to capture static pressure values on 
the vehicle surface. The static pressure was then used to calculate 
the Cp values. Each row had 16 pressure tapping points, which 
were 32.0 mm apart. The simplified model was exposed to 
various flow velocities and yaw angles. In this study, CFD 
simulations were carried out on the rectangular edge A-pillar 
model at yaw angles of 0, 5, 10 and 15 degrees with respect to 
the tunnel in the computational domain, while simulations carried 
out on the slanted edge A-pillar model were at 5, 10 and 15 
degrees yaw angles respectively. The commercial CFD package 
used for the simulations was SWIFT AVL. Fame Hybrid AVL 
was used as the grid generator. 

Boundary conditions at the velocity inlet were set at 60, 100 and 
140 km/h respectively (Correspond to Reynolds number of 2.169 
x 106, 3.615 x 106 and 5.061 x 106 respectively). The windshield 
for the rectangular edge model was 90 degrees from the vertical 
axis while on the slanted edge model, the windshield was at 60 
degrees from the vertical axis.  

For simulations in SWIFT, the calculation of kinetic energy and 
dissipation rate ( k and ε) were based on the turbulence Intensity 
and turbulence length scale values of 1.8% and 5.8 mm (1.0% 
model height) respectively. The values for kinetic energy and 
dissipation rate varied accordingly with the inlet velocity. 

Mesh Generation  
Fame Hybrid in SWIFT uses an advance meshing system called 
the Arbitrary Cell Technology (ACT) where a blend of 
polyhedral grids was used to mesh and refine complex 3-D 
computational domain. An initial coarse mesh of around 250,000 
grid cells were generated using Fame Hybrid. The final mesh 



 

after refinement was slightly more than 1.0 million grid cells 
with a total of around 400,000 grid cells generated around the A-
pillar region after refinement. Initial coarse surface mesh (100 
mm in size) was generated on the wind tunnel wall. An initial 
surface mesh of 10 mm in size was generated on the vehicle 
model surface. A final surface mesh of 3.0 mm was generated 
around the A-pillar region after refinement. In addition, 10 
boundary layer mesh were constructed from the model surface 
with each one measuring 2.0 mm in size. Grid independency test 
was performed after each grid refinements were made until error 
was restricted to a maximum of 5.0% relative to previous 
adaptation results. 

Numerical Scheme and Strategy 
In SWIFT, the calculation was first done using first order upwind 
scheme and central differencing scheme. Once convergence was 
reached, the AVL smart bound higher order scheme was then 
used. The convergence level for residuals was set to 0.1% with 
SIMPLE pressure-velocity coupling used together with 3-
dimensional, steady and incompressible flow environment. 
Throughout the calculation, under-relaxation values were 
reduced whenever solution showed instability and divergence. 
The under-relaxation performed varied from one A-pillar model 
to the other. Turbulence models used in SWIFT was the Hybrid 
Turbulence Model 2 (HTM2). 

Discussion of Results 

CFD simulations on both the rectangular  and slanted edge A-
pillar models were carried out and Cp data values were obtained 
along the A-pillar region. Results from the Cp plots were within 
reasonable agreement with available experimental data.  
 
Rectangular Model at 0-yaw angle 
Results from relative pressure contour analysis showed that the 
A-pillar vortex increased in size and magnitude when exposed to 
an increase in velocity. At velocity of 100 km/h the A-pillar 
vortex appeared to be approximately 1/5 of the vehicle roof 
length. At 140 km/h, the A-pillar vortex appeared to be 
approximately 1/4 of the vehicle roof length.  

Top view results of relative pressures contour showed a decrease 
in negative pressure magnitude along the y-axis (from A-pillar 
base to the roof). The area of separation at the A-pillar base was 
smaller and concentrated close to the A-pillar region due to its 
high intensity. The vortex expanded away from the side window 
and became larger as it moved upwards to a distance of 
approximately 2/3 from the base. At the same time the vortex 
core shifted downstream. As the vortex activity reached the roof 
of the model, the area of separation again became smaller and 
stretched. This resulted in the vortex core moving further 
downstream of the flow.  

Top view results of turbulent kinetic energy contours showed a 
significant increase in magnitude at velocity of 140 km/h when 
compared to velocity at 60 km/h. At 140 km/h, high 
concentration of turbulent kinetic energy close to the A-pillar 
region but was decreasing in magnitude as it moved at 2/3 
distance upwards from the base. As the A-pillar vortex mixed 
with separated flow from the roof region, it generated a high 
region of turbulent kinetic energy of similar magnitude to that at 
the base of the A-pillar region . 

Further analysis from the Reynolds stress contours showed that 
the vortex was dominantly stronger in the vv’ (y-direction) 
component followed by  the ww’ (z-direction) component. This 
was similar to the Reynolds stress component of the slanted edge 

model at 0 yaw angle [7]. This showed that the A-pillar vortex 
was circulating diagonally and moving downstream to the flow. 
Surface streamline analysis of the rectangular model further 
showed that the A-pillar vortex reattachment region was around 
45 degrees angle with respect to the A-pillar. This angle was 
halfway between the A-pillar and the vehicle bonnet. Surface 
streamline analysis by Murad [7] using the slanted edge model at 
0 yaw also exhibited similar finding with the A-pillar vortex 
reattachment region at halfway (15 degrees) distance between the 
A-pillar and the vehicle bonnet (30 degrees). 

Front view (z-axis) analaysis of the CFD results taken of the 
turbulent kinetic energy contour showed that the airflow 
separation started from the corner between the bonnet and the A-
pillar. As the airflow separated and started moving and 
circulating donwstream to the rear of the vehicle, the vortex 
started to increase in size and evolved upwards until it reached 
the roof region of the vehicle (Figure 1). At the same time, the 
core of the A-pillar vortex was pushed outwards, away from the 
A-pillar. This phenomenon could be traced back due to the 
rectangular geometry of the A-pillar, forcing the A-pillar vortex 
to circulate at a steeper angle  (45degrees) making it reach the 
roof region faster. In comparison, the A-pillar vortex of the 
slanted edge model at 0 degree yaw circulated downstream at a 
more acute angle. This resulted in a higher magnitude of 
turbulent kinetic energy (compared to the rectangular model) 
concentrated around a smaller region, placing the core of the A-
pillar vortex closer to the driver/front passenger window.  

CFD data analaysis of Cp for the rectangular model taken along 
the bottom and top row region showed that the Cp values of the 
rectangular model showed a slow exponential decrease 
throughout the downstream region of the flow, a strong evidence 
of a large A-pillar vortex size surrounding much of the A-pillar 
and side window region. For the slanted edge model at 0 yaw 
angle, the Cp value plot for the bottom and top row region was 
more intense than the rectangular model but showed a faster 
exponential decrease throughout the downstream region of the 
flow, evidence of a smaller in size, but a more intense A-pillar 
vortex. 

Rectangular Model at 5, 10 and 15 degrees yaw angles 
Results from the rectangular model at varying yaw angles 
showed different characteristics to the rectangular model at 0 
yaw angle. Different vortex size were developed on both sides of 
the A-pillar. In addition, results showed variations in vortex 
intensity  at different yaw angle.  

Top view results of turbulent kinetic energy contour for the 5, 10 
and 15 degree yaw angle model showed that the A-pillar vortex 
formed around the vehicle A-pillar region at the windward side 
was smaller and compact in size due to the smaller area of 
separation and re-attachment donwstream to the flow compared 
to the A-pillar vortex formed on the leeward side. Furthermore, 
the windward side exhibits a high magnitude in turbulent kinetic 
energy, with the A-pillar vortex core formed near to the A-
pillar/side window region. On the leeward side, the A-pillar 
vortex core was formed further away from the A-pillar/side 
window region. Both A-pillar vortex on the windward and 
leeward side rotated in a clockwise direction (Figure 2). This is 
different from the model at 0 yaw angle where the vortex rotated 
in opposite direction to each other. 

Front view results of relative pressure contour and streamline 
analysis showed that due to different yaw angles, the A-pillar 
vortex on the windward side was spread more towards the roof 
region next to the A-pillar and not much to the side window 
region. As the A-pillar vortex moved downstream, it became 



 

larger in size, eventually connected with the turbulent boundary 
layer flow on the roof region and the A-pillar vortex on the 
leeward side. The A-pillar vortex on the leeward side originated 
from the A-pillar/bonnet corner region. As the flow moved 
downstream, flow separation evolved from the roof/side window 
region, eventually mixing with the flow separation from the A-
pillar/bonnet region, resulted in a bigger A-pillar vortex. Relative 
pressure contour also showed very low pressure region 
downstream of the flow at area away from the A-pillar-side 
window, which also contained the core for the A-pillar vortex 
(Figures 3 & 4). 

However, relative pressure contour analysis on the vehicle 
surface showed considerable high pressure spread on the vehicle 
wall. This phenomenon resulted from the thin viscous boundary 
layer effect developed close to the wall side window surface. On 
average, a Cp difference of -0.6 was observed between the low 
pressure region of the A-pillar vortex and the high pressure 
region of the boundary layer.  

Reynolds stress analsysis showed that the vortex on the 
windward and leeward side was stronger in the vv’ and ww’ 
component, evidence of the vortex moving and rotating 
downstream and upwards at approximately 45 degrees with 
respect to the A-pillar. 

Results obtained from various yaw angles analysis of the 
rectangular model showed variations in vortex intensity. At 0 
yaw angle, the vortex intensity was equally spread throughout the 
A-pillar/side window region. From the Cp analysis of the bottom 
and top row points, at 5 degree yaw, the windward side of the A-
pillar started to show a steeper exponential decrease in Cp values 
during the first six bottom row points with a minimum of -1.50 
before reaching a plateau. At 10 degree yaw, the Cp plot showed 
a steep exponential decrease during the first five bottom row 
points with a minimum of -1.51. At 15 degrees, a minimum of -
1.0 was obtained from the first four points Cp plot of steep 
exponential decrease. This showed that as the yaw angle 
increased, the A-pillar vortex size on the windward side became 
smaller, resulting in an increase in vortex intensity, reaching peak 
intensity at 10 degree yaw before weakening back at 15 degree 
yaw. During this time, the leeward side experienced a steady 
exponential decline in vortex intensity with a leaner decline at 
every yaw angle increase. This is to further support the fact that 
the A-pillar vortex in the leeward side is bigger in size but 
smaller in intensity at the region close to the A-pillar/window 
area. 

Slanted Edge Model at 5, 10 and 15 degrees yaw 
angles 
Results from the slanted edge model at varying yaw angles also 
showed different characteristics to the slanted edge model at 0 
yaw angle in that it exhibited A-pillar vortex at varying intensity 
and size on both sides of the A-pillar. The A-pillar vortex 
generated from the slanted edge model at varying yaw angle also 
showed several difference characteristics to the yawed 
rectangular model. 

Top view (y-axis) CFD analaysis of the relative pressure and 
turbulent kinetic energy contour showed that, due to the slanted 
edge geometry of the A-pillar, the A-pillar vortex intensity close 
to the A-pillar/side window wall was greater on the leeward side 
as oppose to the windward side on the rectangular model. The Cp 
data analysis showed a progressive increase in vortex intensity of 
the slanted edge model from 5 degree yaw angle until 15 degree 
yaw angle as oppose to a drop in vortex intensity at 15 degree 
yaw angle with the rectangular model. Cp data analysis also 
showed that with increase in vortex intensity, the vortex size at 5, 

10 and 15 degree yaw angle on the leeward side was slightly 
smaller than the rectangular model. In addition, it was also 
observed that the A-pillar vortex formed at 5 and 10 degree yaw 
angle could only managed to sustain its intensity only for a short 
distance before reattaching itself to the side window wall but at 
15 degree yaw angle, the separation area at low Cp values were 
spread out even much further downstream of the flow (Figure 5). 

The front view relative pressure contour and streamline analysis 
showed that for the slanted edge model at various yaw angle, the 
airflow separation started on the side window on the windward 
side of the flow and not from the roof region as experienced by 
the rectangular model. On the leeward side, separation starts 
from the A-pillar to the side window. As the A-pillar vortex 
became larger downstream of the flow, it rotated beyond the 
boundary of the vehicle roof, mixing with turbulence boundary 
layer on the roof and reaching the A-pillar vortex on the 
windward side of the vehicle (Figure 6 & 7). 

Reynolds stress analsysis showed that the vortex on the leeward 
side was stronger in the uu’ and ww’ component, exidence that 
the vortex moved and rotated downstream and sideways. As the 
A-pillar vortex developed further and became established, the 
Reynolds stress analysis showed that the vv’ and ww’ component 
was stronger, evidence that the A-pillar vortex were rotating 
upwards and downstream to the flow. The A-pillar vortex on the 
windward side on the other hand, started of stronger in the vv’ 
and ww’ component and remained strong in that component all 
throughout the flow, evidence of the flow moving upwards and 
downstream to the flow. 
 
Conclusions 
A simplified vehicle model with rectangular and slanted A-pillar 
geometry was simulated and analysed to replicate flow behind a 
vehicle A-pillar region under laboratory operating conditions. 
Commercial CFD software, SWIFT was used for the simulations. 
In SWIFT, the simplified vehicle model was generated and 
meshed using Fame Hybrid. CFD simulations were carried out 
using SWIFT HTM2 turbulence model at steady state condition. 
Investigations were carried out at velocities of 60, 100 and 
140km/h and at 0, 5, 10 and 15-degree yaw angle. Results 
showed that for the rectangular model, the A-pillar vortex 
generated was bigger in size when compared to the slanted edge 
model at 0 yaw but with less intensity. Results for the rectangular 
at various yaw angles showed that at the windward side, the A-
pillar vortex generated had more intensity than the leeward side 
but was smaller in size. Results for the slanted edge model from 
various yaw angles showed that at the leeward side, the A-pillar 
vortex generated had a higher intensity and in size when 
compared to the A-pillar vortex in the windward side. Results for 
both model was greatly influenced by the yaw angles and also by 
the A-pillar geometry. 
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Appendices 
 

 
Figure 1. Front View (74 mm from Windshield) Turbulence 
Kinetic Energy Contour, Rectangular Model at 0 yaw, 140 km/h. 
 

 
Figure 2. Top View (Bottom Row) Turbulence Kinetic Energy 
Contour, Rectangular Model at 10 yaw, 140 km/h. 
 

 
Figure 3. Front View (138 mm from Windshield) Relative 
Pressure Contour with Streamline, Rectangular Model at 10 yaw, 
140 km/h. 

 
Figure 4. Front View (330 mm from Windshield) Relative 
Pressure Contour with Streamline, Rectangular Model at 10 yaw, 
140 km/h. 
 

 
Figure 5. Top View (Bottom Row) Turbulence Kinetic Energy 
Contour, Slanted Edge Model at 10 yaw, 140 km/h. 
 

 
Figure 6. Front View (138 mm from Windshield) Relative 
Pressure Isolines with Streamline, Slanted Edge Model at 10 
yaw, 140 km/h. 
 

 
Figure 7. Front View (330 mm from Windshield) Relative 
Pressure Isolines with Streamline, Slanted Edge Model at 10 
yaw, 140 km/h. 
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Abstract 
The effect of using a wall-normal, zero-net-mass-flux (ZNMF) 
jet located at the leading edge of a NACA 0015 airfoil as an 
active flow control device was investigated.   Experiments were 
conducted over a two-dimensional airfoil in a water tunnel at a 
Reynolds number of 3.08 x 104 for parametric investigations and 
particle image velocimetry (PIV) and at a Reynolds number of 
1.54 x 104 for flow visualisations.  The largest lift increases were 
observed when a non-dimensional frequency of 1.3 and an 
oscillatory momentum blowing coefficient of 0.14% were 
employed.  Under these forcing conditions the stall angle of the 
airfoil was mitigated from an angle of attack of 10o to an angle of 
attack of 18o, resulting in a maximum lift coefficient increase of 
46% above the uncontrolled lift coefficient.  Planar laser induced 
fluoroscopy (PLIF) and PIV revealed that the lift increments 
were the result of the generation of a train of large-scale, 
spanwise lifting vortices that convected over the suction surface 
of the airfoil.  The presence of these structures resulted in the 
flow seemingly remaining attached to the upper surface of the 
airfoil for a wider range of angles of attack. 
 
Introduction  
Flow control over airfoils is primarily directed at increasing the 
lift and decreasing the drag produced by the airfoil.  This is 
usually achieved by manipulating the boundary and shear layer 
flows in order to minimise the separation region over the suction 
surface of the airfoil.  Active flow control refers to the process of 
expending energy in order to modify the flow [2].  This is distinct 
from passive techniques where flow control is provided without 
expending energy through means such as geometric shaping.  
One of the main advantages of active, rather than passive, flow 
control is that the control device can be switched on and off when 
required.   
 
Many techniques for implementing active flow control have been 
proposed previously.  These include: piezoelectric devices, 
vibrating flaperons, oscillating wires, boundary layer suction and 
blowing devices and the ZNMF jet that was studied here.  A 
ZNMF jet ‘transfers linear momentum to the flow system without 
net mass injection across the system boundary’ [7].  ZNMF jets 
are commonly formed using a sinusoidally oscillating membrane 
to alternatively force fluid through an orifice into the external 
flow field and entrain fluid back through the orifice.  During the 
forcing stroke the ejected fluid separates at the sharp edges of the 
orifice, forming a shear layer that rolls up to form a vortex ring 
for the case of a round synthetic jet or a vortex pair for the case 
of a plane synthetic jet.  By the time the membrane begins its 
intake stroke, the vortex pair is ‘sufficiently distant from the 
orifice that it is virtually unaffected by the entrainment of fluid 
into the cavity’ [3,7]. 
 
The flow around an airfoil actively controlled by a ZNMF jet can 
be characterised using the following non-dimensional groups.  
Firstly, the non-dimensionalised excitation frequency is defined 
as: 

∞
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U
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F         (1) 

Where c is the chord length of the airfoil and f is the excitation 
frequency.  The second parameter of significance is the 
oscillatory momentum blowing coefficient; a measure of the 
momentum imparted on the flow field by the ZNMF jet 
normalised by a characteristic momentum for the unexcited flow 
field, namely: 
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Where h is the height of the slot and uj rms is the rms velocity of 
the jet in the exit plane.  An alternative measure of the strength of 
the ZNMF jet is the velocity ratio, defined as: 
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The use of ZNMF jets as an active flow control device has been 
shown in a number of studies to effectively delay the stall angle 
of an airfoil [1,2,4,5].  In delaying the stall angle the maximum 
lift coefficient produced by the airfoil is invariably increased.  
The power required to produce equivalent increases in the lift 
coefficient have been found to be approximately an order of 
magnitude lower for oscillatory control rather than for steady 
blowing techniques [5].  It has been reported that the actively 
controlled flow field shows little dependence on Reynolds 
number, except in the case where laminar-turbulent transition 
effects are significant [6].  Studies where the control actuators 
were placed closest to the separation point have reported the most 
beneficial results.  The magnitude of the jet momentums found to 
be most effective has been varied, owing primarily to differences 
in the location and application of the control.  Optimal results 
have generally been found when excitation at non-dimensional 
frequencies in the range of 0.58-2 was employed [2,5].  However, 
other researchers have had success operating at non-dimensional 
frequencies an order of magnitude higher. 
 
The motivation for the work presented in this paper was to 
determine the most effective excitation parameters for increasing 
the post-stall lift produced by the particular airfoil geometry 
employed, and to characterise the flow structure around the 
controlled airfoil when these optimum excitation parameters 
were applied.  
 
Experimental Apparatus and Method 
A re-circulating water tunnel, having a 5m long test section with 
a cross sectional area of 500mm x 500mm was used in this 
investigation.  Water was used as the working fluid in these 
experiments as by virtue of its lower kinematic viscosity when 
compared to air, velocities (and hence characteristic frequencies) 
a factor 18 lower are inherent for the same Reynolds number 
flows.  This affords for much more relaxed acquisition and 
excitation timescales.   
 
All experiments were conducted using a Perspex NACA 0015 
airfoil with a chord length of 100mm and a span of 510mm.  The 
airfoil was mounted vertically in the test section of the water 
tunnel such that the base of the airfoil maintained a slight 



 

clearance (2-5mm) with the base of the water tunnel.  In this 
configuration the top of the airfoil protruded above the free 
surface of the working fluid at all times.  This arrangement 
ensured that the flow-field around the airfoil was ideally free 
from 3-Dimensional effects due to the generation of tip vortices.  

 
A slot of height 0.15mm, oriented normal to the surface at the 
leading edge, extended the entire span of the airfoil.  This slot 
intersected a 5mm diameter hole through which pressure 
oscillations were supplied to generate the ZNMF jet, as shown in 
figure 1.  The relative slot height of h/c = 0.15% used in this 
investigation was smaller than those used in previous research.  
The slot height was minimised in order to maximise the jet exit 
velocity for the same displacement of fluid, as it was postulated 
that the control would be more effective for higher jet exit 
velocities. 

 
 
 
 
 
 

 
Figure 1.  Cross-sectional view of the NACA 0015 airfoil tested (all 
dimensions in mm). 
 
The pressure oscillations were supplied by a 20mm diameter 
piston/cylinder arrangement that was driven by a computer-
controlled stepper motor via a Scotch-Yoke mechanism.  The 
frequency of the pressure oscillations was controllable by altering 
the rotational speed of the stepper motor, whilst the magnitude of 
the oscillations was adjusted by varying the crank length of the 
Scotch-Yoke mechanism.   
 
The airfoil was mounted on a force transducer, which allowed the 
lift and drag forces acting on the airfoil to be measured with a 
resolution of 0.1N.  All force measurements reported have been 
averaged over 500 samples obtained from the force sensor.  In 
order to isolate the fluidic forces from the external forces acting 
on the airfoil (for example forces arising from the nylon hose 
connection between the airfoil and the excitation system) force 
measurements collected with a stationary free stream were 
subtracted from the dynamic test results.   

 
The zero degree angle of attack position of the airfoil was 
defined as being the angle for which the measured lift force for 
the uncontrolled airfoil was zero.  As the airfoil used was 
symmetric, this condition corresponded to the airfoil being 
aligned with the freestream.   
 
The structure of the flow field was examined by introducing a 
small amount of Kiton Red 620 fluorescent dye into the ZNMF 
jet cavity.  This dye was ejected from the jet orifice into the 
external flow during the expulsion phase of the excitation cycle.  
An Nd:YAG laser sheet, incident on the mid-plane of the airfoil, 
resulted in fluorescence of the dye.  The addition of a constant 
mass flow of dye to the jet violated the zero-net-mass-flux 
condition imposed, however it was assumed that the mass of the 
additional fluid was negligible relative to the total mass flux 
through the jet orifice during the excitation period.  
Instantaneous, randomly averaged and phase averaged images of 
the flow structure were captured using a monochrome digital 
camera with a CCD array size of 1280 x 1024 pixels. 
 
For the PIV investigation the tunnel was seeded with 11µm 
hollow glass spheres.  An identical laser and camera 
configuration to that used for the PLIF study was used in this 
phase of the investigation.  The resulting PIV image pairs had a 

spatial resolution, ∆/c, of 0.075%.  These image pairs were 
analysed using a multi-grid cross-correlation digital PIV 
algorithm.  For more details of the algorithm used refer to [8].  
Each image pair was segregated into interrogation windows with 
a characteristic dimension of 1.2%c, which resulted in a 64 x 80 
vector field being obtained for each realisation of the flow.  50 
velocity fields were computed and averaged for every flow 
configuration investigated.  Velocity fields were obtained for a 
plane immediately surrounding the airfoil and a plane exactly one 
image plane width downstream of the initial plane.  Following 
processing, these velocity fields were patched together to form a 
vector field of twice the original aspect ratio. 
 
Results and Discussion 
Parametric Study 
The dependence of the effectiveness of the control on the 
excitation frequency was evaluated by maintaining a constant jet 
momentum and varying the excitation frequency at a post-stall 
angle of attack of 18°.  A relatively broad range of forcing 
frequencies between F+ = 0.6 and F+ = 1.4 were effective in 
enhancing the post-stall lift coefficient.  The optimal forcing 
frequencies were determined to be a pair of frequencies 
symmetrically offset from a non-dimensional frequency of unity 
at F+ = 0.7 and F+ = 1.3.   
 
The effect of varying the jet momentum at an angle of attack of 
18° for both of the optimum excitation frequencies identified 
above appears in figure 2.  For both frequencies the lift 
coefficient increase was approximately proportional to the square 
root of the jet momentum, and hence linearly proportional to the 
jet velocity ratio.  A peak was found in the effectiveness of the 
active control for F+ = 1.3 at a jet momentum corresponding to cµ 
= 0.14% (VR = 0.65).  No such peak was observed for an 
excitation frequency of F+ = 0.7 in the range of jet momentums 
investigated.  A possible explanation for the presence of such a 
peak is that at cµ = 0.14% the maximum reattachment effect was 
realised from the ZNMF jet.  Above this momentum the velocity 
of the jet may have been large enough to force the boundary layer 
to separate locally, resulting in the loss of lift demonstrated in 
figure 2.   

Figure 2. Percentage lift increment above the uncontrolled case for 
various jet momentums at α = 18°. 
 
The optimum forcing parameters employed throughout the 
remainder of the investigation were defined as F+ = 1.3 and cµ = 
0.14%, despite the fact that sightly greater lift gains were noted 
for F+ = 0.7 than for F+ = 1.3.  This was due to the fact that the 
lift increments were found to be less repeatable, especially at 
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lower Reynolds numbers, if the lower effective forcing frequency 
were employed.  Good repeatability was however found for F+ = 
1.3, hence its use as the optimum excitation frequency. 

Figure 3. Controlled (F+=1.3, cµ=0.14%) airfoil (open circles) and 
uncontrolled airfoil (closed circles) lift coefficients. 
 
The optimally controlled and the uncontrolled lift curves are 
presented in figure 3.  Activation of the control is noted to result 
in the stall angle of the airfoil being mitigated from an angle of 
attack of 10° up to an angle of attack of 18°.   Under these 
controlling parameters a maximum lift coefficient increase of 
46% above the uncontrolled lift coefficient is observed at an 
angle of attack of 18°.  The drag force acting on the airfoil was 
also significantly reduced for angles of attack between 10° and 
18°.  Significant lift increments were noted throughout the post-
stall region investigated, however for angles of attack less than 
the uncontrolled airfoil stall angle no lift enhancement was 
realisable by activation of the control.  Hence, it was concluded 
that the control must work by affecting the separated shear layer 
dynamics.  

 
 

 
Figure 4. Averaged PLIF visualisation of the uncontrolled (top) and 
controlled (bottom) airfoils at α = 18°. 
 
Flow Characterisation 
Flow characterisation was undertaken at α = 18°, as the lift and 
drag measurements suggested the greatest difference between the 
uncontrolled and the controlled flow fields at this angle of attack.  
It must however be noted that at an angle of attack of 18° the 
adverse pressure gradient on the suction surface of the airfoil is 

such that the excitation is on the verge of losing effectiveness in 
controlling the flow. 
The PLIF images shown in figure 4 demonstrate that the 
boundary layer of the uncontrolled airfoil has separated right at 
the leading edge to form a clearly defined separated shear layer 
that is unable to overcome the adverse pressure gradient required 
for reattachment to occur.  From the trajectory of the separated 
shear layer it can be inferred that a massive separation region 
exists above the uncontrolled airfoil at this angle of attack.  In 
contrast, the flow appears to be attached over the entire length of 
the suction surface of the controlled airfoil. 

 
0° 

 
90° 

 
180° 

 
270° 

Figure 5. Phase averaged visualisations of the controlled airfoil 
 
Examination of the phase averaged PLIF visualisations of the 
controlled airfoil presented in figure 5 reveals that the generation 
of a train of large, spanwise, coherent structures was responsible 
for the apparent reattachment of the flow.  In these images 0° 
phase is defined as the point in the excitation cycle where fluid 
begins to be expelled from the jet orifice.  The fluid ejected from 
the ZNMF jet orifice is first observed in the external flow field at 
a phase angle of 90°.  At a phase angle of 180° the presence of 
multiple vortices is just discernable in the image.  Between a 
phase of 180° and a phase of 270° these smaller vortices are 
observed to coalesce to form a single, larger, more intense 
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vortex.  It is suspected that a vortex pairing event, or a series of 
vortex pairing events, that resulted in the formation of the larger 
vortex occurred in between these two phase angles.  By virtue of 
its larger size, the core of the resulting single vortex is offset a 
significant distance further from the surface than those of the 
multiple, smaller vortices. 
 
For the forcing frequency used in figure 5, F+ = 1.3, the 
structures required almost two entire excitation periods to 
convect from their origin at the leading edge to the trailing edge.  
This translates to two structures residing over the suction surface 
of the airfoil at any time; one from the current excitation period 
that exists over the forward half of the airfoil and one generated 
during the previous excitation period that is evident over the aft 
portion of the airfoil.  In contrast, for the lower effective forcing 
frequency, F+ = 0.7, the vortices generated required just one 
excitation period to convect over the same distance.   
 
Streamlines were determined from the PIV results by integrating 
across the velocity vector field from the inflow conditions.  
Figure 6 shows phase averaged streamlines for the controlled 
airfoil at a phase angle of 180°.  It is apparent from the 
streamlines presented that the vortices generated over the upper 
surface of the airfoil are of negative sign.  Being of the same sign 
as the lifting vortex, the vortex is able to ‘roll’ over the surface of 
the airfoil.  It is postulated that this rolling motion is what 
allowed the vortex to move away from the leading edge at a 
faster rate than the bulk of the fluid ejected from the leading edge 
orifice - a phenomenon that was noted in the PLIF visualisations 
displayed in figure 5. 

 
Figure 6 – Phase averaged streamlines around the controlled airfoil for a 
phase angle of 180°. 
 
Only negative sign vortices were ever observed over the suction 
surface of the airfoil, however a vortex pair consisting of both a 
positive and a negative sign vortex is created when the flow 
separates at the sharp edges of a planar ZNMF jet orifice.  The 
explanation offered for this behaviour is that the positive half of 
the vortex pair is annihilated by superposition of vorticity of a 
negative sign, which is inherent in the boundary and shear layers 
for this flow configuration.   Meanwhile, the negative vorticity of 
the natural flow creates a favourable environment for the 
amplification of the negative sign vortex created by the ZNMF 
jet.  This in turn results in the negative sign vortex being 
amplified to the point where it is observed to be two orders of 
magnitude larger than the characteristic dimension of the jet 
orifice; a size that is clearly large enough to affect the global 
airfoil flow field dynamics. 
 
In describing the flow field around the controlled airfoil it is 
tempting to refer to it as being attached to the airfoil surface.  
Despite the fact that it is significantly more attached than the 
equivalent uncontrolled flow it must be noted that it is not fully 
attached, as at any point in time at least one recirculation region 
exists above the upper surface of the airfoil.  It is the reduction of 
the massive recirculation region characteristic of the uncontrolled 
airfoil to a single, or a pair, of much smaller, controlled 

recirculation regions that results in the performance benefits 
noted for the controlled airfoil. 
 
Three mechanisms through which the generated vortices affect 
reattachment of the flow field are proposed.  Firstly, the addition 
of large-scale structures significantly enhances the entrainment of 
the shear layer.  It is also postulated that the negatively rotating 
vortex transfers rotational momentum to the shear layer via 
viscous forces.  Both of these mechanisms act to deflect the shear 
layer towards the airfoil surface.  The final mechanism identified 
assists the reattached shear layer to remain attached for phase 
angles where no large-scale structure is resident over the forward 
portion of the airfoil; the presence of the vortex deflects 
streamlines away from the surface, which results in alleviation of 
the local upstream pressure gradient, thereby reducing the forces 
promoting boundary layer separation. 
 
Conclusions 
The optimum forcing frequencies for active flow control to be 
implemented using a wall-normal ZNMF jet located at the 
leading edge of a NACA 0015 airfoil were identified to be F+ = 
0.7 or F+ = 1.3.  When a forcing frequency of F+ = 1.3 was 
employed the most effective jet momentum was found to be cµ = 
0.14% (VR = 0.65).  Using these forcing parameters the airfoil 
stall angle was mitigated from α = 10o to α = 18o, resulting in a 
maximum lift coefficient increase of 46% above the uncontrolled 
lift coefficient.  Improvement of the lift-to-drag ratio was also 
noted throughout the range of post-stall angles of attack 
investigated.   Activation of the control resulted in the flow over 
the suction surface of the airfoil being seemingly more attached 
for a wider range of angles of attack.  The reattachment of the 
flow was attributed to the generation of a train of spanwise lifting 
vortices that appeared to roll down the upper surface of the 
airfoil.  The lower effective forcing frequency was observed to 
result in a single vortex being present over the suction surface of 
the airfoil at any point in time, whereas the upper effective 
frequency resulted in two vortices residing over the airfoil 
surface throughout the excitation period.  A number of potential 
mechanisms through which the spanwise vortices affected 
reattachment of the flow were identified. 
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Abstract 
An experimental investigation has been carried out to study the 
use of perforated plates to control the velocity distribution at the 
outlet of a wide-angle asymmetric diffuser. The diffuser was half 
a pyramidal diffuser, the inner wall of which was parallel to the 
flow, while the other was inclined. The diffuser opening angles 
were horizontally 45° and vertically 30° and the area ratio was 
equal to 7. A combination of four perforated plates with 
porosities of 45% resulted in differing velocity distributions at 
the outlet of the diffuser. Laser Doppler velocimetry 
measurements and wall static pressure results indicated the 
existence of different flow regimes when the perforated plates 
were placed at different locations. Velocity distributions 
investigated within the diffuser showed a complicated flow 
pattern between the different combinations of perforated plates. 
 
Introduction  

Flow control involving perforated plates and wire gauze 
screens in internal flows has been extensively investigated for 
more than 50 years [1]. Particular interest has been given to 
wide-angle diffusers because of their association in many 
applications, for example in electrostatic precipitators (ESPs) and 
wind tunnels. There is a natural tendency of a wide-angle diffuser 
to develop a highly non-uniform velocity distribution at the 
outlet. Therefore, there is a need to control the flow for industrial 
applications, such as ESPs. Many studies were concerned with 
the use of wire gauze and perforated plates as flow control 
devices [2–3]. They showed that flow is very sensitive to the 
nature of the screens involved and their positions within the 
diffuser. Space limitation in practical situations is an important 
issue, and diffusers used in ESP installations have area ratios 
greater than 6. Sahin and Ward–Smith [4] and Sahin et al. [5] 
studied flow control by perforated plates in wide-angle diffusers 
of ESPs with larger area ratios up to 10. In a systematic 
investigation of the flow distributions at the outlet of wide-angle 
diffusers with area ratio of 10, Ward–Smith et al. [6] showed that 
good flow uniformity can be achieved at the outlet by using only 
two perforated plates or wire gauze screens with appropriate 
porosities and locations. They proposed that two perforated plates 
with porosities of between 40% and 50% be used, with the first 
one placed at a location near one-third of the diffuser length from 
the inlet, and the other one at a location just prior to the diffuser 
exit.  In the present study, the flow within a wide-angle diffuser, 
which can be schematically represented as half a classical 
pyramidal diffuser, is investigated. The inner wall is aligned with 
the flow and the outer wall has an opening angle of 45°. Miller 
[7] referred to this type of diffuser as asymmetric, but presented 
only a few data points since they have not been previously 
investigated. The purpose of this study is to investigate the effect 
of perforated plates on the flow distributions within this 
asymmetric wide-angle diffuser model. A combination of 
different perforated plates permitted the investigation of flow 
control, and the velocity distribution at the outlet of the diffuser.  
 
 
 

Test Rig  
A water circulation loop was set up to join a half-pyramidal 

diffuser with the inner wall parallel to the flow and the outer wall 
inclined with a horizontal opening angle of α= 45°. The total 
divergence angle of the top and bottom walls was vertically β= 
30°. The resulting outlet to inlet area ratio was therefore equal to 
7. The diffuser was connected to a stainless steel box with a 
rectangular section of 225 × 250 mm, as shown schematically in 
Fig. 1. The diffuser had a length L1 of 137 mm and the box had a 
length L2 of 250 mm.  

 

 
 

Fig.1 Experimental test rig. 
 

Two transition ducts assured the connection of the diffuser to 
the upstream ducting circular pipe. The first one permitted the 
transition from a circular section to a semi-circular one (denoted 
CTS in Fig. 1), and the second duct connecting a semi-circular 
section to a rectangular one (denoted STR in Fig. 1). The STR 
duct inner wall and the diffuser inner wall, both parallel to the 
flow, were made from the same acrylic plate for visual access 
and laser Doppler velocimetry (LDV) measurements. The 
coordinates were defined in the Cartesian system X, Y and Z, 
where any (Y–Z) plane represented a section perpendicular to the 
flow, Y being the vertical axis; X was the downstream flow 
direction axis. Four slots machined into the inner sides of the 
diffuser stainless steel outer wall and acrylic plate (inner wall) 
allowed four perforated plates to be rigidly clamped vertically 
within the diffuser at locations X/L1 = 0.05, 0.25, 0.59 and 0.95; 
the origin was defined at the diffuser inlet plane (M1). The 
locations of the plates denoted A, B, C and D respectively, are 
presented in Fig. 1. The perforated plates all had the same 
porosity (total open area to total plate area) of 45%.  

Tap water was used in the test rig. A small draining flow was 
placed downstream of the pump in order to avoid building up 
heat in the water body. A stream filled by an overhead tank 
permitted water loss to be compensated for. 

The typical operating velocity at the diffuser inlet (M1, Fig. 
1) was 1.2 m/s, corresponding to a Reynolds number of Re = 1.25 
× 105, based on the inlet hydraulic diameter. The flow rate was 
measured by an orifice-plate installed downstream of the pump.  
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Z 



 

Static pressure taps were installed along the central 
horizontal plane of the diffuser, in order to quantify pressure 
variations along the flow direction. A Honeywell STD 130-EIN 
pressure transducer was used for pressure measurements. The 
locations of the pressure taps were fixed at X/L1= –0.74, 0.02, 
0.23, 0.56, 0.91, 1.18, 1.55, 2.01 and 2.39, and were denoted by 
P0, P1, P2, P3, P4, P5, P6, P7 and P8 respectively. The pressure 
distribution is represented here by the wall static pressure loss 
coefficient, Cp, defined by (cf. Ward–Smith [9]): 
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where P is the static pressure measured at a certain location, Pr is 
the reference pressure located upstream to the diffuser, ρ is the 
water density, and U1 is the average velocity determined at the 
diffuser inlet plane.  

Velocity measurements were carried out using an 
Aerometrics one-component optical fibre LDV system. The LDV 
probe, which had built-in transmitting and receiving optics, was 
mounted on an industrial robotic arm, permitting the laser beam 
to be automatically positioned at the desired position within the 
diffuser/box combination. A 610 mm focal length lens was used 
for both transmitting the laser beams and collecting the scattered 
light from reflective magnapearl seed particles of 5–10 µm 
diameter. The Aerometrics system’s real-time analyser allowed 
the reading of the mean, standard deviation and acquisition rate 
of the axial velocity component U along the axis X. The obtained 
time-mean velocity data was found to be repeatable within ±1%. 

 
Results and Discussion 

In the literature, the velocity distributions have only been 
measured at the outlet of diffusers. Sahin and Ward–Smith [9] 
discussed qualitatively the flow pattern within a wide-angle 
diffuser based on pressure measurements. In the present 
investigation, the use of a transparent inner wall for both the 
diffuser and box allowed axial velocity U (X) distribution 
measurements to be made within the diffuser and the box at 
different locations, indicated in Fig. 1 by M1, M2, M3, M4 and 
M5. The velocity measurements were carried out using different 
mesh grids at each location Mi in the (Y–Z) plane. The measuring 
points were placed in a uniform rectangular mesh grid at each 
measurement section.      
 
Empty Diffuser Flow Characteristics 

In the absence of flow control, an axial jet develops within a 
wide-angle diffuser in the core region, and separation takes place 
just at the inlet due to the development of an adverse pressure 
gradient caused by the sudden expansion (cf. Ward–Smith [8]). 
In Fig. 2, mean axial velocity contours measured by LDV in a 
horizontal section (Y = 130 mm) through the empty diffuser in 
the (X–Z) plane are plotted. The figure clearly shows that the 
flow separates at a location of approximately X/L1 = 0.08 from 
the inlet of the diffuser when there is no screen. A large 
recirculating zone develops in the region near the outer wall and 
occupies almost half the area of the measurement plane where 
velocity magnitudes are negative. The wall static pressure 
coefficient, which was negative in value as seen in Fig.3, 
decreased slightly along the downstream direction within the 
diffuser and remained unchanged in the rectangular section.  

In a study of a wide-angle classical pyramidal diffuser with 
an expansion angle of 60°, Ward-Smith et al. [6] showed that the 
wall static pressure increased just beyond the diffuser inlet from 
negative to positive. This pressure recovery was not observed in 
our measurements. 

This is probably due to the fact that our diffuser was 
asymmetric and had an area ratio equivalent to 14 in a pyramidal 

diffuser, whilst the area ratio was 10 in the work of Sahin et al. 
[5] and Ward–Smith et al. [6]. 

 
Fig.2  Velocity distribution in the asymmetric diffuser 

without screens in a X-Z plane (Y=130mm). 
 

 
Fig.3 Downstream evolution of the pressure loss coefficient 

in the studied configurations. 
 

 
Flow Distributions Within the Diffuser With Screens 
Installed 

In symmetrical pyramidal diffusers Sahin and Ward–Smith 
[9] observed that optimal flow control could be achieved by 
installing a perforated plate close to the diffuser exit, with a 
second plate installed in an upstream location between 0.15 < 
X/L1 < 0.29 according to the present system dimensions. In the 
present work, four screen combinations were investigated: the 
first configuration had four screens installed, denoted 
configuration ABCD (Fig. 1). It has been studied as a limit case 
for comparison to the other two perforated plate configurations. 
In the three other configurations, screen D was fixed close to the 
exit of the diffuser, while another screen was installed upstream. 
These configurations were denoted AD, BD and CD (cf. Fig. 1). 
The contour plots of the mean axial velocity component U 
distribution within the diffuser are displayed in Figs 4–7. In each 
figure, four velocity distributions are presented for each of the 
four screen combinations studied. Each contour plot corresponds  
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Fig.4 Velocity distributions at the section M2.  

(a) ABCD, (b) AD, (c) BD and (d) CD 
 

 
to a section in the (Y–Z) plane; the velocity magnitude is given in 
m/s, the flow is outwards to the reader. 

Figs 4a–4d represent velocity distributions taken at location 
M2 for the four plate configurations. In Figs 4a and 4b the 
separation observed in Fig. 2 as starting at approximately X/L1 = 
0.08 was not seen due to the presence of screen A. In 
configuration ABCD (Fig 4a), a jet existed at the upper left 
corner of the section; this jet occupied the centre region in 
configuration AD (Fig.4b). In Figs 4c and 4d where there is no 
screen A, the flow separation can be clearly seen. In both 
configurations BD and CD, a recirculating zone developed near 
the outer wall, while a jet was observed near the inner wall. 
However, the recirculating zone in configuration CD was larger 
than in BD, since screen C was downstream of screen B.   

In the next measuring section M3 (Fig.5) the velocities were 
slowed by the second blockage corresponding to screen B in the 
ABCD configuration. Higher velocities are observed near the 
inner and outer walls (Fig.5a). In configuration AD, high 
velocities are confined to the core region in the measuring 
section, as can be seen in Fig. 5b.   
In configuration BD (Fig.5c), the effect of the existence of a 
recirculating zone upstream of screen B can still be seen. 
The recirculating zone, however, is deflected from the outer wall 
to occupy the lower central region of the measuring section. 

The velocity distribution in configuration CD observed in 
Fig. 5d is similar to the one observed previously in Fig. 4d, with 
large recirculating zones near the outer wall. There is a decrease 
in the velocity magnitude as the measuring section gets closer to 
screen C. These results suggest that the presence of screen A 
prevented separation occurring and the flow remained attached 
downstream. In the other configurations when separation 
occurred, even the presence of screen B did not eliminate the 
recirculating zone downstream as it was deflected from the outer 
wall to the centre region.  

Velocity distribution obtained at M4 between the locations of 
screens C and D showed that the flow in configuration ABCD 
(Fig. 6a) was pushed towards the outer wall where high velocities 
existed. In configuration AD, the core  region  presented  higher  

 
 

Fig.5 Velocity distributions at the section M3. 
(a) ABCD, (b) AD, (c) BD and (d) CD 

 

 
 

Fig.6 Velocity distributions at the section M4 
(a) ABCD, (b) AD, (c) BD and (d) CD 
 

 
velocities in the measuring section (Fig. 6b). The recirculating 
zone observed previously in Fig. 5c is still present in Fig. 6c for  
 



 

 
 

Fig.7 Velocity distributions at the section M5 
                        (a) ABCD, (b) AD, (c) BD and (d) CD 

 
configuration BD, but was more confined to the inner wall of the 
diffuser. In the other parts of the measuring section, the flow 
seemed to reorganise as higher velocities occupied the upper part 
of the section. 

In Fig.6d the presence of screen C in configuration CD 
eliminated the recirculating zone observed in Fig. 5d, which was 
probably weakened by the distance from the diffuser inlet and 
presented higher velocities from the central region of M4 towards 
the inner wall.   

 
Velocity Distribution at the Diffuser Outlet 

Velocity plot contours presented in Figs 7a–7d permitted the 
effect of different screen combinations to be determined at the 
outlet of the diffuser (section M5). Configuration ABCD 
presented a velocity distribution with a depleted core region and 
high-velocity wall layers at the inner wall. Different authors have 
observed a similar behaviour in diffusers with high-velocity wall 
layers about the periphery of the diffuser section. Ward–Smith et 
al. [6] described it as wall-jet flow. This wall-jet flow existed for 
high blockage within the diffuser. In Fig. 7a, the central region of 
the measuring section had a velocity 60% slower than the one 
obtained near the inner wall. Configuration AD presented lower 
velocities near the outer wall and also a relatively depleted 
central region (Fig. 7b). The flow distribution at the diffuser 
outlet in configuration CD (Fig.7d) presented a dramatic situation 
where a large recirculating zone took place near the inner wall. 
The most uniform velocity distribution obtained, in the present 
study, was for the configuration BD (Fig.7c) where screen D 
eliminated the confined recirculating zone observed previously in 
Fig. 6c.  

 
Static Pressure Distribution 

The static pressure loss coefficient profiles for the different 
configurations can be seen in Fig. 3. Sahin and Ward–Smith [9] 
reported that perforated plates of low porosity cause high 
pressure loss and the loss increases as the perforated plates are 
moved further upstream within the diffuser. As can be seen in 

Fig. 3, the largest pressure loss occurred in configuration ABCD 
within the diffuser, even though there was a slight pressure 
recovery in the region X/L1 = 0.6–1.0, corresponding to the space 
between screens C and D. In configuration AD, as the flow 
remained attached the pressure loss coefficient increased within 
the diffuser. The pressure losses were the lowest in 
configurations BD and CD. The present results have shown that 
static pressure measuring at the wall does not give information on 
the recirculating zones existing between screens in the core 
region. This fact can be observed in configuration BD where a 
recovery is observed between locations C and D as the flow was 
attached to the outer wall, while a recirculating zone existed in 
the centre region (Fig. 6c). The present pressure results are in 
good agreement with those obtained by Sahin and Ward–Smith 
[9] on the use of two perforated plates for flow control within 
wide-angle diffusers.    
 
Conclusion 
Velocity distributions and pressure profiles measured along an 
asymmetric 30° wide-angle diffuser with an area ratio of 7, were 
presented for different screen configurations used to achieve flow 
uniformity at the diffuser outlet. The velocity distributions 
measured within the diffuser at different locations highlighted the 
complicated effect of the different blockages seen by the flow 
within the diffuser. It was found that the location of the first 
screen had some influence on the velocity profile at the inlet of 
the diffuser. When the first plate was placed before the separation 
point at the diffuser inlet, the recirculating zone did not exist 
downstream, but if the first plate was placed beyond the 
separation point, the recirculating zone that developed upstream 
could have some effect on the flow downstream and beyond the 
perforated plate. A combination of two screens with the same 
porosity of 45% placed at X/L1= 0.25 and 0.95 achieved the best 
velocity uniformity at the outlet for the diffuser under the present 
study. These results suggest that even an asymmetric diffuser can 
be used adequately in applications like ESPs where, in most 
cases, the space and shape allocated to the device depends on 
other built-up installations. From a fundamental point of view, 
more theoretical and experimental studies should be devoted to 
flows within asymmetric diffusers to compare their performance 
with symmetric systems. 
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Abstract 
The present paper is concerned with an experimental study of the 
occurrence of Taylor vortices between conical cylinders, the 
inner one rotating and the outer one at rest. Gap effect on the 
non-uniqueness of the Taylor vortex flow mode is investigated. 
Six different flow modes are observed according to the gap 
width, the acceleration of the inner rotating conical cylinder and 
Reynolds number. In one of the observed flow modes very large 
Taylor vortices are obtained with a wavelength up to 3.5 times 
the gap width. This kind of Taylor vortices has not been observed 
before in our knowledge.  
 

Introduction  
The non-uniqueness of flow states with Taylor vortices has been 
largely investigated in the circular Couette flow. Coles [1] 
conducted a deep investigation on the non-uniqueness of the 
Taylor vortex flow and showed that a large number of flow 
modes can be reached. He noticed that these flow states are 
sensitive to the flow history. The geometric effects have been 
particularly studied for Couette-Taylor flow systems with finite 
length [2-4]. The non-uniqueness of the Taylor vortex flow in 
systems other than circular cylinders has also been discussed. 
Wimmer [7] obtained different Taylor vortex flow modes 
between conical cylinders when the inner cylinder was rotating 
and the outer at rest. In recent years an increasing interest has 
been accorded to the study of flow mode selection related to 
Taylor vortices due to the acceleration effect of the inner rotating 
body in both circular cylinders and conical cylinders. Lim et al. 
[5] discovered the existence of a Taylor-vortex flow in a region 
where wavy Taylor vortices were expected according to the 
Reynolds number. Noui-Mehidi et al. [6] investigated the 
acceleration effect on the Taylor vortex flow mode observed 
between conical cylinders when the inner conical cylinder was 
accelerated linearly with different acceleration rates.  
In the classical Couette-Taylor system, different studies have 
reported that the maximal size of a Taylor vortex was less than 
1.1 times the gap width [2-4]. The main objective of this work 
was to investigate Taylor vortex size between conical cylinders in 
a wide gap configuration since in the early studies, vortices larger 
than twice the gap width were observed.     
    

Experimental Setup 
The experimental apparatus consists of a stainless steel machined 
inner conical cylinder and an outer conical cylinder made of 
Plexiglas. The square outer wall of the outer cylinder permits a 
good visualization and eliminates the effect of wall curvature 
leading to mis-observation. The outer stationary conical cylinder 
has an upper radius Roh = 50 mm. Two inner conical cylinders are 
used with the upper radius Rih= 34 and 42 mm respectively. The 
outer conical cylinder and the inner ones have the same apex 
angle φ = 16.38 degrees. Thus two configurations are obtained 
with axially constant gap of d1 = 8 mm for configuration I 

(denoted CI) and d2 = 16 mm for configuration II (denoted CII) 
in a horizontal direction respectively. At the top of the flow 
system the  radius  ratio  is  η1= Ri h / Roh  = 0.84   for  CI   and 
η2= Ri h / Roh  = 0.68 for CII.  Both top and bottom end plates are 
fixed in the experiments. The aspect ratio Γ = L / d is fixed to 
15.62 in CI and 7.81 in CII (L is the vertical height of the fluid 
column). The Reynolds number estimated with an accuracy better 
than 2.5%, is defined at the upper base for the largest radius, as: 

                 
ν
Ω= dihR

Re                                      (1) 

ν is the kinematic viscosity and Ω the rotational speed of the 
inner conical cylinder.  In CI the working fluid is a 66% solution 
of glycerol in filtered water and in CII the working fluid is a 33 
% solution of glycerol in filtered water. For flow visualization, 
2% of Kalliroscope AQ 1000 is added to each of the working 
fluids. The temperature is measured by a thermo-couple of 
Copper-Constantan with accuracy better than 0.1 ºC. The 
kinematic viscosity ν 
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 respectively 14.82 

cS and 4.62 cS for CI and CII at 25 ºC.     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.1.  Experimental system. 

 
In the present study, a computer controls the DC motor rotating 
the inner body. A program written in Visual Basic permits to fix 
the acceleration path as an output voltage sent to the motor. Thus 
the acceleration rate β (rad/s2) is related to the slope of the linear 
increase in the angular velocity from zero to the chosen speed. 
When the desired final value is reached, the inner conical 
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cylinder is rotated with a constant speed. The speed counter gives 
readings with accuracy better than 1%.  Sudden accelerations are 
not investigated in the present study. The observations are 
repeated many times to ensure the reproduction of the observed 
flow states. The regimes investigated here correspond to 
Reynolds numbers between 0 and 1000.    
 
Experimental Results 
Previous studies [6][7] have shown that the laminar-turbulent 
transition of flow between conical cylinders is more sensitive to 
the geometrical and dynamical parameters than the flow between 
concentric cylinders. The transition is mainly marked by a 
bifurcation branching, which occurs at the early observed 
instabilities.  
 
Transition to Taylor Vortices 
The transition scenario in the present flow system has been 
previously reported by Noui-Mehidi et al. [6]. The basic flow is 
three-dimensional, the meridional flow being upward along the 
inner rotating conical cylinder and downward along the outer 
fixed one. At the critical Reynolds number of 132, a first vortex 
rotating inwards to the end plate appears at the top of the flow 
system where the radius is the largest. When Re is increased 
further a pair of counter-rotating vortices takes place below the 
first vortex. For further increase of Re more vortices are observed 
below the previous ones. When ¾ of the fluid column is filled 
with these vortices, according to the acceleration rate two 
transitions can occur when Re is increased: 1. For acceleration 
rates less than 0.07 rad/s2 a helical structure takes place in the 
flow system. The motion is downwards and the helical vortices 
are counter-rotating two by two. This structure winds around the 
inner rotating body like a coil giving the effect of the “barber-
pole” for a stationary observer. 2. The second transition occurs 
for acceleration rates higher than 0.07 rad/s2. The previously 
observed first vortices move upwards until they fill completely 
the fluid column. Periodically a new pair of vortices is born at the 
bottom of the flow system while at the top the third vortex below 
the end plate disappears due to the upward motion and the two 
neighbouring cells merge to form a big vortex. For higher Re and 
acceleration rates, the upward motion stops and regimes of 
Taylor vortices are observed. The number of Taylor vortices 
obtained depends on the acceleration rate and the Reynolds 
number.  
 

Taylor Vortices Wavelength  
Taylor vortices have been investigated widely in the system of 
concentric cylinders. The wavelength limits have been studied 
numerically and experimentally. Dominguez-Lerma et al. [3] 
showed that the wavelength in the Taylor vortex flow mode can 
be different from the critical wavelength calculated theoretically 
when Re is changed slightly near its critical value Rc. The larger 
wavelength obtained in their experiments did not exceed 2.4 
times the gap width.  
Taylor vortex size in the flow between conical cylinders is not 
constant axially [6][7]. The definition of a wavelength is quite 
delicate since a pair of counter-rotating vortices is formed of one 
large cell and a one smaller cell, the larger cell being below as 
can be seen in Figs.2 and 3. The sizes of the large and small cells 
even vary from one axial position to the other. The vortex at the 
bottom of the flow system is the largest compared to the other 
large vortices above. The larger vortices are rotating in the same 
sense as the meridional flow i.e. upwards along the inner rotating 
body and downwards along the fixed one. The smaller vortices 
are counter rotating to the meridional flow. On the other hand the 
large vortex size decreases from the bottom to the top of the 
system, the smaller vortices have the same behaviour.   

         

 

 
 

Fig.2.  Vortex flow modes observed in CI, 
(a) Re=347, (b) Re=516 and (c) Re=672. 

 
 

 

 

 
 

Fig.3.  Vortex flow modes obtained in CII,  
(a) Re=92, (b) Re=88 and (c) Re=85. 

 
 
The wavelength can be defined as the size of a vortex pair, one 
large and the adjacent counter rotating small one. The mid-point 
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of an imaginary line joining the vortex centres is taken as the 
axial location of the wavelength measurements. The flow modes 
observed in CI are shown in Fig.2. As can be seen there are three 
different Taylor vortex flow modes with 6-pair, 7-pair and 8-pair 
of Taylor vortices. The wavelength axial evolution is presented in 
Fig.4 (N is the number of vortices). The non-dimensional 
wavelength λ∗ is defined as the ratio of the local wavelength λ to 
the gap width d. λ∗ is plotted against the axial position z*=z/L, L 
being the vertical fluid column height and z=0 at the bottom of 
the flow system.  

 
Fig.4.  Axial evolution of the non-dimensional  

wavelength λ* in CI. 
 

It is worth noting that the size of the first pair of vortices at the 
bottom of the system in the three modes forms a wavelength 
varying between 3 and 3.5 times the size of the gap width. The 
wavelength decreases from the bottom to the top in the three 
observed modes 6-pair, 7-pair and 8-pair. In the 6-pair flow mode 
the wavelength decreases from 3.5 to 2.2, which corresponds to 
values still above the critical wavelength known in the Taylor-
Couette system (λ*=2). The situation in the 7-pair and 8-pair 
flow modes is different. In the 7-pair flow mode the wavelength 
decreases from a value of 3.5 to 1.7 except at the top where the 
vortex near the end plate has a larger size. In the 8-pair flow 
mode, λ* decreases from 3 to values near 1.5 at the top of the 
flow system except the top vortex at the end plate. The 
wavelength decrease in the 8-pair flow mode is characteristic to 
this system since it decreases from a value above the critical λ* 
to values lower than the critical one. The top vortex near the end 
plate in the three modes is related to the Ekman layer thus 
presents sizes larger than the vortices below.  
The experiments performed in the system configuration CII 
resulted in uncommon vortex flow modes. With a gap size of 16 
mm three flow modes could be generated with 2-pair, 4-pair and 
6-pair of Taylor vortices only as can be seen in Fig.3. 
The same definition of the wavelength is adopted in the 
configuration CII to represent the axial evolution of the vortices 
size. As shown in Fig.5 the wavelength decreases from the 
bottom to the top in both 3-pair and 4-pair flow modes. 
In the 3-pair flow mode the wavelength decreases from 3 to 2, 
which indicates that one pair of vortices has a size larger than the 
critical value while the two other pairs above have a wavelength 
corresponding to the critical known value. 
The 3-pair flow mode is shown in Fig.3b for Re=88. In the 4-pair 
vortex mode, obtained at a Reynolds number of 85 (Fig.3c), 

 
Fig.5 Axial evolution of the non-dimensional  

wavelength λ* in CII. 
 
 
 

the wavelength decreases from 2 to 1.5 giving values of the 
wavelength smaller than the critical λ*. It can be remarked that in 
both 3-pair and 4-pair modes the wavelength formed by the top 
vortices is slightly larger than the one below as observed 
previously in CI. 
 
 

 
 

Fig.6 Non-dimensional vortex size axial variation in CII. 
 

 
 
 
The situation is completely different in the case of 2-pair vortex 
mode. As seen in Fig.5 each of the two pair of vortices forms a 
very large wavelength λ* with a value around 3.2. These two 
pairs of vortices can be seen in Fig. 3a for Re=92. It can be 
remarked that this type of vortices (2-pair) is obtained for a 
Reynolds number value higher than the one related to the 3-pair 
and the 4-pair modes. In order to compare individual vortices 
obtained in the configuration CII, the non-dimensional vortex 



 

size s*=s/d is presented in Fig.6 for each of the three modes 2-
pair, 3-pair and 4-pair. In the 2-pair mode, the first vortex at the 
bottom of the flow system has almost 2.4 times the size of the 
gap width d, while the next small vortex above has only 0.8 times 
the size of the gap d. The difference in size between the larger 
vortices and the smaller ones is less important in the 4-pair flow 
mode except at the bottom of the system where the vortex is the 
largest.  As deduced from Fig.6 the gap effect on the vortices size 
can be better expressed in terms of single vortex size than in 
terms of wavelength presented in Fig.5. 
The present results have shown that Taylor vortices with a very 
large size can be generated between the conical cylinders when 
the gap is wide. These flow properties are specific to the studied 
system and have not been observed in other flow systems.    
   
 
 
Conclusions 
 
In the present work, flow visualization has shown that Taylor 
vortices generated between conical cylinders, the inner rotating 
and the outer at rest, can reach sizes up to 2.4 times the gap 
width. This kind of vortices has not been observed before 
between rotating circular cylinders or other rotating systems. The 
present results constitute a good challenge for more experimental 
and numerical investigation of the different effects leading to the 
occurrence of such vortices.   
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Abstract

This paper describes a new vortex blob method for the
solution of problems in 2D vortex dynamics. In contrast
to traditional vortex blob methods, this approach incor-
porates the distortion of the blobs, by the solution of two
additional ODEs for each vortex blob, giving the evolu-
tion of the aspect ratio and orientation for an equivalent
elliptical patch of constant vorticity in response to the
locally linearised, but time-dependent, strain and vortic-
ity fields. When the aspect ratio of the equivalent el-
lipse reaches a pre-determined limit, the circular vortex
blob is split in two, with the centres of the new blobs
aligned along the principal axis of the ellipse, thus pro-
viding a consistent approach to vortex blob insertion, so
that fine-scale features such as vortex filamentation can
be followed in an efficient way.

Introduction

Lagrangian methods have a fundamental advantage over
Eulerian or grid-based methods for problems in 2D vor-
tex dynamics, in that the calculations are carried out
only where the flow velocities are non-zero. This is par-
ticularly so for cases where there are strongly nonlin-
ear interactions, giving rise to small-scale, but localised
structures. Thus a vortex patch in a strain field (due to
the presence of other vortices nearby e.g.) may deform
and eventually produce filaments of vorticity. As time
progresses, these filaments may quickly become very long
and thin, and are advected by the local velocity field, giv-
ing rise to long sinuous streaks of vorticity. For inviscid,
or near-inviscid flow, the cross-filamentary scales may be
extremely small. Resolving such features is extremely
difficult with uniform grids, and even with non-uniform
grids there is the requirement of changing the grid very
quickly in time as the flow evolves. In response to this,
vorticity contour following methods have been developed,
starting with the contour dynamics technique of Zabusky
et al [13], and evolving to hybrid methods such as the
Contour Advective Semi-Lagrangian (CASL) method of
Dritschel and Ambaum [4], where the stream-function
is inverted on a relatively coarse grid, but the vorticity
contours (represented by nodes) are advected using La-
grangian techniques by interpolating the velocity field on
to the contour nodes at each time-step. Because of the
fact that vorticity contours very quickly lengthen as fil-
amentation takes place, these methods must continously
insert new nodes along the vorticity contours, and this
growth in the number of nodes can quickly limit the use-
fulness of such approaches. Accordingly, the techniques
of ‘contour surgery’ [3] have been developed, where con-
tours of vorticity are broken when they become very thin,
and equal-valued contours merged when they approach
closely.

An alternative Lagrangian approach for such problems is
to represent the initial vorticity distribution with point-
vortices (each has a δ−distribution of vorticity) and then

to determine the motion of each point-vortex in response
to all other vortices, so giving the evolution of the vortic-
ity field. This technique was first introduced by Rosen-
head [9], in his study of the evolution of a vortex sheet.
Difficulties encountered with random motions of such
point-vortices are to some extent mitigated by desingu-
larising in some way, i.e. replacing the δ−distribution
of vorticity with some smeared non-infinite distribution
with a characteristic small scale, the so-called vortex blob
approach of Chorin and Bernard [2]. These vortex blobs
methods all introduce some numerical dissipation, but
are generally accepted as being superior to point-vortex
techniques, and we focus on such methods here. In order
to resolve fine-scale vorticity features, the vortex blob
methods require techniques of artificial blob insertion,
that play a role equivalent to the node insertion on con-
tours for contour dynamics techniques. When a single
blob is replaced by two others, say, then each of the new
blobs will have half the circulation of the old blob. It is
clear that any initially circularly symmetric blob should
actually distort in response to the local velocity shear.
To account for this, Rossi [11] introduced Gaussian ellip-
tical blobs, and determined ODEs for their evolution, to
be solved simultaneously with the ODEs describing the
motion of the centroids of the blobs. Typically, the as-
pect ratio of an elliptical blob increases with time, until
eventually it must be replaced by a number of elliptical
blobs of smaller circulation. The equations for this are
non-trivial, however, and in the present work we develop
a similar, but simpler scheme. We use fixed size blobs (i.e.
no account is taken of viscosity) but for each blob simul-
taneously follow an equivalent constant vorticity patch
of constant area in response to the first order approxi-
mation to the local strain and vorticity fields. The two
ODEs describing the evolution of the orientation and as-
pect ratio of the elliptical patch have been obtained by
Kida [6], who showed that such a patch remains elliptical
for all time. When the aspect ratio reaches some pre-
determined quantity, we can replace our initial blob with
two blobs, each with half the circulation, aligned along
the principal axis of the equivalent patch, thus providing
a robust and simple technique for introducing blobs in a
way consistent with the evolution of the flow-field. Even-
tually the growth in the number of blobs can be limited
by discarding blobs after some suitable number of split-
tings: again, this introduces numerical dissipation, but
this is quantifiable and can be chosen to be consistent
with the computational resources available. Note that in
general, although not employed here, blob merger should
also be allowed, but as our blobs are circular, standard
techniques can be used (see Rossi [11]).

This paper reviews the basic equations for the vortex blob
approach and then goes on to show how to incorporate
the Kida solution for the equivalent elliptical patches.
Some preliminary results are provided, and suggestions
made for future work.



Mathematical Formulation

Governing Equations

We consider 2-D incompressible, inviscid flow in an un-
bounded domain, with the flow field governed by the Eu-
ler equation

∂u

∂t
+ u · ∇u = 0 , (1)

where u = (u, v) is the fluid velocity and we use rect-
angular cartesian coordinates (x, y). The corresponding
vorticity is thus a scalar, satisfying

Dω

Dt
=
∂ω

∂t
+ u · ∇ω = 0 (2)

and it is convenient to introduce a stream-function ψ with

∇2ψ = ω. (3)

Then (u, v) = (−ψy, ψx). We define the circulation Γ,
associated with any distribution of vorticity ω(x, y) over
a region R by

Γ =

ZZ

R

ω(x, y) dxdy . (4)

The 2-D Green’s function for Laplace’s equation is

G(x,x′) =
1

2π
log |x − x

′|. (5)

Therefore, by Green’s second identity on our unbounded
domain

ψ(x) =

ZZ

∇2ψ(x′)G(x,x′) dx′dy′

=
1

2π

ZZ

ω(x′, y′) log |x− x
′| dx′dy′ (6)

and hence the fundamental equations for the time evolu-
tion of the velocity components are

dx

dt
≡ u = −

∂ψ

∂y
= −

ZZ

ω(x′, y′)
∂G(x− x

′)

∂y
dx′dy′

=
1

2π

ZZ

ω(x′, y′)
(y′ − y)

(x− x′)2 + (y − y′)2
dx′dy′

(7)

and similarly

dy

dt
≡ v =

1

2π

ZZ

ω(x′, y′)
(x− x′)

(x− x′)2 + (y − y′)2
dx′dy′ .

(8)

All Lagrangian methods solve equation (1) by determin-
ing u and v at time t in some way, e.g. from expressions
like equations (7) and (8) (point-vortex [9] and vortex-
blob [2] methods), by evaluating a line integral over the
Green’s function (contour dynamics [13] methods) or by
inverting equation (3) numerically to find a stream func-
tion (the CASL method [4]; [8]). This velocity field is
then used to advect the vorticity out to the next timestep.

Point-Vortex and Vortex Blob Methods

Consider the evolution of a patch of vorticity, non-zero
on some region D. If we represent this as

ω(x) =

N
X

j=1

Γjδ(x− xj) (9)

then we have the so-called point-vortex method. Here
we represent ω(x) by the linear superposition of N point
vortices, located at positions xj , j = 1, . . . , N and with
associated circulation

Γj =

ZZ

Γjδ(x− xj)dx . (10)

Substitution of equation (9) in equations (7) and (8) gives
explicit expressions for dx/dt and dy/dt for each of the
point vortices and then setting x = xi gives the veloc-
ity with which point vortex i is advected by the flow
field corresponding to all the other vortices. Use of a
standard ODE solving routine (4th-order Runge-Kutta
is used here) provides an algorithm for the evolution of
the original patch of vorticity. This is the method first
used by Rosenhead [9].

There are two fundamental issues/difficulties associated
with the point-vortex method. One is the degree to which
a general distribution of vorticity can be accurately rep-
resented by the point vortices. This can be addressed
by using more vortices, but of course that increases the
cost of the calculation. Perhaps more significantly, the
interaction of four or more vortices gives rise to intrinsi-
cally chaotic motions [1], so that in general the long-time
behaviour of such models tends to be unreliable.

One way to deal with these problems is to ‘desingularise’
the point vortices, leading to so-called vortex blobs. This
idea goes back to Chorin and Bernard [2], but the explicit
model we use here is due to Krasny [7] (his δ−equation
method):

ω(x) =
1

π

N
X

j=1

Γj

δ2

((x− xj)2 + (y − yj)2 + δ2)2
. (11)

There is no longer a singularity at x = x
′ but the

δ−function representation is regained in the limit when
δ → 0. Here δ, where ω has dropped to one quarter of
its maximum (central) value, can be thought of as the
radius of the blob. The smearing of the point vortex
introduced in this way acts to reduce the tendency to
chaotic motion, essentially because there is an effective
dissipation introduced. Even with this desingularisation,
however, there is a tendency for individual vortex blobs
to move chaotically, particularly in cases where filamen-
tation takes place and the separation between blobs be-
comes large. This problem can be overcome to some ex-
tent by splitting blobs, or by introducing new blobs and
renormalising the circulation.

Blob-Splitting Determined by the Local Strain Field

The contribution of the present work is a method that
allows vortex blob insertion in a dynamically consistent
fashion. The approach is motivated by the work of Rossi
([11], [12]), who introduced the idea of using elliptical
Gaussian basis functions (or blobs) that deform according
to the prevailing velocity field. Once the blobs become
significantly elongated, they can be split and replaced
by a number of smaller elliptical blobs. In addition, dif-
fusive spreading due to viscosity (not treated here) can
be included. However, the equations describing the de-
formation of the elliptical blobs are non-trivial, so that
there is an associated increase in computational load. On
the other hand, this is more than compensated for by the
increased spatial accuracy.

The simpler idea invoked here is to work with non-
deforming circular blobs, but to keep track of their po-



tential deformation under the prevailing strain field due
to all the other blobs. To implement this, it is necessary
to integrate two ODEs for each blob. These ODEs deter-
mine the axis-ratio (p) and orientation (θ) as a function
of time for the corresponding ‘equivalent elliptical patch’
of uniform vorticity, initially circular with radius δ and
with the same circulation, in response to the local lineari-
sation of the velocity field induced by all the other vortex
blobs. This is possible because exact ODEs for this prob-
lem have been determined by Kida [6] for this situation.
Two new blobs, with half the circulation, and with cen-
tres separated by distance 2δ and aligned along the major
axis of the ellipse equivalent to the vortex blob, are used
to replace a vortex blob when the effective aspect ratio
for a blob pi exceeds the critical value pcrit. In this way
we can resolve fine-scale features of the flow, such as fil-
amentation, by introducing new blobs as required by the
local nature of the velocity field. As this procedure will
eventually lead to an exponential growth in the number
of blobs, some way of limiting the growth is required.
The natural technique is to discard blobs after a certain
number of splittings (say 9 or 10) when their individ-
ual contribution to the circulation is reduced to 1/512 or
1/1024 respectively of that of an original blob. Note that
although the constant vorticity elliptical patch is not ex-
actly equivalent to the corresponding vortex blob, there
is no additional error introduced, as we are only using
this representation as an aid to deciding when and how
to split the vortex blob.

Implementation of the Kida Solution for Elliptical Patches

For any given vortex blob we expand the external velocity
field due to the other blobs to first order as:

u− uB ≈ Ax =

»

ux uy

vx vy

–

B

x (12)

where uB and all the shear components are evaluated at
the centre of the blob and where the coordinate origin
here is at the centre of the blob. This corresponds to
the external shear field considered by Kida [6], but, of
course, here these quantitities are not fixed in time but
vary as the vorticity field and the corresponding velocity
field evolve.

From continuity ux = −vy and then

»

ux uy

vx −ux

–

=

»

ux 0
0 −ux

–

+
1

2

»

0 (uy + vx)
(uy + vx) 0

–

+
1

2

»

0 −(vx − uy)
(vx − uy) 0

–

=

»

e 0
0 −e

–

+

»

0 β
β 0

–

+

»

0 −γ
γ 0

–

(13)

where γ = (vx − uy)/2 is half the local vorticity, e is the
strain rate and β = (uy +vx)/2. By rotating coordinates
to align with the principal strains (following Kida [6]) we
find

P (u− uB) = Dx̄ + Λx̄ (14)

where

D =

»

eeff 0
0 −eeff

–

and Λ =

»

0 −γ
γ 0

–

, (15)

and the coordinates x̄ are rotated by an angle φ from the
original coordinates x. In fact

D = PAP T (16)

where D is the diagonal matrix of eigenvalues of the ma-
trix A and

P =

»

cosφ − sinφ
sinφ cosφ

–

(17)

with the columns of P the (suitably normalized) or-
thonormal eigenvectors of A. Here the eigenvalues

eeff = ±
p

e2 + β2 = ±

r

u2
x +

“uy + vx

2

”2

. (18)

It turns out that the transformation of velocities implied
by equation (14) can be ignored as the only inputs to the
Kida model are eeff and γ (see below).

The equations for the evolution of the i th elliptical patch
are

ṗi = 2eeffpi cos 2θi

θ̇i = −eeff

„

p2
i + 1

p2
i − 1

«

sin 2θi +
Γi

2π

pi

(pi + 1)2

+ γi , (19)

with pi = ai/bi the ratio of the lengths of the major
and minor semi-axes of the ellipse. These are Kida’s
equations (3.2) and (3.3) with minor changes of nota-
tion. Note that θi is the angle relative to the principal
axes of strain, so the orientation θi,ellipse of the principal
axis of the elliptical patch relative to the original axes is
given by

θi,ellipse = θi + φi (20)

where φi is obtained for each vortex blob from the eigen-
vector corresponding to the eigenvalue ei,eff , i.e.

φi = cos−1

 

βi
p

(ei,eff − ei)2 + β2
i

!

(21)

and clearly all angles are functions of time. Finally we
note that the initial value of θi can be chosen to be zero,
corresponding to an alignment with the local principal
axes of strain, as the blobs are all circular.

A Numerical Example

As a test case we consider the interaction of two circu-
lar patches of uniform unit vorticity (Rankine vortices)
of radius R = 1, with their centres separated by a rel-
atively short distance 3R, so that merger is expected.
Each vortex is represented initally by 7 rings of vortex
blobs and one central blob, all with equal strength and
with ‘radius’ δ = 1/15, so covering the vortex. As each
blob represents an equal area of the patch, there are 8n
blobs in ring n, giving 225 blobs initially for each vortex,
following Hume [5]. A fourth-order variable time-step
Runge-Kutta routine is used (ode45.m in MATLAB),
and ‘re-blobbing’ carried out every 0.5 time units. The
area of blobs in the figures is shown as proportional to the
associated circulation, thus giving a visual representation
of the relative dynamic significance of each blob.

In figure 1 the results at times t = 10, 20 and 30 are given,
with pcrit = 5. Frames (a), (b) and (c) show the blobs,
with area proportional to their associated circulation. In
frames (d), (e) and (f), the corresponding contour plots
of vorticity are given, with the colour bar giving vortic-
ity magnitude. (To smooth the contours of vorticity, we
have used a value of δ = 0.2 when evaluating the vortic-
ity from the blob distribution using equation (11)). Also
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Figure 1: The behaviour at times t = 10, 20 and 30 for the merger of two Rankine vortices, with unit radius and centres
separated by three radii. Panels (a), (b) and (c) show the vortex blobs, colour coded and with areas proportional to
their corresponding circulations, while panels (d), (e) and (f) show the corresponding contour plots of vorticity. In all
cases the corresponding contour dynamics calculation (Dritschel [3]) is shown as a solid black curve.

shown are the contours corresponding to the vorticity
jump from zero to unity in a planar high resolution con-
tour dynamics calculation, with minimal contour surgery
(Dritschel [3]). Very good agreement is achieved, with
the filaments of vorticity well resolved, but at this stage
the vortex blob code is not very efficient.

Conclusions

This paper has provided a novel technique for adjusting
the resolution of vortex blob methods by introducing new
blobs as required, according to the time evolution of an
equivalent elliptical patch for each circular blob, thus re-
solving fine-scale features of the vorticity. Because only
circular blobs are used, it is expected that this technique
can be quantified accurately, and that simple models for
the transfer of enstrophy to high wavenumbers, and its
associated final dissipation at the smallest scales resolved,
may be possible.
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Abstract

A low speed, open circuit, laboratory wind tunnel has been

redesigned for use in turbine blade cooling experiments. The two

dimensional contraction was designed using a sixth order

polynomial. This paper outlines the process of design

optimisation, using Computational Fluid Dynamics (CFD) to

model the contraction. The parameters that were varied were the

location of the point of inflection and the curvature at the

contraction inlet. The optimisation was based on flow uniformity

at the working section midplane, prevention of separation in the

contraction and minimising the boundary layer thickness at

entrance to the working section. Calibration of the wind tunnel

after construction has demonstrated the value of the design

process and validated the CFD predictions.

Nomenclature

P Pressure, reference pressure (Pa)

a, b, c, d, e, f, g Polynomial coefficients

h Contraction inlet half height-exit half height (m)

i Axial distance to point of inflection (m)

l Total length of contraction (m)

ρ Density (kg/m3)

τw Wall shear stress

u* u*=(τw/ρ)1/2

w Parameter vector

x, y,z Cartesian coordinates (streamwise, vertical, transverse)

y+ y+=yu*/ν

α Curvature at inlet (/m)

‘ d/dx

Introduction

Based on evidence in current literature, aerodynamic research is

poised between experimental and computation techniques. The

two are closely linked and as progress is made in the

development of more advanced computational fluid models,

more comprehensive experimental data are required to validate

the models. In the present situation a wind tunnel was remodelled

for the purpose of turbine blade cooling research. The new

facility is required for detailed studies of turbulent mixing

processes associated with the injection of a simulated cooling jet

through the wall of the working section. The data obtained will

be used to improve CFD modelling of these complex flows.

Traditionally, the design of wind tunnel contractions has been

based on a pair of cubic polynomials, and the parameter used to

optimise the design for a fixed length and contraction ratio, has

been the location of the joining point [2, 3]. The computation of

flow field within the contraction has previously utilised

incompressible, inviscid flow equations and co-ordinate

transformation techniques to solve the difference equations.

Published, parameterised data in the form of design charts  [2]

are also available to avoid the need to repeat these computations,

for axisymmetric contractions.

Currently, more flexibility in the design of wind tunnel

contractions can be exhibited, with the use of CFD to enable

rapid testing of designs to optimise contractions of arbitrary

cross-section and wall profile. The use of CFD allows for the use

of higher order polynomials, and non-zero curvature or slope at

inlet to the contraction. However, the performance of the

contraction still requires testing after construction, as the level of

CFD used for this application is typically insufficient to detect

the development of longitudinal vortices through the working

section such as were measured by [4].

This paper describes the design of a 2D contraction with 6th

degree polynomial wall profile for a wind tunnel with a square

working section and its subsequent experimental validation.

Description of the facility

The purpose of this work was to design a wind tunnel using the

inlet, honeycomb and, potentially, screens of an existing facility.

The working section dimensions were increased from 125 x 225

mm to 225 x 225 mm, requiring an increase in the exit area of the

contraction. The contraction inlet was 1200 x 225 mm resulting

in a new area ratio of 5.3. This was lower than the limit of

recommended area ratios [1], and a full analysis of the design

was considered necessary. The maximum velocity in the working

section was 20 m/s. The original contraction length of 2 m was

retained, but the profile definition was changed from a pair of

cubic curves to a 6th order polynomial. The wall curvature at inlet

and the location of the point of inflection in the wall profile were

chosen as design parameters.

Parameterisation of the profile

The coordinate system for the contraction profile is defined with

origin on the tunnel centre line at the contraction inlet plane, and

x coordinate increasing in the downstream direction. The y

coordinate defines the contraction profile and z is in the spanwise

direction. A sixth order polynomial was chosen to define the

profile shape:

gfxexdxcxbxaxy ++++++= 23456 (1)

The chosen profile has 7 parameters (a-g). Five of these are

specified by the inlet and outlet height, zero slope at the inlet and

outlet and zero curvature at outlet. This leaves two parameters

available for optimisation. These are specified by the inlet

curvature and the axial position of the point of inflection relative

to the contraction length. The 7 conditions defining the profile

are thus:
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where:

h = inlet half height – exit half height

α = inlet curvature
i = axial location of inflection point

l = length of contraction

The conditions specified by (2) directly provide the following

constants for the polynomial (1):

g = h; f= 0 ; e= α/2

The other constants are defined by the equation:

BAw = (3)

where, for α = 0 for the standard case (with no inlet curvature):
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The range of the variable, i, distance to the point of inflection,

which gives a sensible, monotonically decreasing curve is 0.4-0.6

l. Figure 1 shows that with a lower or higher value of i/l, the

profile under or overshoots respectively. This was deemed to be

impractical for a contraction profile. In order to optimise the

shape, the optimal position of the point of inflection was

determined first, and the degree of curvature at inlet was varied

for this optimal design.
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Figure 1: Contraction profiles, variation with inflection point location.

Computational models
The commercial CFD software package CFX [5] was used to

mesh, solve and postprocess the contraction model. The

contraction shape was specified by the polynomial curve, with

the parameter values outlined in Table 1 below. One quarter of

the contraction was modelled, using the horizontal and vertical

symmetry planes to reduce the size and computational load of the

model. A working section of length 0.5l was modelled at the end

of the contraction to provide a model of the flow development

beyond the end of the contraction.

Model i/l αααα
1 0.4 0

2 0.55 0

3 0.60 0

4 0.60 +0.5

5 0.60 -0.5

6 0.60 +0.2

7 0.60 -0.2
Table 1: Parameters used in model study.

The Reynolds Shear Stress Transport (SST) model of turbulence

was used with a specified turbulence level of 1%. A constant

total pressure of 280 Pa above atmospheric pressure (or reference

pressure) was used to define the inlet boundary condition, with a

constant static pressure outlet boundary condition of atmospheric

pressure. This generated a mainstream flow velocity of 20 m/s,

which is typical of the maximum required of the facility. In the

physical wind tunnel, a bellmouth inlet section is followed by a

50 mm length of honeycomb to straighten the flow. These flow

manipulators were not modelled in the CFD analysis.

The model was meshed using an unstructured, tetrahedral mesh,

with ten layers of mesh inflation (rectangular elements) on the

walls. The minimum y+ value for the models presented in this

paper was 10. The model geometry and mesh are shown in

Figure 2. The mesh is shown on the inlet plane and on a plane

downstream representing the middle of the working section.

Figure 2: Model of contraction and working section, with inlet and outlet

mesh (not to scale).

Optimisation of model design

The contraction length and width were held fixed for this design,

due to the existing facility geometry. The original inlet height

was retained, for the practical purpose of using the existing

bellmouth inlet and honeycomb. The exit height was increased

compared with the existing facility in order to provide a larger

working section height. This resulted in a contraction ratio of 5.3,

slightly below the recommended range for an aerodynamic

facility of 6-10 [1], but considered acceptable following analysis

of the CFD models.

The parameters varied in the model were the location of the point

of inflection, and the curvature at contraction inlet. The criteria

for selection of the optimal design were maximum uniformity of

the flow at mid working section (0.5m from the end of the

contraction), with prevention of separation at the contraction

wall.



Computational results

The computational models were reviewed to test for uniformity

of flow in the working section, and the presence of separation. It

was found that none of the models tested experienced separation.

In Figure 3, a typical wall shear plot for model 3 (i/l = 0.6)

demonstrates the lack of separating flow (indicated by positive

values of wall shear over the entire wall).

Figure 3. Wall shear (Pa), model 3.

The uniformity of the flow was compared at the mid working

section shown as a shaded plane in Figure 2. The velocity

profiles at this plane are shown in Figure 4. All models

demonstrated reasonably uniform flow across the wind tunnel

mid plane, but models 3, 5, 6 and 7 appeared to have a more

uniform velocity profile. Comparison of the flow development

through the working section, demonstrated model 3 to have the

most uniform flow of these four models, and hence it was

selected for manufacture. This profile has i/l = 0.6, and α=0.
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Figure 4: Velocity profile at mid working section on horizontal plane.

Physical calibration of the facility
Following construction of the optimal design (model 3, Figure 5),

experimental measurements were conducted to verify the CFD

model and calibrate the facility. Calibration measurements

included time mean flow, wall shear stress, flow direction and

streamwise turbulence intensity in the working section. The

boundary layer was tripped using a 3 mm diameter wire, 200 mm

upstream of the start of the working section, in order to obtain a

stable, turbulent boundary layer on all walls of the working

section. Before the trip wire was installed, the boundary layer

was intermittent on the side walls and laminar on the floor and

top wall of the working section, resulting in a non-uniform wall

shear stress distribution on the workings section walls.

The mid plane of the working section was traversed with a 1.6

mm diameter pitot probe to determine the uniformity of the flow

in the working section. A wall tapping in the plane of the pitot

tube was used to measure static pressure, and reference static

pressures P1 and P2 were measured at the start and end of the

contraction, respectively. The nominal working section flow

speed was 20 m/s and Reynolds number based on working

section width and flow 30 000, the maximum for the facility and

equal to the flow speed obtained in the CFD analysis. The

pressures were measured to ±0.005 Pa using a Furness FC012
micromanometer, with a Furness FCS421 pressure scanner to

measure the total and static pressures in differential mode

(relative to P1 or Pstat).

Figure 5: Wind tunnel as constructed.
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Figure 6: Pressure coefficient at mid working section measured on

vertical lines.
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Figure 7: Relative velocity at mid working section measured on vertical
lines.

Figures 6 and 7 compare the profiles of pressure coefficients and

relative velocity profile, respectively at the mid working section,

with the CFD model. The total pressure was measured using

vertical (y) traverses from the floor of the wind tunnel, at a

number of locations in the transverse (z) direction in the working

section mid plane. The experimental results indicate that the total

pressure distribution is uniform, within the experimental



uncertainty of the measurements. The CFD underpredicts the

pressure coefficients in both cases (0.004 for pressure coefficient

related to P1 and 0.001 for relative velocity). The uncertainty in

pressure coefficient measurements was ± 0.007 (95 %) which is
greater than the variation in the experimental measurements

shown in Figures 6 and 7. This may be due to the CFD

overpredicting the static pressure drop over the contraction (P1-

P2). The pressure P1 is higher in the CFD because the

honeycomb upstream of the contraction were not modelled.

The streamwise turbulence intensity was measured using a single

sensor hotwire probe (Dantec 55P11) with wire axis normal to

the flow and a DISA 55M constant temperature anemometer. The
hot wire probe was calibrated in situ against a pitot tube and wall

static tapping. The RMS voltage measured was corrected for the

electrical noise in the instrument. Traverses were made in the

horizontal and vertical directions in the centre of the working

section, to measure the free stream turbulence. It was expected

that the turbulence would be slightly above normal levels for

research wind tunnels because of the reduced contraction ratio,

and the lack of screens in the inlet section. This was a design

parameter of the system for the intended research application, as

the inlet turbulence experienced in turbine blade cooling

problems is relatively high.

The turbulence profile was found to be very uniform, as shown in

Figure 8, at an average level of 0.6%. The profile was symmetric

in both the horizontal and vertical planes, with the larger

boundary layer thickness on the sidewalls demonstrated by the

horizontal traverse results.
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Figure 8: Turbulence profile in centre of working section.

Flow direction was measured using a three-hole probe, based on

a wedge design with a rounded nose, shown in Figure 9. The

probe was calibrated in a closed circuit wind tunnel. The flow

direction was uniform to within 1.1° ± 0.7° (95%). CFD
predicted a flow direction in the mid plane of maximum 0.15°
from horizontal.

Figure 9: Three hole probe schematic.
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Figure 10: Development of wall shear stress with downstream distance.

Figure 10 shows the wall pressure coefficient measured using a

Preston tube on the side wall and floor of the wind tunnel. The

uniformity of this pressure coefficient across both walls of the

wind tunnel indicates the absence of large vortices in the

mainstream flow and is indicative of the uniformity of the wall

shear stress in the same region. Greater secondary flow effects

are evident in the corner regions on the vertical walls.

Conclusions
CFD has been used to optimise the design of a wind tunnel

contraction. The use of CFD has increased the flexibility of

shapes considered, and allowed the use of a sixth order

polynomial to define the profile. The parameters of the profile

that were varied were the location of the point of inflection and

the curvature at the contraction inlet. It was found that the best

result, producing the most uniform velocity profile at inlet to the

working section, and preventing separation of the flow within the

contraction, was obtained when the point of inflection was

located as far downstream as possible.

Physical calibration of the facility has validated the CFD methods

used and demonstrated that the technique can be used for future

wind tunnel designs.
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Abstract 
A suitable model for radiant heated single drop of bio-oil is 
discussed.  The main efforts of the study are stressed on a 
discussion of models of droplet heating and scaling of the pre-
explosion conditions.  

Introduction 
Bio-oil is a liquid fuel produced by the pyrolysis of biomass.  In 
Australia, research on bio-oil production has been undertaken on 
the slow pyrolysis of a number of indigenous tree species (i.e., 
Eucalyptus globulus and Eucalyptus camaldulensis) that can be 
grown sustainably in plantations.  The bio-oil produced is a dark, 
viscous liquid with smoky odour, it contains negligible sulphur, 
and it is relatively high in oxygenated compounds.  Due to its 
plantation origins, it is a renewable resource and can be 
greenhouse gas neutral when used as a fuel.  These attributes 
make bio-oil an alternative liquid fuel source for both power 
generation and transport.  The composition and properties of bio-
oil depend on the biomass source and pyrolysis rate used in its 
production.  The elemental composition of bio-oil resembles that 
of biomass [1-3].  Bio-oil fuel-related characteristics are provided 
in [4-6].  

The oxygen-rich nature of the principle components of wood 
(lignin, cellulose and hemicellulose [7]) affects the combustion 
behaviour of these pyrolysis derived liquids.  The high oxygen 
content results in low-energy heating value that is less than 50% 
of that for conventional fuels.  In general, these liquids are 
combustible, but no flammable (from safety point of view) due to 
the high content of non-volatile components that require high 
energy for ignition.  Combustion tests on single bio-oil droplets 
derived from oak and pine [8-9] indicated: (a) A multistep 
process: ignition, quiescent burning emitting blue radiation, 
droplet micro-explosion, disruptive sooty burning of droplet 
fragments emitting bright yellow radiation, formation and 
burnout of cenosphere particles; (b) A very wide range of boiling 
temperatures, which is a result of the bio-oil chemical 
composition.  The oils start boiling below 100oC, the distillation 
stops at 250-280oC, leaving 35-50% of the starting material as 
residue.  Therefore, the bio-oils do not exhibit complete 
vaporisation before combustion, unlike the mineral 
hydrocarbons; (c) Droplets of less severely cracked pyrolysis oils 
exhibit shorter pre-explosion time and less effective micro-
explosion.  Oils that underwent severe cracking during the 
pyrolysis exhibit large pre-explosion times and more violent 
micro-explosions that results in more rapid burnout unlike the 
lighter oils.  This behaviour depends on the oxygen content and 
pyrolysis process. Severe cracking reduce both the organic liquid 
yields and the oxygen content; (d) A strong relation between the 
moisture content and bio-oils combustion behaviour.  The 
moisture content varies over a wide range (15-30%).  It is a 
product of the original moisture in the feedstock and also the 

water produced from dehydration reactions occurring during 
pyrolysis.  At this concentration, water is usually miscible with 
the oligomeric lignin-derived components, because of the 
solubilising effect of other polar hydrophilic compounds (low 
molecular weight acids, alcohols, hydroxyaldehydes and ketones) 
mostly originating from the decomposition of carbohydrates.  
Despite the high moisture content, the adiabatic flame 
temperature of the bio-oil is relatively high, 1700-2000 K 
compared to 2200-2300 K for standard fuels [10].  

The present communication considers scaling of the pre-
explosion conditions.  The paper is developed as follows: (a) 
Analysis of existing models of explosive boiling of liquid droplet 
and their adequacy to behaviour of bio-oils; (b) Creating of 
physical and mathematical model for scaling and definition of 
dimensionless groups controlling the process; (c) Analysis of the 
pre-explosion conditions and an attempt to derive scaling 
estimates.  

Models 
Explosive boiling of liquid droplets

 

There are existing models of explosive boiling of droplets [11-
13] that are verified by experiments [14-15]. The applicability of 
these models is discussed below.  

Shusser and Weihs [13] proposed a model (see Figure 1a) based 
on the assumption of a constant evaporation rate equal to its 
maximal possible value.  The kinetic theory [16] limits the 
maximal evaporation rate to the mass flux through the core 
(bubble) 

yRT

M
pJ

s
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(1) 

where JV is the evaporation rate, Ts is the boiling temperature for 
the droplet liquid, ps is the saturation pressure at this temperature, 
M is the molar mass of the vapour and R is the universal gas 
constant.  Shusser and Weihs [13] analysed and simplified the 
model of Prosperetti [17] to yield equations for the gas density, 

1RJVG
, and pressure, 

sGi TMRp

 

inside the core.  

Here 
1R  is the core (bubble) growth rate 
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1 is the density of the host fluid, b0 is an empirical constant that 
is 0.96 for butane, 0.97 for water, 0.94 for pentane.  Shusser and 
Weihs [13] suggested that 10b in equation 2, can be 

considered as a good approximation for the bubble growth rate.  



 
Fu et  al. [18] proposed a model of micro-explosions suitable for 
both oil-in-water (O/W) and water-in-oil (W/O) emulsified 
droplets.  The authors suggested an empirical model (see Figure 
1b) and a criterion for explosion expressed as 
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(3) 

where R0 is the initial radius of the emulsion droplet, R1 is radius 
of the emulsion core and d is the diameter of the dispersed micro 
droplet,  is the water volumetric percentage.                     

Fu et al. [18] suggested that a micro-explosion occurs when an 
oil membrane covers the water inside the micro droplets.  
Equation (3) implies that the volume of the membrane equals the 
volume of pure oil in the droplet.  

Equivalent Models applicable to Bio-oils 
Assumptions

 

The models commented above have been tested with pure liquids 
and hydrocarbons. These conditions differ significantly from 
those existing in bio-oil droplets.  First of all, the bio-oil droplets 
are neither bi-component with gaseous cores, nor emulsion ones.  
Combustion experiments [8] show a shell formation that is 
relatively dry with respect to the remaining part of the droplet 
liquid.  Looking at the pre-explosion process it can be assumed 
that the droplet diameter remains practically unchanged 
( consttr )( ).  This is a very strong simplification since Wornat 

et al. [8] reported droplet swelling by up factor of 3 in diameter 
prior to rupture.  However for the preliminary scale analysis this 
fact and the hydrodynamic conditions might be ignored.  The 
further analysis look for an equivalent model that simultaneously 
satisfies two major conditions: (i) to be geometrically identical to 
the bio oil droplets and (ii) to permit the use the ideas of the two 
models commented above.  The basic geometric assumption of 
the equivalent model is that the entire water forms a core with 
expanding radius and growing pressure, while the rest of the bio-
oil material forms a membrane (shell).  

Accepting of this equivalent bi-spherical model we attain several 
advantages: (a) In a situation of scarce physical data and large 
variations of properties of bio oils the first attempt to solve the 

problem is to use macroscopic data relevant to the water content; 
(b) Both, the water content of the bio-oil and the drop size can be 
experimentally found; (c) In general, droplet burning (or 
evaporation) results in moving boundary problems.  However, 
the assumption of a constant droplet size allows applying the 
classical heat transfer equation with fixed boundaries [19,22], 
and scaling methods [20] and results from the combustion of 
W/O emulsions [21].  

Heating of a single droplet - basic equations and 
approximations

 

Assuming a spherically symmetrical temperature distribution 
inside the droplet of a radius Rd and an external radiation flux 
rate, "q

 

[22], the transient heat conduction equation for the 

internal droplet volume is 
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(4) 

where rqrq "'" , r is the radial distance, co, o and ko are 

the liquid specific heat capacity, density and thermal 
conductivity.  It can be assumed that the Bouguer law is valid 
[20], i.e. rqrq exp"" , where 

 

(m-1) is the effective 

average radiation absorption coefficient.  If the droplet is heated 
by radiation only by the feedback from the surface flame and the 
convection is ignored the energy balance at the surface (

dRr ) 

is the Stefan boundary condition (SBC) [20, 23] 

dRroo r

T
ktrLq"    (5) 

where L is the specific heat of evaporation.  The second boundary 
condition is 00rrT .  The initial condition is TT at 

0t .  

Scaling

 

The classical approach is to accept a dimensionless temperature 
TTTT s 

and the droplet radius as a length scale 

(
dRrr~ ).  Therefore, the dimensionless forms of equations (4) 

and (5) are 
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where, BSA is a dimensionless number analogues to the Biot 
number in case of forced convection (the subscript means 
Surface Absorption) [20], Ste and Pe are the Stefan and Peclet 
numbers.  Equation (6) provides three dimensionless groups: 
Fourier number (

0tFo ), where 
odR2

0

 

is the thermal 

diffusion time; Bouguer number (
dRBu ) and 
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Here NVA (the subscript means Volumetric Absorption) is a 
radiation-conduction number [22] analogous to the Stark number 
[23], that can be presented as a product 

0BuNNVA

 

since 

rqrq "'" . 

Fig. 1 Existing models of explosive boiling of bi-component 
droplets: a) Shusser and Weihs [13]; b)  Fu et al. [18]. 
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Dimensionless groups and functional relationships

 
The classical dimensionless solution provides a relationship 

PeSteNBu ,,; 0

     
(9) 

Considering the evaporation rate JV (from equation 1) and 
fixing

Ls TTT , the kinetic superheat limit can be defined.  

At
LTT , 

 

becomes a constant
L

.  If the time of the 

micro-explosion, te is known, then a pre-explosion Fourier 
number can be defined as 
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The function 1

 

depends on the type of the analytical 
solution.  

Minimisation of the number of dimensionless groups

 

Minimisation of the number of dimensionless groups performed 
in [20] yields a new dimensionless number 
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[19], since the relationship between e
oF and 

Bu and 0N is defined in equation (7) while Hp from SBC 

defines the pre-factor of the power-law relationship.  The 
exponents (n, m, s) can be defined through scaling of 
experimental data.  

Alternative scales

 

The analysis provided in [20] yields that for radiation-conduction 
problems with SBC at the interface (liquid-flame) a more 

adequate length scale is 
"0 q

TTk
Z so , which automatically 

leads to SBC in a form 
rH p
~

1
1 .  The time scale is 

12 )( oa a  that defines e
oeo

e
o FButaF 22~ .  

Analysis 
Approximate solutions

 

As reported in [24] the approximate solution of equations (4) and 
(5) is 
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where is a dimensionless coefficient (in terms of the present 
analysis Bu ).  The dimensionless form of equation (11) is 
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When 
LTT  the RHS of (12) becomes the parameter L and the 

time tL can be scaled as 
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Asymptotic (extreme) situations

 

Two asymptotic situations relevant to the two term of RHS of 
equation (4) may be considered [22]: (a) Heat conduction 
dominating mechanism (HCD) with a surface absorption 

( 0''' rq ) only; and (b) Heat absorption dominating 

mechanism (HAD) with a dominating source term.  

Following the analysis of [20], the HCD requires a condition 
1VAN that leads to 10BuN or BuN 10

.  The HAD 

mechanism with dominating source term imposes the condition 

1~exp
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where SL is the process length scale.  

Here 1~exp rSL
, where 1 corresponds to the droplet 

surface.  Taking into account that 1~exp1 rSL
, a more 

weak, but sufficient condition is 10NBu or BuN 0
.  

These inequalities permit to estimate the magnitude of N0 if the 
values of Bu are known.  The HAD mechanism yields 
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The condition .0 BuN applied to (13) through the weak 

condition BuBuN 11 0
, which leads to 
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The further analysis will use the relationship given in equation 
(1).  Generally equation (1) provides that 21 VL JT (Ts is 

replaced by TL to avoid ambiguities, since at 
sTT , 

 

becomes 

unity).  Thus, 2)1( VJ

 

(following the definition of ) that 

yields (via equation 15) 
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In an explicit form equation (16) leads to 2
Ve J1t .  

Physically equation (16) implies that high evaporation rates lead 
to shorter pre-explosion times and vice versa.  The other 
components of equation (16), Bu and Hp affect the pre-explosion 
time through: (a) High values of Bu implies high droplet 
absorptivity, a dominating HAD mechanism, higher evaporation 
rates and as a result shorter pre-explosion times.  Low values of 
Bu, implies a dominating HCD mechanism and larger pre-
explosion times; (b) The Hp number controls the radiation-
conduction heat transfer through the droplet surface.  Generally, 
the HAD mechanism is physically relevant to high water contents 
of the droplets, where occurrence of volume heat sources and 
nucleation evaporation can be expected.  If the water content is 
not high, the head conduction is the dominating mechanism, 
which does not lead to intensive vapour nucleation.  This 
comment is consistent with the experiments analysed in [21] 
where the evaporation rate increases linearly with the increase of 
the water content (emulsion volume).  

Remarks on the scaling estimates 
As commented in [21] the increase of the water content 
(emulsion volume) leads to higher evaporation rates and shorter 



 
pre-explosion times.  It is likely that the micro-explosions would 
be ruled primary by the explosive evaporation of water for low 
volatile fuels.  Water is only superheated inside less volatile 
hydrocarbons-based emulsions.  Bio-oils behave similarly 
because of the high amount of low volatile and non-volatile 
components [9].  The estimate given in equation (16) is 
consistent with these facts [21].  The analysis in [8], show that 
oak oil droplets with 16.1 wt% water content explode after 34.8 
ms, while droplet of diesel fuel #2 (a negligible water content) 
has a pre-explosion time of 149 ms.  

The scaling estimate derived here is based on the analysis of heat 
transfer equations, which allows to define the controlling 
parameters.  If a dimensionless nucleation rate is defined 
as

VJ JJN , where J is a nucleation rate at temperature 
sTT

 

for water, equation (16) can be expressed as 

p
VJ

e
o H

BuJN
F

111
2

    

(17) 

The main idea of equation (17) is that via analysis of experiments 
the value of NJ can be determined.  Such analysis would estimate 
the apparent values of J for bio oils, since JV is known for water 
and pure liquids [23] only.  The latter would allow evaluating the 
applicability of the homogeneous nucleation theory to bio oils.   

Special mathematical symbols: 
- proportional to; 

O - order of magnitude; 

- about equal; 

- identical  (equivalent to); 
b~a - a scale to b as well as;  

 

- it follows that (implies); 
ba - a approaches b; 

 

- absolute value.   
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Abstract

The study of flow in open helically-wound channels has appli-
cation to many natural and industrial flows, including those in
static spiral separators. The flow consists of a primary axial
component and a secondary cross flow and, in spiral separators,
the fluid depth is typically small making experimental investiga-
tion difficult. Mathematical models are therefore of great value
for determining how such flows are influenced by fluid proper-
ties and geometrical parameters and, hence, for predicting and
improving the performance of these separators. A thin-film ap-
proximation is appropriate and yields an explicit expression for
the fluid velocity in terms of the free-surface shape. The latter
satisfies an interesting non-linear ordinary differential equation
that can easily be solved numerically and in some cases analyt-
ically. The semi-analytic predictions of the thin-film model are
found to be in good agreement with much more computation-
ally expensive solutions of the Navier–Stokes equations.

Introduction

Considerable literature exists concerning mathematical mod-
elling of fully-developed flow inclosedhelically-wound pipes
[1, 2, 3, 10, 19]. These studies have been motivated by a desire
to better understand flows in curved geometries such as arise
in many piping systems, and the human blood circulation sys-
tem in particular. They have shown that, for this type of flow,
a steady-state solution can be computed, comprising a veloc-
ity component along the axis of the pipe and a secondary cross
flow.

Flows in openhelical channels (figure 1) differ most signif-
icantly from their closed-pipe counterparts in having a free
surface. They have been studied in the context of river flow
and sediment transport [17], distillation of petroleum products
[13] and, of particular interest here, spiral particle separation
[4, 5, 7, 8, 9, 11, 15, 16]. They are also used in the separation of
liquids of different densities (e.g. oil from seawater) or solids
and liquids (e.g. in the case of wastewaters) [14].

Spiral particle separators are used in the coal and mineral pro-
cessing industries to segregate and concentrate particles of dif-
ferent sizes and densities [6, 18]. Considerable advances have
been made over the past 40 years in understanding the oper-
ation of these and improving their design. Nevertheless, fine
mineral separation may yet be further improved with a better
understanding of the flow in helical channels [18]. It can also
assist with the understanding of flow in more general curved
channels, such as occur in rivers and pipe networks that run
only partly full.

Experimental studies of helical flows, as in spiral separators,
are difficult because of problems with visualisation of the flow
[7, 8], so that theoretical and computational fluid dynamics are
of great value for predicting performance of new and existing
spirals. Experimental work has indicated that the fluid depth
is small and that some regions of the flow are not laminar [7].

Flow

2πP

A

a

Figure 1: A right-handed helically-wound channel.

Some CFD simulations have been done [9, 12] but systematic
parameter studies to determine how laminar flows in spiral sep-
arators are affected by variation of fluid properties and geomet-
rical parameters such as curvature and torsion of the helix, and
channel cross-section geometry, have yet to be done. A good
understanding of the laminar flow is a necessary precursor to a
study of the conditions which lead to turbulence or to the (pos-
sibly undesirable) phenomena that develop in the transition to
turbulence.

As in [1, 2, 3, 10], we consider laminar flow and seek a steady-
state solution that is also independent of axial position. This
permits a two-dimensional analysis in the cross-section plane.
As part of the solution process, we must determine the free-
surface profile of the fluid in the channel, making this analysis
significantly different from and more complex than fully devel-
oped flows in closed pipes. The shape of the free surface will
be primarily determined by the curvature of the helix and the
flow rate, so that, at this stage, we ignore surface tension. Since
flows in spiral separators are known to be shallow, we concen-
trate here on thin-film flow. Some consideration to full channels
has been given in [15, 16].

Mathematical Model

As in [15, 16] we consider a channel of half-widtha, heli-
cally wound about a vertical axis with helix radiusA and pitch
2πP (see figure 1). The angle of inclination of the channel to
the horizontal is given by tanα = P/A, and the Reynolds and
Froude numbers are given byR = Ua/ν, F = U/

√
ga, where

U is a characteristic axial flow velocity,ν is the kinematic vis-
cosity of the fluid andg is gravitational acceleration. We also
assume small dimensionless curvatureε = aA/(A2 + P2) and
sufficiently small torsion (τ = ε tanα) such thatRτ = O(ε),
i.e.R tanα = O(1).
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Figure 2: Cross section of channel showing the coordinate sys-
tem. Thex-axis is directed out of the page in the direction of
the primary axial flow.

We use a Cartesian coordinate system with thex-axis in the di-
rection of the primary axial flow andy andz axes in the cross-
section of the channel as shown in figure 2. Lengths are nor-
malised to give a channel half-width of 1. Then, at leading or-
der in ε, the continuity and Navier–Stokes equations give (cf.
[15, 16])

∂v
∂y

+
∂w
∂z

= 0, (1)

v
∂u
∂y

+w
∂u
∂z

= ∇2u+
Rsinα

F2 , (2)

v
∂v
∂y

+w
∂v
∂z
−

1
2

Ku2 = −
∂p
∂y

+∇2v, (3)

v
∂w
∂y

+w
∂w
∂z

= −
∂p
∂z

+∇2w−
R2 cosα

F2 , (4)

whereu is the primary axial flow velocity (scaled withU), v
andw are the secondary flow velocity components (scaled with
U/R) in the y and z directions respectively,p is the pressure
(scaled withρU2/R2), andK = 2εR2 is the Dean number asso-
ciated with the centrifugal force acting on the flow.

The system (1)–(4) must be solved subject to the conditions for
an impermeable, no-slip channel wall, zero stress and the kine-
matic condition at the free surface, and some prescribed vol-
ume flux Q down the channel, to give the velocity and pres-
sure distributions in the flow domain and the free-surface shape
F(y,z) = 0. In practice it is simpler to prescribe the cross-
sectional areaΩ of the flow domain, rather than the volume
flux; thenQ is computed as an output by integratingu(y,z) over
the flow domain, once it has been determined.

In general the solution must be obtained numerically and a
method employing finite-element techniques is discussed and
demonstrated in [15, 16]. As discussed in those papers, it is
necessary to determine the contact points of the free surface
with the no-slip walla priori or have a means of adjusting them
during the solution process. Here, we use our thin-film solu-
tion (discussed below) to obtain first (and very good) estimates
of the contact points, and then adjust them iteratively until the
required accuracy is achieved.

Thin-Film Approximation

We obtain approximate equations for flows of small depth by
defining new variablesz = δz̃, v = Rδṽ, w = Rδ2w̃ and p =
Rp̃/δ, whereδ ≪ 1 is a small aspect ratio. We also choose
δ2R/F2 = 1, i.e. velocity scaleU = δ2ρga2/µ. Substituting
into equations (1)–(4) gives, at leading order inδ,

∂ṽ
∂y

+
∂w̃
∂z̃

= 0, (5)

∂2u

∂z̃2 +sinα = 0, (6)

−
∂p̃
∂y

+
∂2ṽ

∂z̃2 +χu2 = 0, (7)

−
∂p̃
∂z̃
−cosα = 0, (8)

whereχ = δK/2R is taken to be O(1). Under the thin-film scal-
ing, the boundary conditions on the free surfaceF(y, z̃) = 0 be-
come

∂u
∂z̃

= 0,
∂ṽ
∂z̃

= 0, p̃ = 0 and ṽ
∂F
∂y

+ w̃
∂F
∂z̃

= 0.

Let the channel shape be given by ˜z= H(y) and the fluid depth
be h(y) so that the free surface is at ˜z = H(y) + h(y). Then
we may write the solution to the thin-film equations in terms
of the functionsH(y) andh(y). Thus, integrating (6) and (8),
substitutingu and p̃ into (7) and integrating for ˜v we obtain

u =
sinα

2
(z̃−H)(H +2h− z̃),

p̃ = cosα (H +h− z̃),

ṽ = −
χsin2 α

120
(z̃−H)×

[

(z̃−H)3[(H +2h− z̃)(H +4h− z̃)+2h2]−16h5
]

−
cosα

2
d
dy

(H +h)× (z̃−H)(H +2h− z̃).

Writing the continuity equation (5) in the alternative form

∫ H+h

H
ṽdz̃= 0,

substituting for ˜v and integrating yields a first-order ordinary
differential equation forh for any prescribed channel shape ˜z=
H(y):

cosα
d
dy

(H +h) =
6χsin2 α

35
h4. (9)

Defining the stream functionψ such that∂ψ/∂z̃ = ṽ and
−∂ψ/∂y= w̃, substituting for ˜v, integrating and requiringψ = 0
on z̃= H(y) we obtain

ψ =
χsin2 α

840
(z̃−H)2(H +2h− z̃)2(H +h− z̃)×

[

(H +h− z̃)2−5h2
]

. (10)

The volume fluxQ = δQ̃ down the channel is given by

Q̃ =
∫ r

ℓ

∫ H+h

H
u dz̃dy=

sinα
3

∫ r

ℓ
h3 dy, (11)

while the cross-sectional area of the flow domainΩ = δΩ̃ is
given by

Ω̃ =
∫ r

ℓ
h dy, (12)

wherey = ℓ and y = r are the left and right ends of the free
surface, respectively.

To obtain a thin-film solution for any given channel shape ˜z=
H(y) we must solve (9) subject to either (11) or (12) for the fluid
depthh(y). Let h(ℓ) = hℓ andh(r) = hr be the fluid depth at
the contact points, i.e.(ℓ,hℓ) and(r,hr) determine the points of
contact of the free surface with the channel wall andℓ≤ y≤ r.
For any channel geometry, two of the four valuesℓ, r,hℓ,hr will
be known and two must be determined as part of the solution;
which two are known depends on the specific channel geometry.
In this paper we will consider two different cases, as follows.



1. A rectangular cross section,H(y) = 0, −1≤ y≤ 1. In this
case the left and right ends of the free surface are on the
left and right walls of the channel, so thatℓ = −1, r = 1.
However, the fluid depthshℓ,hr are unknown.

2. A parabolic cross section,H(y) = y2. In this case we have
zero fluid depth at each end of the free surface, i.e.hℓ =
hr = 0, but the positionsy = ℓ, r are unknown.

For simple cross sections (such as the rectangular one) we can
obtain the thin-film solution analytically, but for more general
cross sections (such as the parabolic one) we must solve the
thin-film equations numerically, for which we useMatlab as
follows.

We first guess the unknown value at the left end of the free sur-
face,hℓ for the rectangular channel orℓ for the parabolic chan-
nel. Then,(ℓ,hℓ) together with (9) defines an initial value prob-
lem that is readily solved using the built-in 4th-order Runge-
Kutta solver, to giveh(y). Finally, we compute the volume flux
Q̃ from (11), iteratively adjusting the initial value to give the
required flux. Alternatively we may compute the cross-section
areaΩ̃ from (12) to adjust the initial value.

Having solved forh(y) we are able to determine the primary
axial velocity u and the pressure ˜p, and compute streamlines
from (10). If desired the cross-flow components ˜v, w̃ may also
be calculated.

Comparison of Full Computational and Thin-Film Results

Because of the ease with which we can solve the full Navier–
Stokes equations for a specified flow-domain area (and the dif-
ficulty in a priori prescribing a specified volume flux), it is con-
venient to compare thin-film solutions and finite-element solu-
tions of the full Navier–Stokes equations for a specified flow
domain areãΩ rather than the volume flux̃Q. Thus, we choose
the left boundary(ℓ,hℓ) for the thin-film solution to give the re-
quired areãΩ. We then use the thin-film solutionh(y), ℓ≤ y≤ r
as input to our Navier–Stokes model, which we then solve it-
eratively for the flow velocities, pressure and (modified) free-
surface shape. Depending on the desired accuracy this can be a
time-consuming process.

The difference in the volume flux̃Q between the thin-film and
Navier–Stokes models gives one (global) measure of compari-
son. In addition, we may compare contour plots of pressurep,
primary axial velocityu, and so on, from each model. Com-
paring the cross-flow streamlinesψ = constant is particularly
informative.

Solutions for both rectangular and parabolic channels have been
obtained with a flow domain areãΩ = 2 and aspect ratioδ = 0.1.
For the thin-film model we already haveδ2R/F2 = 1 and we
now choose

χsin2 α
cosα

= 1.

For the Navier–Stokes model, if we take tanα = 4/3, then we
must have

Rsinα
F2 =

sinα
δ2 = 80,

and we further choose

R2cosα
F2 =

Rcosα
δ2 = 1200.

Together, these imply thatR= 20 andK = 375.

The cross-flow streamlines and free surface for the rectangular
channel for both thin-film and Navier–Stokes models are plot-
ted in figure 3. The volume flux given by the thin-film model is
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Figure 3: Streamlines of the cross flow in the rectangular chan-
nel. Blue (solid) curves correspond to the thin-film model and
green (dashed) curves correspond to the Navier–Stokes model.
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Figure 4: Streamlines of the cross flow in the parabolic channel.
Blue (solid) curves correspond to the thin-film model and green
(dashed) curves correspond to the Navier–Stokes model.

Q̃ = 0.55, while the Navier–Stokes model givesQ̃ = 0.51. The
differences in the two solutions are primarily due to the verti-
cal side-wall channel boundaries, which are not captured by the
present simple thin-film model. In reality there is a thin bound-
ary layer along these walls which the thin-film solution does not
show, but which is shown in the solution to the Navier–Stokes
model. The thickness of these boundary layers reduces with the
aspect ratioδ, and in the thin limit approaches zero thickness.
Hence the smaller the value ofδ used for our Navier–Stokes so-
lution, the better the agreement with the thin-film solution. The
effect of this boundary layer is greater at the wall on the out-
side of the channel curve, where velocities are greatest, than at
the wall on the inside of the curve, where velocities are much
smaller. For the case shown (δ = 0.1) we note that, despite the
difference between the two models shown by the streamlines,
the free-surface shape is quite similar over 85% of its length.
Only near the wall at the outside of the channel curve is there
any substantial difference.

For smooth channel cross sections (such as the parabolic one)
both models incorporate the impermeable, no-slip boundary
conditions over the entire channel wall, so we expect to see
better agreement between them in this case. The agreement is
indeed very good, as shown in figure 4 where the cross-flow
streamlines and free surface for both models are plotted. The
free-surface shape differs only slightly between the two mod-
els, and the streamlines are also quite similar. The thin-film
model gives a volume flux of̃Q = 0.62 and the Navier–Stokes
model givesQ̃ = 0.61, again showing good agreement.



Conclusions

Flow in helically-wound channels of small curvature is gov-
erned by the Navier–Stokes equations with an extra term rep-
resenting the centrifugal force. These equations must, in gen-
eral, be solved numerically. In some practical applications the
flows in such channels are shallow for which a thin-film ap-
proximation is appropriate. We have derived a thin-film model
and shown that the flow solution can be written in terms of the
free-surface shape and the prescribed channel geometry. The
free-surface shape is given by a non-linear ordinary differential
equation. Solutions are readily obtained for a wide range of
channel geometries.

Comparison of results from the Navier–Stokes and thin-film
models for rectangular and parabolic channels have been ob-
tained. For the rectangular channel, which has vertical wall
boundaries that are handled differently by the two models, the
general character of the flow solutions is similar, but they dif-
fer near these boundaries, most significantly near the wall on
the outside curve of the channel. However, for a channel with a
smooth cross section (such as the parabolic one) the two models
effectively impose the same boundary conditions and the solu-
tions are in close agreement. For the parabolic channel the thin-
film model gives a solution of excellent accuracy at a fraction
of the computational effort required to solve the Navier–Stokes
equations. This leads us to believe that our thin-film model has
excellent potential to provide valuable information on practi-
cal open-channel flows (such as occur in spiral separators) both
quickly and cheaply. Work is being continued to determine the
parameter range over which our thin-film model is valid.
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Abstract 
Preliminary results from Planar Laser Induced Fluorescence 
(PLIF) measurements of pulsed and continuous sprays at 
isothermal conditions indicate that, at otherwise identical 
conditions (constant Reynolds number and constant ratio between 
the injection duration and cycle period), pulsation leads to an 
increase of the spray-spreading rate of up to four times.  
Furthermore, the increased pulsation frequency leads to an 
increase of the spray-spreading rate.  PIV measurements are 
required to provide quantitative data about in-plane velocity and 
out-of-plane vorticity flow fields.  

Introduction 
The diesel engine is well known to offer superior fuel 
consumption compared to the gasoline engine.  It is also less 
complicated, has better torque performance (i.e. over it engine 
speed range) and is able to run on a wider range of fuels.  It is 
therefore the dominating power plant for heavy-duty 
transportation needs.  However, compared to the conventional, 
catalyst equipped, gasoline engines, diesel engines emit higher 
level of oxides of nitrogen (NOx) and particulate matter.  
Particulate matter can accumulate in the respiratory system and is 
associated with numerous adverse health effects, possibly 
including cancer.  Carbon monoxide enters the bloodstream 
through the lungs and forms carboxyhemoglobin, a compound 
that inhibits the blood's capacity to carry oxygen to organs and 
tissues.  Infants, elderly persons, and individuals with heart 
and/or respiratory diseases are particularly sensitive to carbon 
monoxide poisoning.  Hydrocarbons together with nitrogen 
oxides react in sunlight to form ground-level ozone, a major 
component of smog.  A number of exhaust hydrocarbons are also 
toxic, with the potential to cause cancer [1, 2, 3, 4].  

Overall performance of diesel engines is influenced by various 
flow mechanical factors, such as in-cylinder gas flows, fuel spray 
characteristics, mixing between fuel and gas, combustion 
characteristics and so on.  Among them, the fuel spray 
characteristics often impose a commanding influence on the 
combustion phenomena, which in turn control the emission rate 
of nitrogen oxide and diesel particulate.  The fundamental 
background for the high emissions of NOx and soot from the 
diesel engine, despite an overall lean operation, is the fuel 
heterogeneity in the combustion chamber [5], [6].  This fuel 
heterogeneity stems from the procedure to introduce the fuel into 
a high temperature atmosphere when the piston is near dead 
centre.  Diesel fuel autoignites readily when heated and the 
mixing between fuel and air is very limited before combustion 
commences.  This creates a mixing controlled combustion 
situation with very hot combustion zones were the fuel and 
oxygen meet.  The production of NOx is favoured here.  Fuel rich 
regions are encountered in the central parts of the reacting fuel 
spray and these promote the formation of soot.  A schematic 
illustration of a spay flame structure is shown in Figure 1.  

Greater mixing is required to reduce pollutants emission, but in 
diesel engines the degree of mixing is fixed by the geometry of 
the combustion chamber (which may provide swirl and tumble of 
the two streams) and spray nozzle (cone angle and droplet size).  
One way of overcoming this limitation may be to pulse the spray 
during combustion.  In pulsing sprays the supply of external fluid 
is not steady.  These sprays consist of periodic pockets of fluids 
injected into the surrounding air.                  

The structures at the boundary of the spray are responsible for the 
mixing of droplets with the surroundings.  The radial spread is 
sensitive to the initial conditions including the supply of liquid, 
which in pulsing sprays is not constant and periodically 
oscillates.  Mixing rate can be quantified using the spray-
spreading rate and the decay of droplets number and velocity 
along the spray trajectory [7].  

Important non-dimensional groups characterising pulsing sprays 
are Reynolds (Red = Ud/ ) and Strouhal (Std = fd/U ) numbers.  

Here , and 

 

are the density and viscosity of the liquid, U is the 
relative velocity between gas- and liquid-phases, d - diameter of 
the orifice and f is the frequency of pulsation.  The jet exit 
velocity, U, is determined on the basis of mass conservation over 
the one pulse cycle.  

A comparison of round fully pulsed jets has been performed in 
the laser Doppler anemometry measurements of Bremhorst [8].  
The experiments have shown, that like a continuous round jet, a 
fully pulsed jet has a centreline velocity that decays inversely 
with stream-wise distance.  However, the rate of decay is much 
slower than comparable “steady jets”.  This decrease in stream-
wise velocity is balanced by an increase in the volume flow-rate.  
Bremhorst [8] measured significantly higher Reynolds stresses 
for the pulsed turbulent jets and an increased entrainment, up to 
twice the value for a continuous stream.  

The primary aim is to determine via measurement the degree to 
which mixing is enhanced in a spray by pulsation.  Questions to 
be examined are: (i) What rates of pulsation increase spray and 
surrounding gas mixing and by what degree; 

Fig. 1.  A schematic illustration of a spay flame structure. 
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(ii) What is the influence of the pulsation time ratio (fluid pulse 
to total pulse cycle time ratio) on mixing.  

To overcome the difficulties of the high pressure, intermittent 
combustion environment found in engines, current investigation 
considers a non-reactive, single, round sprays in an isothermal 
environment.  The PLIF technique was used to provide 
qualitative data about the spray evolution, decay and mixing with 
the surrounding air.  The Reynolds number based on the orifice 
diameter was kept constant.  The frequency of pulsation and the 
injection duration, S, were varied.  Here the injection duration is 
defined as that fraction of the cycle period for which the spray 
was turned on.  Note that the ratio S/T, where T is the cycle 
period, was kept constant at 0.7 to ensure a constant flow rate 
during time-averaging experiments.   

Experimental approach 
The LTRAC’s isothermal spray system was used for the current 
experiments.  A schematic diagram of the experimental setup is 
given in Figure 2.  

The spray was produced by sending a high-pressure stream of 
liquid (water) to a pintle type, fuel injector.  The operating 
pressure of the injector can vary from 500 to 1500 kPa, the 
maximal frequency of pulsation is 230 Hz, and the minimal 
injection duration is 2 ms.  A current controlled driver circuit 
(CCDC) controlled the motion of the liquid (water) trough the 
injector, ensuring very short (<1 ms) response time.  Due to the 
inertia effect of the mass of the fluid being pumped, there is a 
delay, leading to a ramp up of the nozzle exit velocity from zero 
to the constant velocity, even when CCDC has a response time of 
<1ms.  In order to take into account the inertia effect of the 
mass of the fluid, the fluid velocity was determined from the 
accumulated mass injected during multiple (>1000 times) 
pulsation of the jet.  

A single cavity, Q-switched, pulsed Nd:YAG laser model 
"Brilliant B" was used to irradiate the spray.  The fundamental 
wavelength of the laser, 1064 nm, was frequency doubled to 532 
nm.  Kiton Red, which emits at 584 nm for a 532 nm incident 
wavelength was used as the fluorescent dye.  Suitable optics was 
used to create a laser sheet about 1 mm thick.  The light sheet 
was aligned to pass along the central axis, x, of the spray.  

A 12-bit, 1280 x 1024 pixels Pixel-Fly CCD camera coupled with 
a Pentium based PC with data processing software was used for 
image acquisition.  Illumination of the spray results in the spray 
droplets scattering both incident and fluorescent wavelengths.  
The camera was fitted with a suitable filter to separate scattered 
532 nm and fluorescent 584 nm signals.  Only the fluorescent 
signal was collected.  

In order to obtain phase-matched data, the performance of the 
injector, lasers and cameras need to be precisely synchronised.  
The Nd:YAG laser sent triggering impulses to the data 
acquisition equipment and time-delay computer.  The time-delay 
computer used Real-time Linux software to send TTL signals to 
CCDC that turns the injector on.  

Experimental results 
Four different cases were studied.  In all of the cases, the line 
pressure was kept constant at 1000 kPa, which corresponds to Red 

= 3567 (based on the diameter of the orifice of 1 mm).  The 
experimental conditions are summarised in Table 1.   

Case 1 Case 2 Case 3 Case 4 

f (1/s) 167 83 42 21 

T (ms) 6 12 24 48 

Red 3567 3567 3567 3567 

Std 0.0468 0.0233 0.0118 0.0059 

S (ms) 4 8 17 34 

S/T 0.7 0.7 0.7 0.7 

 

Table 1. Summary of the experimental conditions.  

A typical spray evolution is shown in Figure 3.  Case 1 (Table 1) 
was considered.  Instantaneous images were taken every 1 ms.  
The multistage interaction between the liquid-phase and the 
surrounding gas-phase includes the following steps: (a) the 
emerging jet becomes partly mixed with the surrounding gas-
phase due to jet turbulence; (b) shortly after the start of injection, 
the jet spreads out in the y-direction, this leads to velocity 
decrease in the x-direction; (c) the degree of atomisation 
increases due to the break-up of large droplets as the jet moves 
further along the x axis; (d) an outer vortex deflects the droplets 
outwards and opens the spray cone.  

Time-averaged contour plots were used to calculate the spray-
spreading rate.  256 instantaneous images were taken per plot.  
Here the spray-spreading rate is defined as Ly/Lx where Ly and Lx 

are the limits of the spray in the radial, y, and central, x, 
directions.  For the purposes of the current work, the limits are 
defined as the length and width of a contour for which the 
intensity of the fluorescence signal from the spray decays to 27% 
(2/e2) from the maximum intensity of the signal from the same 
spray.  These contours are plotted in Figure 4 for the four cases 
of interest for the current work.  The contour of a continuous 
spray taken at the same Red number is shown for comparison.  
The spray-spreading rate, Ly/Lx of the continuous spray was 0.04.  
The spray-spreading rates of the pulsed sprays, cases 1-4 were 
found to be much higher (~0.16), being independent of the 
frequency of pulsation.  The shape of the spray changes as the 
frequency of pulsation decreases, showing gradually more of the 
features of the continuous spray. 

Fig. 2.  A schematic diagram of the experimental setup.
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Fig. 3.  A typical pulsed spray evolution, Red = 3567, Std = 0.0468, S = 4 ms.  Lx,p is the maximal length of the spray. 
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Fig. 4.  Time-averaged contour 
plots of continuous and pulsed 
sprays at Red of 3567.    Lx,c is the 
length of the continuous spray. 



                                

The size of sprays 1-4 is compared with that of the continuous 
spray in Figures 5 and 6.  The sprays limits were calculated on 
the base of the 27% decay from the maximal signal intensity of 
the continuous spray.  It can be seen that the pulsed sprays are 
shorter and wider compared with the continuous spray (Figure 5), 
which in turn should ensure better mixing between the spray and 
the surrounding air.  Furthermore, while the width of the pulsed 
sprays remains approximately constant, the length of the sprays is 
inversely proportional to the pulsation frequency, Figure 6.  At 
otherwise identical conditions (constant Reynolds number and 
constant ratio between the injection duration and cycle period), 
the increased pulsation frequency leads to an increase of the 
spray-spreading rate.   

Conclusions 
Preliminary results from PLIF measurements of pulsed and 
continuous sprays at isothermal conditions indicate that, at 
otherwise identical conditions (constant Reynolds number and 
constant ratio between the injection duration and cycle period), 
pulsation leads to an increase of the spray-spreading rate of up to 
four times.  Furthermore, the increased pulsation frequency leads 
to an increase of the spray-spreading rate.  PIV measurements are 
required to provide quantitative data about in-plane velocity and 
out-of-plane vorticity flow fields.                                  
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Fig. 5.  Limits of pulsed sprays 1-4 compared with this of the 
continuous spray (marked in black) at Red
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marked in red, spray 2 – in cyan, spray 3 – in blue, and spray 4 –
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Fig. 6.  Normalised length of pulsed sprays 1-4, Lx/Lx,c, versus 
frequency of pulsation.  Lx,c is the length of the continuous spray. 
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Abstract 
Turbulent flow structure around a square prism of finite length is 
experimentally investigated in a closed-circuit low speed wind 
tunnel. Hotwire and PIV data indicate that the near wake structure is 
dependent on the aspect ratio of the prism and characterized by 
vigorous interactions between base and tip vortices when the 
cylinder aspect ratio is 3 or less, but among spanwise vortices, tip 
vortices and base vortices at an aspect ratio of 5 and above. The 
counter-rotating base vortices dominate the near wake close to the 
prism base and attain maximum vorticity at 1d (prism width) 
downstream of the prism and decay rapidly downstream. Both the 
maximum strength and size of these vortices grow with increasing 
aspect ratio due to weakening interaction between the tip and base 
vortices. Based on the present data and those in the literature, the 
flow structure models for different prism aspect ratios are proposed. 
 
Introduction 
Flow around bluff bodies with finite length is important and of 
practical significance in many branches of engineering, such as 
aerodynamic force on cooling towers, pollutant transport and 
dispersion around high-rise buildings, forces on under water 
structures and even heat transfer of printed electronic circuit boards.  
As such, flow around a finite-length prism has attracted a 
considerable attention in the literature. 

It is now well established that the flow over a finite-length circular 
cylinder is strongly three dimensional due to the interaction of tip 
vortex sprung from the free end of the cylinder and the horse-shoe 
vortex formed at the base (Zdravkovich et al. [15], Okamoto and 
Sunabashiri [10] and Matinuzzi and Tropea [7]). Etzold and Fielder 
[2] and Kawamura et al. [4] found that the ratio of cylinder height (H) 
to diameter (d), i.e., the aspect ratio, has a great influence on the 
flow structure. When the aspect ratio is less than 4, the wake near the 
free end of the cylinder is dominated by the down-wash tip vortices, 
and no periodic Karman vortex shedding occurs. For aspect ratio 
greater than 4 or 5, alternate Karman vortex shedding occurs along 
the cylinder except near the free end and the base. More recently, 
Pattenden et al. [11] investigated the flow structure of tip vortices 
and horseshoe vortices of a very short cylinder (H/d = 1), and found 
that the counter-rotating tip vortices move downwards with the 
descending shear layer, and expand while being advected 
downstream until attaching the wall at x/d = 2. 

Hussein and Martinuzzi [3] carried out flow visualization and LDV 
measurement of a wall mounted cube in a fully developed channel 
flow. A reattachment region is formed downstream of the cube by 
the downwash shear flow originating at the top leading edge. The 
horseshoe vortex is drawn towards the plane of symmetry up to the 
reattachment region, and then dispersed outwards by the downwash 
flow. Krajnovic [5] provided detailed flow visualization of a 
surfaced-mounted cube and showed a pair of counter-rotating 
streamwise vortices downstream of the prism base. Lyn et al. [6] 
studied unsteady turbulent flow around a 2D square prism based on 
phase-averaged velocities by a two-component LDV. They suggested 
that, in the base region, the periodic component was governed by the 
streamwise extent of the vortex formation region, while the turbulent 

component was governed by the wake width. 

In spite of previous investigations, many aspects of the flow 
structure around a finite-length prism have yet to be better 
understood. For example, how is the flow dependent upon 
H/d? How do the tip, spanwise and base vortices interact with 
each other? This work aims to address these issues and 
focuses on a finite-length square prism. The aspect ratio 
examined ranges from 3 to 7. The flow is measured using 
hotwire and PIV techniques. Based on the experimental data, 
a schematic flow structure model is proposed. 
 
Experimental Set-up 
Fig. 1 shows a schematic diagram of the experimental setup 
and coordinate system. Experiments were conducted in a 
closed-loop wind tunnel with a 2.4 m long working section 
(0.6m × 0.6m). The prism is mounted on a 10mm-thick 
horizontal flat plate (0.5m × 1.2m) at 30mm downstream of 
the leading edge. The width, d, of the square prism is 20mm. 
The cylinder height to width ratio, H/d, is chosen to be 3, 5 
and 7. The leading edge was rounded to avoid flow separation. 
The boundary layer thickness is estimated to be about 2mm at 
L = 30 mm, resulting in a negligibly small effect on the wake 
of the prism. The measurements were conducted at a 
free-stream velocity, U∞, of 7m/s. The corresponding 
Reynolds number, Re, based on d is 9,300. The free-stream 
turbulent intensity is about 0.7%.     
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Fig.1 Schematic diagram of the experimental setup. 

A single hotwire was placed at x/d = 5 and y/d = 2.5 for 
various z/d to monitor the dominant frequencies in the wake. 
A DANTEC particle imaging velocimetry (PIV) was used to 
measure the flow in the x-z plane at y = 0 and in the y-z plane 
at x/d = 1, 3 and 5. The CCD camera of the PIV system was 
placed about 50d downstream of the prism to ensure a 
negligibly small effect on the near wake of the prism. 
 
Results and Discussion 
Dominant vortical structures 
In order to investigate the features of the turbulent wake, 
power spectra of velocities in the x-direction is obtained. Fig. 
2 shows the smoothed power spectrum, Eu, of streamwise 
fluctuating velcoity u at various spanwise locations for the 
three H/d values. At H/d = 3, there is a broad peak occurring 
at f* = 0.09, where the asterisk stands for the normalization by 
U∞ and d.  On the other hand, a pronounced sharp peak 
occurs at f* ≈ 0.12 and 0.13 for H/d = 5 and 7, respectively, 



 

close to that (0.135) of dominant vortices in a two-dimensional (2-D) 
square cylinder wake, Okajima [9]. The observation suggests that the 
flow behind the prism of H/d = 5 and 7 may be dominated by 
spanwise vortices, whereas that at H/d = 3 may not. The present 
result conforms to the reports by Kawamura et al. [4] and Brede et al. 
[1] that, when H/d was less than a critical value, 3 to 4, depending on 
incoming flow condition, no periodic vortex shedding occurred 
behind the entire prism and the near wake is characterized by the tip 
vortex generated at the free end and the horse shoe vortex formed at 
the base of the prism; however, at H/d > 3-4, the periodic spanwise 
vortex shedding was observed . 

 

 

 

 

 

 

 

 

 

 

 
 
 

PIV Measurements 

Fig. 3 presents sectional streamlines obtained from the PIV data, 
averaged from about 200 images, in the (x, z) plane for different H/d, 
where the reference frame is fixed on the prism. For simplicity, the 
sectional streamlines are hereinafter referred to as streamlines. The 
averaged streamlines have been compared with instantaneous ones 
(not shown) and found to be indeed representative of the typical flow 
structure. It is evident that the flow structure is qualitatively the 
same, irrespective of the H/d value. The approaching flow moves 
upwards, accelerates towards the free end of the prism and then 
separates from the leading edge. 

 

 

 

 

 

 

 

 

 

 

 

 

 

The separated shear layer descends towards the wall while 
moving downstream. A focus is formed by the downwash 
flow downstream of the prism free end. In the region near the 
prism base, the streamlines do not appear affected by the 
downwash flow separation. This region, along with the 
downwash flow, grows for a higher H/d. Interestingly, all the 
streamlines near the prism base merge to a point downstream 
of the prism. The topology of these streamlines is consistent 
with the occurrence of a saddle point as illustrated in Fig. 4, 
which is supported by our oil-film flow visualization results 
(not shown here). One saddle point is formed near the 
mid-span downstream of the prism by the downwash flow 
from the free end and the up-wash flow from the saddle point 
near the base. 
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Figure 5 shows the streamwise velocity *
U , obtained from 

the averaged PIV data in the x-z plane, along the centerline at 
mid-span of the prism, together with Lyn et al.’s [6] and 
McKillop and Durst’s [8] data obtained in the wake of a 2-D 
cylinder. As H/d increases, the negative *

U  region grows, 
indicating that the recirculation zone is increased. At H/d = 3, 
the up-wash flow appears overwhelming; however, the 
downwash flow becomes more important for higher H/d. The 
downwash flow from the free end brings in high speed fluid 
contributing to the growing recirculation region. Furthermore, 
both the maximum magnitude of the reversed flow velocity 
and the length of the recirculation region are larger presently 
than those in a 2-D cylinder wake. In the 2-D cylinder wake, 
the end effects are negligibly small, resulting in a smaller 
recirculation region. 

The *
xω - contours obtained from the averaged PIV data (200 

images) in the y-z plane (Fig. 6) at x/d = 1 display a pair of 
counter-rotating vortices near the prism base.  
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Fig.6 - contours of H/d = 3. (a) x/d =1, (b) 3. *
xω

As x/d increases, this pair of vortices (Figs. 6a and 6b) 
ascends, in consistence with the streamlines in x-z plane (Fig. 
3), where the upward moving flow meets the downwash 
stream from the free end at x/d =1.5 at about the mid-span of 
the prism. The base vortices decay rapidly in both strength 
and size. It is worth commenting that the rotational senses of 
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Fig.3 Streamlines in

the x-z plane at y=0.
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Fig.2 The u-spectrum, Eu,
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the base vortices are opposite to those of horseshoe vortices 
described by Kawamura et al. [4] and Simpson [14]. In fact, this pair 
of base vortices is surrounded by a pair of weaker vortices, which 
show the characteristics of horseshoe vortices. 

The vorticity distribution near the free end of the prism is quite 
symmetrical and three pairs of oppositely signed vortical structures 
are identifiable in Fig. 6a. The upper vortex pair with a peak 
vorticity of - 0.1 and 0.13 is attributed to the downwash shear layer 
separating at the leading edge. The other two pairs of vortices occur 
at the corner of the free end and have larger magnitude of vorticity. 
Their occurrence is consistent with the flow structure, as illustrated 
in Fig. 7. This flow structure was numerically observed behind a 
cube by Saha [13]. The two pairs of vortices occur slightly below the 
free end, probably due to the downwash shear flow. At x/d = 3, the 
three pairs of vortices appear to have merged into one pair of higher 
peak vorticity and larger size. One difference between the tip and 
base vortices is that the tip vortex grows downstream whereas the 
base vortex decays rapidly. 

 

 

 

 

 

Fig.7 Tip vortex development. 

The averaged *
xω - contours at x/d = 1 for H/d = 5 (Fig.8a) are 

rather different from those for H/d = 3 (Fig. 6a). One pair of 
opposite-signed vortices only occurs near the free end, and the pair 
of vortices near the base is spanwise stretched considerably. The 
strength and size of the latter are much larger than those at H/d = 3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

At H/d = 5, the base vortices perhaps develop into the alternately 
shedding Karman vortices, which are present along most of the 
prism (Fig. 2b), thus being spanwise stretched at x/d = 1 (Fig 8a). As 
x/d increases, the vortices decays gradually downstream in the 
maximum *

xω , but grow considerably in size, exhibiting one pair of 

less stretched opposite-signed *
xω  concentrations. On the other 

hand, the tip vortices are overwhelmed by the present of spanwise 

vortices, as confirmed by examining the instantaneous 
*
xω -contours, and consequently display one pair of relatively 

weak counter-rotating vorticity concentrations near the free 
end. But they grow downstream in both strength and size, 
reaching the maximum *

xω  at x/d = 3 (Fig 8b). At x/d = 5, 

their size grows larger, though the maximum  appears 
reducing.  

*
xω

The averaged *
xω -contours at H/d = 7 (Fig 9) are 

qualitatively similar to those at H/d = 5. However, there are 
differences. First, the upper pair of opposite signed 
concentrations is more spanwise stretched and characterized 
by a higher vorticity strength at x/d = 1. Like the H/d = 5 case, 
the maximum *

xω  increases from x/d = 1 to 3 and then 
decays slowly downstream. Secondly, the lower pair of 
vortices are also more stretched and stronger than at H/d = 5. 
The differences are apparently linked to the enhanced 
spanwise vortices at a larger H/d.  
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Fig. 10 The *

yω -
contours: (a) H/d
= 3, (b) 5 (c) 7. 

 

 



 

The averaged *
yω -contours in the x-z plane are presented in Fig. 10. 

The same scale has been used for the three aspect ratios to facilitate 
comparison. At H/d = 3, the maximum *

yω  concentration is – 2.0 
and occurs at x/d ≈ 1. As H/d increases, this concentration increases 
in both magnitude and size, probably due to the diminishing 
interaction between the tip and base vortices.  

Conclusions 
The flow around a finite-length prism has been experimentally 
investigated. The investigation, though preliminary, leads to the 
following conclusions: 

1   At H/d = 3, spanwise vortex shedding is largely suppressed and 
the near wake is dominated by the tip and the base vortices. At 
H/d = 5 and 7, periodic spanwise vortex shedding occurs over 
almost the whole span except very close to the wall. The flow 
structure is schematically proposed in Fig. 11 for the two cases. 

2 While the tip vortex grows in both size and strength 
downstream, the base vortex decays.  

3 The recirculation region grows for a higher H/d probably due to 
the downwash flow from the free end, which brings in 
high-speed fluid. However, this region is smallest in a 2-D 
cylinder case, where the end effects are negligibly small.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.11  Flow structure behind a square prism: 

(a) H/d = 3; (b) H/d 5. ≥
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Abstract 
It is well known that interactions between the leading edge of a 
blade and incoming vortical structures produce a sharp rise in 
pressure, contributing significantly to the noise production in 
fans, turbine machines, etc. Active control of interactions 
between an airfoil and incoming cylinder-generated vortices has 
been presently investigated. The essence of the control is to 
create a local perturbation, using piezo-ceramic actuators, on the 
surface near the leading edge of the airfoil, thus modifying the 
airfoil-vortex interactions. Both open- and closed-loop controls 
are used, where the surface perturbation was controlled by an 
external sinusoidal wave and a feedback pressure signal from a 
pressure transducer installed at the leading edge, respectively. 
Experiments were carried out in a wind tunnel. It was observed 
that the closed-loop control was superior to the open-loop one; 
the closed- and open-loop controls achieve a maximum reduction 
in the pressure fluctuation at the dominant vortex frequency by 
73% and 44%, respectively.  
 
Introduction  
When a blade, foil, wedge or fin is subjected to an incoming 
vortical flow, the incident vortices may distort rapidly due to 
interactions with the solid surface, which is often accompanied 
by the generation of an intense impulsive sound at the leading 
edge of the body and subsequent radiation to the far field. This 
aerodynamic sound is often called blade-vortex interaction (BVI) 
noise and has become one of the important noise sources for 
many engineering products, for example, helicopter blades, tails 
of aircrafts and rotors of turbo-machines, fans, and so on. This 
noise may hurt human ears in a long term and even lead to the 
malfunction of machines. Naturally, the BVI noise and its control 
have attracted the interests of many researchers in the past [1-4].  

The passive method is frequently used to control the BVI, 
which requires no external energy input to the blade-vortex 
system, and often relies on modifying the blade shape, 
introducing winglets to the blade, increasing the number or the 
length of blades, or adding curvature to the blade surface [5-7].   

The active control requires external energies to bring about 
desired changes in the blade-vortex system, and can be open- or 
closed loop. Using an open-loop system, Kaykayoglu [8] 
changed interactions between upstream vortices and a 
downstream airfoil by oscillating the leading edge of the airfoil, 
which was controlled by an independent external disturbance 
signal. The vortex strength and the BVI noise were effectively 
suppressed when the excitation frequency of the external control 
signal coincided with the instability frequency of the vortex-
airfoil system. Peter et al. [9] used actuators, which were made of 
piezo-ceramic or fibre composites and attached on the airfoil 
surface, to twist the airfoil. They managed to obtain a 10 dB 
reduction in the BVI noise level. In the so called closed-loop 
control, the actuators are activated by a feedback-signal. Ziada 
[10] introduced acoustic disturbances to vortices in order to 
effectively attenuate the global oscillations of incident jet 
vortices on a wedge and hence the BVI noise. This was realized 
by loudspeakers, located near vortex separation edge and 
activated by a feedback fluctuating pressure signal of flow 
measured with a microphone. The control action was based on an 

adaptive digital controller and a recursive root-mean-square 
algorithm. A reduction of 30 dB in the noise pressure was 
achieved.  

The actuation mechanism is an important component in an 
active control system. Cheng et al. [11] proposed a novel 
perturbation technique to control the fluid-structure interaction. 
The essence of the technique was to create a perturbation on the 
structural surface using piezo-ceramic actuators, which altered 
interactions between vortex shedding from a square cylinder and 
structural vibration. Both open- and closed-loop systems were 
investigated [11,12]. Both were found to be effective in reducing 
the vortex strength and structural vibration. One naturally 
wonders whether this technique could be used for reducing the 
BVI noise since the noise generation was linked to interactions 
between vortices and airfoil.  

This work aims to investigate the effective control of the BVI 
noise using the perturbation technique developed by Cheng et al. 
[11] This technique was used to control interactions between 
vortices generated from a cylinder and a downstream airfoil. The 
investigation was conducted in a wind tunnel. Both open- and 
closed-loop controls were used. The fluctuating flow velocity and 
pressure near the leading edge of the airfoil were monitored using 
the hotwire and pressure transducers, respectively. The flow 
structure alteration was also measured using a particle image 
velocimetry, which is not reported here due to the limitation in 
pages.     
 
Experimental Setup 
Experiments were carried out in a closed circuit wind tunnel with 
a square test section of 0.6 m × 0.6 m, and 2.4 m long. The free-
stream turbulence intensity is less than 0.4%. Readers can refer to 
Zhou et al. [13] for more details of the tunnel. A circular cylinder 
with a diameter d = 10 mm made of stainless steel and an 
NACA0012 airfoil with a chord length c = 150 mm were 
horizontally mounted in tandem on the working section of the 
wind tunnel (Figure 1). The angle of attack of the airfoil was 0°. 
The distance between the cylinder and the leading edge of the 
airfoil was 10d. Measurements were conducted at a free-stream 
velocity U∞ = 11 m/s. The corresponding Reynolds numbers, Red 
( ν/dU∞≡ , where ν  is the kinematic viscosity) based on the 

cylinder diameter and Rec ( ν/cU∞≡ ) based on the chord 
length of the airfoil were 7300 and 109000, respectively. 

A curved piezo-ceramic actuator [11] was embedded in a slot 
of 200 mm length, 3 mm width and 3 mm depth on the upper 
surface and was less than 1 mm from the airfoil leading edge 
(Figure 1). The actuator (THin layer composite UNimorph 
piezoelectric Driver and sEnsoR) was developed by the NASA 
Langley Research Centre. The actuator, deforming out of plane 
under a voltage (Figure 2), is characterized by many advantages 
such as high displacement, high load capacity and small size 
[14,15]. Typically, without any loading, the actuator 
(THUNDER-11R) of 76.2 mm length, 2.54 mm width and 0.74 
mm thickness may vibrate at a maximum displacement of about 2 
mm and a frequency up to 2 kHz, which is due to a particular 
fabrication process [15]. One end of the actuator was glue-fixed 
on the bottom side of the slot, whilst the other end is free. The 



 

In order to evaluate the control effect, the steamwise 
fluctuating velocities along with the fluctuating flow pressure 
were measured using two tungsten hot wires, i.e. A and B (Figure 
1), placed at x/d = 1.5, y/d = 1.5, z/d = 0 and x/d = 10, y/d = 1.5, 
z/d = 0, respectively. The coordinates x, y and z correspond to 
streamwise, transverse and spanwise directions, respectively 
(Figure 1).  The perturbation displacement of membrane on the 
top of the actuator was recorded by a Polytec Series 3000 Dual 
Beam laser vibrometer. The four signals were simultaneously 
conditioned and digitized using a 12-bit A/D board at a sampling 
frequency of 3.5 kHz per channel. The duration of each record 
was 20 s.   

 

actuators and the walls of the slot around the actuators were well 
lubricated to reduce contact friction. A Mylar membrane, with 
superior strength, good heat resistance and insulation, was pasted 
on the top of actuator for smoothing the airfoil shape. Driven by 
the actuator, this membrane will oscillate to create the local 
perturbation on the airfoil surface.  

 
Parameters Optimization and Control Performances 
The parameters of the controller were first optimized in order to 
minimize the pressure fluctuation (p) at the leading edge of the 
airfoil. The optimization was achieved based on manually tuning. 
For the open-loop control, the tuning parameters include the 
frequency and voltage of the excitation signal (Yp), perturbation 
frequency (fp) and perturbation voltage (Vp); for the closed-loop 
control, the amplitude ratio ( ) and phase shift (pYp

A pYp
φ ) 

between Yp and p were tuned. The general tuning procedure for 
closed-loop method is as follows: first vary  by keeping pYp

A

pYp
φ = 0° to find a , i.e., , leading to the smallest p; 

then given  vary 
pYp

A

opt

optpYp
A ,

pYp
A , pYp

φ  within a cycle to determine the 

optYp ,φ , under which p reaches the minimum. The  and optpYp
A ,

optYp ,φ were used as optimal parameters for closed-loop 

controller. These tuning processes led to an optimal 
configuration for each control method with the parameters: Yp = 
120 volts, fp = 319 Hz for the open-loop control;  = 1.4, pYp

A

pYp
φ  = 143° for the closed-loop control.  

Figure 1. Experimental Setup. 

Figure 2. The relationship between typical deformation of THUNDER 
and applied voltage. 

Figure 3 shows typical time histories of p under control. 
Compared with the unperturbed case (Figure 3(a)), the amplitude 
of p deceases by up to 33% for the open-loop case (Figure 3(b) 
and 73% for the closed-loop case (Figure 3(c)). The p-spectrum, 
Ep (Figure 4), under the optimal condition displays in the absence 
of control a pronounced peak at the normalized vortex shedding 
frequency (= f*

sf

1=f

sd/U∞ = 0.205), which is apparently due to the 
Kármán vortices generated by the cylinder. Ep has been 
normalized by the root mean square value (prms) of p so that 

. Once the open-loop control is imposed, the peak 

value of E

d)(
0
∫
∞

fE p

p at  is reduced by 30%. One additional peak at a 

magnitude of 0.021 occurs in E

*
sf

p at  (= f*
pf pd/U∞ = 0.29), 

apparently due to the perturbation. The closed-loop control leads 
to an even more impressive performance, resulting in a reduction 
by 76%. These results demonstrate not only the effectiveness of 
the present control technique on reducing the BVI noise but also 
the superiority of the closed-loop method to the open-loop one.  

In the open-loop control, the actuator is activated by a signal 
generated from a signal generator (HP-DS345) and amplified by 
a dual channel piezo-driver amplifier (Trek PZD 700-2); in a 
closed-loop control, a fluctuating flow pressure signal measured 
on the airfoil surface was used to drive the actuator. A pressure 
transducer (model 151-01), with a sensitivity of 1 volts/µBar and 
a frequency response of 1 kHz, was installed at the central part of 
the leading edge of the airfoil to measure the fluctuating flow 
pressure on the airfoil surface (Figure 1). After amplification, the 
feedback pressure signal was filtered at a cut-off frequency of 
200 Hz and then sent to a Digital Signal Processor (DSP) 
controller fitted with 16-bit AD and DA converter. The sampling 
frequency of the AD converter is self-defined to be a few kHz, 
which satisfies the present experimental requirements. The 
converted analog signal was amplified by the dual channel piezo-
driver amplifier to activate the actuators. The use of the two low-
pass filters for both the feed-forward and feedback passages is to 
remove high frequency noises from turbulence and electronic 
components. The controller is developed and executed based on a 
real-time system, dSPACE, which has rapid control prototyping, 
production code generation, and hardware-in-the-loop tests. A 
digital signal processor (DSP) with SIMULINK function of 
MATLAB and software (ControlDesk 2.0) was applied to sample 
and process the feedback signal.  

Note that since Ep is normalized by prms, the variation in the 
peak value may not accurately indicate the actual energy decrease 
caused by the active control because of the inclusion of external 
energy in prms. One way to estimate more accurately the energy 
( ) of p associated with ffpE ∆,

fpE ∆,

s is to integrate Ep over a -3dB 
bandwidth about fs, which is subsequently multiplied by prms. Use 

to represent the resulting quantity, calculated  from  Figure  
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 Figure 3. Typical time history of pressure signal (p) measured

near the leading edge of the airfoil: (a) unperturbed; (b) open-
loop control; (c) closed-loop control. The time origin is
arbitrary.  

 
 
 
 

Figure 5. Dependence of the energy ratio,
, on the perturbation frequency (fp) in the

open-loop control (Red = 7300).  
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Figure 6. Dependence of the energy ratio,
, on the phase shift (fpcfp EE ∆∆ ,, /) pYp

φ ) between the

perturbation signal (Yp) and the pressure signal (p) in the
closed-loop control (Red = 7300). 

Figure 4. The p-spectrum Ep: (a) unperturbed; (b) open-loop
control; (c) closed-loop control. 



 

4(a), in the absence of control and ( )fpE ∆,

fpc E ∆,/

fpc E ∆,/)(

pYp
A

pYp

c to denote that 
calculated  from Figure 4(b) or 4(c), in the presence of control. 
Figure 5 shows the dependence of the energy ratio, 

, on ffpcfp EE ∆∆ ,, /)(

fpcfp EE ∆∆ ,, /)(

p/fs in the open-loop control. Here Vp was set 

at 120 volts. As fp/fs increases, (  drops, indicating 

more reduction in the BVI noise. At f
fpE ∆, )

fpE ∆,

p/fs = 1.41, 

is 67% of the unperturbed case (  = 1 at f
fpcfp EE ∆∆ ,, /)(  

p/fs = 0). 

In the closed-loop control case (  is fixed at 1.4), 

 (Figure 6) exceeds 1 for φ  < 51° or pYp
φ  > 

229°; its maximum reaches 147% of the uncontrolled energy. On 
the other hand, for 51° < pYp

φ  < 229°, fpcfp E ∆∆ ,, /)(  iE s 

significantly reduced, reaching a minimum of 0.44, i.e. 44% of 
the unperturbed energy, at ppYφ  ≈ 143°. Apparently, the closed-

loop control out-performs its open-loop counterpart.  
 
Conclusions 
The active control of vortex-airfoil interactions has been 
experimentally investigated. It can be concluded that the 
presently proposed control schemes can reduce markedly the 
fluctuating pressure associated with the vortex-airfoil 
interactions. The closed- and open-loop controls achieve a 
maximum reduction by 73% and 44%, respectively, indicating a 
superiority of the closed-loop scheme to the open-loop one. 
 

The investigation points to a great potential of the present 
control technique for the BVI noise control. Further investigation 
is underway to understand the physics behind the control 
performances.  
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Abstract 
The effect of a front wheel behind a front wing (on an open 
wheel racing car) was studied using Computational Fluid 
Dynamics (CFD). Results are presented for a 2D analysis 
conducted on an aerofoil and cylinder. CFD models are used to 
compare and demonstrate the effect that these two objects have 
on each other, when operating in close proximity. From the CFD 
analysis it was determined that the aerofoil generates lift, instead 
of the desired downforce in several of the configurations studied 
and only in certain positions is the aerofoil beneficial. This may 
explain the reduction in the front wing span that teams adopted 
after the Formula One (F1) regulation changes for the 1998 
season. 
 
Introduction 
In modern open wheeler racing cars, aerodynamics plays a 
critical role in determining the competitiveness of the vehicle. 
This is most evident in F1 where teams spend a large portion of 
their budget tailoring and perfecting their vehicles aerodynamics 
in an attempt to obtain a crucial advantage over their opposition. 
As a result, research conducted by teams is rarely made public. 
The majority of research that has been published on open wheeler 
aerodynamics, until this point, has focused on individual 
components studied on their own. This has included aerofoils and 
wings [7], cylinders [5], wheels [4] and diffusers [6]. Several 
publications have also presented a general overview of the 
aerodynamic aspects of an open wheeler racing car [3]. 
 
This paper attempts to explain the effect and interaction that the 
front wing and wheel (two common components of all open 
wheeler racing cars), have on each other. A 2D CFD analysis of a 
Cylinder and Aerofoil (A&C) was the preliminary study for this 
complex aerodynamic interaction. In the near future, a 2D 
experimental analysis will be used to verify the results presented 
in this paper. Later studies will also include a 3D CFD analysis 
and a 3D experimental analysis. Experimental techniques that 
will be used include flow visualisation and advanced laser 
diagnostics (LDV and PIV). 
 
CFD Model 
A commercially available CFD package (Fluent 6.1.22) was 
used. The model consisted of an inverted NACA 4412 aerofoil in 
front of a circle in contact with the ground, as depicted in figure 
1. An extensive verification study was conducted prior to the 
CFD model being used [2] which included grid refinement. The 
total number of elements in the CFD model ranged from 240000 
to 260000. Grids that utilised up to 550000 elements were found 
to have no significant improvement on the accuracy of the model. 
Similar studies were also undertaken ensuring that the results 
obtained were independent of the positions of the boundaries and 
that of the convergence levels used. 
 
During the CFD modelling results were obtained at angles within 
the range of -6o to 24o in increments of 3o. Results were obtained 
at ground clearance values of 0.05c (chord), 0.13c, 0.25c and 
0.50c. All results presented here are for a cylinder separation of 
0.13c as defined by figure 1. The circle diameter was kept the 

same as the aerofoil chord. This is also the reference length that 
was used for  the Reynolds number, and lift and drag coefficients. 
All the results for the A&C were obtained at Reynolds number of 
4.1x105, ensuring turbulent flow. 
 

 
Figure 1. Parameters adjusted during analysis 
 
The cylinder and aerofoil surfaces were modelled as smooth 
walls (no roughness). Even though this may not accurately depict 
the surface of a tyre, this is an accurate representation of the 
surface of the experimental apparatus that will be used to verify 
the CFD. A k-epsilon, RNG turbulence model was used, with 
enhanced, pressure gradient wall treatment so that the boundary 
layer over the aerofoil and cylinder could be monitored. The 
RNG turbulence model was chosen as it is an improved version 
of the standard k-epsilon turbulence model and is better suited to 
small levels of turbulence. 
 
Lift values were obtained for a NACA 4412 aerofoil in free 
stream at a Reynolds number of 3.0x106 using the same CFD 
model for a range of angles of attack of -6O to 18O and these were 
found to agree within 5% to the results published by Abott &Von 
Doenhoff [1]. Drag data followed the correct trend, however the 
actual error was larger. 
 
Results 
Aerofoil Pressure Coefficients 
From figure 2, it can be seen that the pressure beneath an inverted 
aerofoil in ground effect reduces as the aerofoil approaches the 
ground. The camber in the aerofoil allows the air flow to be  
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Figure 2. Aerofoil Coefficient of Pressure plots for Aerofoil bottom side 
at different Ground Clearances for an 0o angle of attack. 



 

accelerated between the aerofoil and the ground. The rear of the 
aerofoil acts as a diffuser, the lower pressure region behind the 
aerofoil assisting with increasing the speed of the airflow 
between the aerofoil and the ground. Both these factors 
contribute to lowering the pressure beneath the aerofoil and this 
is the reason that an inverted wing in ground effect has improved 
performance in comparison to an aerofoil in free stream. As the 
angle of attack is increased, the lift also increases until stall is 
achieved at a much smaller angle in comparison to the free 
stream aerofoil. Zerihan and Zhang[7] obtained similar results 
during their experimental analysis explaining why an inverted 
aerofoil experiences improved performance near the ground. 
 
Cylinder Pressure Coefficients 
Figure 3 shows that there was a large pressure acting at the base 
of the cylinder near the front of the contact patch, as well as 
behind the rear contact patch. Over the top of the cylinder, a 
lower pressure exists and because of this, a spinning cylinder in 
contact with the ground generates lift.  

 
Figure 3. Coefficient of Pressure Contour plot for a cylinder. 
 
This high pressure region is not confined to just the front contact 
patch of the cylinder, but also extends forward. Another 
important feature that is evident from the Coefficient of Pressure 
contour plot (fig 3) is the separation point that is located slightly 
forward of the top of the cylinder. 
 
Aerofoil and Cylinder Pressure Coefficients 
The high pressure region forward of the front contact patch that 
was discussed earlier (figure 3) was also evident in results 
obtained for the aerofoil and cylinder case (figure 4). This high 
pressure region acts on the bottom surface of the aerofoil and for 
this reason the aerofoil was generating lift as opposed to the 
desired downforce. This could potentially be the reason why the 
front wings on F1 cars have had a reduced span after the 
regulation changes imposed for the 1998 season. The regulation 
changes required that the maximum width of the car be reduced 
from 200cm to 180cm and this would have further increased the 
interaction between the front wheel and wing. 
 
Similarly, this is the reason that the aerofoil was experiencing a 
forward force, or a negative drag, in most positions tested in the 
presence of the cylinder. As the angle of attack was increased, 
more area was exposed to the high pressure region generated 

forward of the cylinder contact patch and hence the lift and the 
negative drag increased in magnitude (figure 4).  
 
Changing the angle of attack of the aerofoil has relatively little 
difference on the pressure generated at the contact patch, as this 
is always a stagnated flow. This is not the case for the front of the 
cylinder where the pressure decreases as the aerofoil angle of 
attack was increased. For this reason the drag of the cylinder was 
affected more by the aerofoil angle of attack than the lift 
generated by the cylinder was. 

 
Figure 4. Aerofoil and Cylinder Coefficient of Pressure contour plot a 
various angles of attack for the aerofoil at a ground clearance of 0.13c 
 
Wing Lift Results 
The lift curve slope obtained for an inverted wing in ground 
effect on its own, using the CFD model is compared to the 
experimental results obtained by Zerihan and Zhang[7] in figure 
5. As the angle of attack is increased, the down force generated 
increases until the wing reaches stall. After this occurs, the 
downforce generated by the aerofoil reduces steadily. As the 
aerofoil ground clearance is reduced, the stall angle also reduces. 
These trends are evident in both the results obtained using the 
CFD model and also those obtained by Zerihan and Zhang[7]. 
The values for the coefficient of lift and the stall positions differ 
slightly because two different aerofoil have been used in the two 
studies since the coordinates of the aerofoil used by Zerihan and 
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Figure 5.  Lift curve slope comparing results by Zerihan and Zhang[7] 
(Z&Z) with those obtained using the Aerofoil model (Aer). 



 

Zhang were not included in this reference and it is an aerofoil 
developed by an F1 team. 
 
The lift curve slope for the aerofoil varied significantly when 
placed in close proximity to a spinning cylinder. Figure 6 shows 
the lift curve slope for a NACA 4412 aerofoil with a separation 
of 0.13c from the cylinder at different ground clearances. For the 
lower ground clearances the lift curve slope is reversed compared 
too that of the aerofoil working in ground effect on its own. As 
the aerofoil is raised further from the ground, the lift curve slope 
gradually changes direction until it is in the same direction as the 
aerofoil on its own. When comparing the lowest ground 
clearance for the two cases, the greatest downforce is generated 
at an angle of attack of 12o for the aerofoil on its own and at the 
greatest negative angle of attack tested (-6o) for the aerofoil and 
cylinder.   
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Figure 6. Lift curve slope comparing aerofoil on its own and aerofoil with 
cylinder separation of 0.13c 
 
The magnitude of the downforce generated by the aerofoil in 
close proximity to the cylinder is also affected. The greatest level 
of downforce was still generated when the aerofoil was in the 
closest proximity to the ground tested, but the magnitude was 
small in comparison to the aerofoil on its own. As the aerofoil 
ground clearance increases, the aerofoil begins to generate lift 
instead of downforce.  
 
Wing Drag Results 
The drag that the aerofoil develops is also affected by the 
presence of the cylinder. The aerofoil on its own has a steadily 
increasing drag as the angle of attack is increased up until the 
stall position.  For the lower heights, the drag drops after the stall 
position and then continues to rise. The two greater ground 
clearances tested on the other hand, continued to rise and no drop 
in drag was evident after stall was achieved. As the aerofoil 
ground clearance is increased, the drag magnitude for all angles 
of attack reduces. 
 
In the presence of the cylinder, the aerofoil drag decreases with 
an increase in angle of attack. As can be seen from figure 7, this 
trend is the opposite of that obtained for the aerofoil on its own, 
at similar ground clearances. The drag values for all the positive 
angles tested were also found to be negative implying that the 
high pressure region forward of the cylinder is pushing the 
aerofoil forward in most positions tested. 
 
At the lowest ground clearance tested, the angle of attack had 
little change on the drag of the aerofoil. As the ground clearance 
was increased for the aerofoil, this becomes more pronounced, 

but the minimum drag value was obtained at a lower AOA 
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Figure 7. Cd comparing aerofoil in ground effect (Aer) with aerofoil in 
the presence of a cylinder (A&C) at different ground clearances 
 
Cylinder Lift Results 
The cylinder lift varied little as the aerofoil angle of attack was 
varied at the lowest ground clearance tested. As the ground 
clearance was increased, a change in the angle of attack of the 
aerofoil would result in a more significant change to the cylinder 
lift. These results are shown in figure 8. The presence of the 
cylinder drastically reduces the lift generated by the cylinder, as 
represented by the broken line in figure 8. 
 
The results obtained at the three lowest ground heights all follow 
similar trends, were the maximum lift generated by the cylinder 
occurs when the aerofoil has an angle of attack of approximately 
12o. When the aerofoil has a much greater clearance of 0.5c, at 
the same angle of attack, the minimum lift case occurs. At the 
larger ground clearance as the angle of attack of the aerofoil is 
increased, a larger amount of air is deflected away from the 
cylinder and this reduces the speed of the air over the top of the 
cylinder and therefore the lift of the cylinder. In the lower 
positions, no angle of attack is large enough to create a similar 
effect and for this reason the trend is reversed for the larger 
ground clearance. 
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Figure 8. Lift coefficients of the cylinder on its own (Cyl) and with an 
aerofoil in front (A&C) at different ground clearances and angles of 
attack of the aerofoil.  
 
Cylinder Drag Results 
The effect that the aerofoil angle of attack has on the cylinder 
becomes more pronounced as the aerofoil ground clearance is 



 

increased. The drag curves shown in figure 9 exhibit opposite 
trends to that of the aerofoil drag discussed previously (figure 7). 
While the aerofoil drag values decrease with an increasing angle 
of attack and an increase in the ground clearance, the cylinder 
experiences an increase in drag with increasing aerofoil ground 
clearance and angle of attack. Only for a small number of 
positions tested did the cylinder have a reduced drag in 
comparison to the cylinder on its own. This is represented in 
figure 9. 
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Figure 9. Drag coefficients of the cylinder on its own (Cyl) and the 
cylinder in the presence of the aerofoil (A&C) at different ground 
clearances and angles of attack for the aerofoil.  
 
Total Lift and Drag Results 
Also of great interest was how the two components performed 
together as both the wing and the wheel contribute to the lift and 
drag generated by a racing car. For this reason, minimising the 
lift and drag of both is more important than reducing the lift or 
drag for each individual component. These results have been 
included in this paper as the optimum compromise between drag 
and lift varies depending on the characteristics of the track that 
the open wheeler will compete at.  
 
The total lift of these two objects can be controlled by careful 
placement of the aerofoil relative to the cylinder. To minimize 
the lift generated by the two bodies combined, it was found that 
the best combination of angle of attack and ground clearance was 
at the lowest ground clearance and the most negative angle of 
attack tested (0.05c, -6o). This can be seen in figure 10 where the 
broken line represents the lift that the cylinder would experience 
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Figure 10. Total lift for aerofoil and cylinder compared to the cylinder on 
its own. 

on its own. In this position it is possible to reduce the lift 
generated by the cylinder alone by approximately 50% by placing 
the aerofoil forward of the cylinder and for a small drag penalty. 
 
The total drag result for a given ground clearance did not change 
significantly with a changing angle of attack. The only significant 
change occurs with a change in the aerofoil ground clearance. In 
order to minimize the drag of the two objects it would be 
necessary to increase the ground clearance of the aerofoil. The 
best result obtained, amongst the positions tested, for minimizing 
the drag was found to occur at a ground clearance of 0.5c and an 
angle of attack of -6o. Unfortunately the same position would 
result in a significant increase in lift. 
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Figure 11. Total drag for aerofoil and cylinder (A&C) at different ground 
clearances for the aerofoil compared to the cylinder (Cyl) on its own. 
 
Conclusion 
This analysis suggests that the cylinder has a substantial affect on 
the performance of the aerofoil. The main reason for the 
significant change found for the aerofoil performance in the 
presence of the cylinder was due to the large pressure region that 
is created forward of the contact patch of the cylinder.  While the 
analysis thus far has only been conducted using CFD, in the near 
future experimental results will be used to verify the CFD results. 
The results obtained during this analysis imply that it would be 
beneficial to continue this research so that it may include a 3D 
CFD and experimental model of a finite width wing and wheel.  
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Abstract 
The measurements with both 2D/2C and 2D/3C (stereo) particle 
image velocimetry (PIV) are carried out in a square channel 
backward-facing step (BFS) in a turbulent water flow at three 
Reynolds numbers of about 12000, 21000, and 55000 based on 
the step height h and the inlet streamwise maximum mean 
velocity U0. The inlet flow is fully developed before the step 
change with the expansion rate of 1.2. The effect of the velocity 
spatial sampling resolution is verified with four different two-
dimensional PIV measurement sets in location x/h= 4 by 
comparing maximum Reynolds stresses. rms and Reynolds shear 
stress profiles are compared with DNS and RSM data having 
similar Reynolds number with experimental flow of the slowest 
velocity. The shapes of the profiles agree well with each other on 
the separated shear layer region of the backward-facing step but 
in these profiles both DNS and RSM data show higher values 
than PIV data. PIV results show that the mean and rms velocity 
profiles between the experimental flow cases are almost identical 
when they are non-dimensionalized by U0. 
 

Introduction  
Comparison of PIV data with the computational fluid dynamics 
(CFD) data is important when there exists remarkable differences 
in the results but also many similarities. Compared to the 
previous experimental study of Piirto et al. [7] lot of emphasis is 
given in the design of backward-facing step (BFS) channel loop 
to guarantee that the inlet flow before the step is fully developed 
i.e. the channel length is 100 × channel height y0 (or width) and 
expansion rate ER= y1/ y0  = 1.2  (y1 = y0 + h) is exactly the same 
with the DNS and Reynolds stress model (RSM) tests. In this 
work, the emphasis is in the PIV turbulence characterization and 
the results are compared with both DNS of Le et al. [3] and 
computational data of RSM [2]. 
 
PIV system 
The stereo PIV system consists of an Nd:YAG double cavity 
laser with light sheet optics and a 2 × CCD camera of resolution 
1280 × 1024 pixels. Water flow is seeded by the glass sphere 
particles with an average size of 10 µm. The seeding density is 
about 10 particles / interrogation area when the laser sheet 
thickness is about 0.5 mm and the size of the interrogation area is 
32 × 32 pixels. In the computation of the velocity vectors, the 
standard discrete window shift (DWS) method is applied. If the 
discrete part of the window displacement can be determined 
within 0.5 pixel, the accuracy of the results after the final 
iteration is very high, even 0.04 pixel [10]. Only few (1-20) 
erroneous velocity components conflicting with local median 
criteria are detected. The spurious spanwise velocity vector 
components are replaced by interpolation. In stereo PIV 
measurements, an angle of 30o is set between the cameras with 
Scheimpflug adapters, and a procedure of Soloff [8] is applied to 
correct the camera images. The sampling interval between the 
measurements is 0.25 s, and thus the statistical independency in 
time domain can be assumed. The measurement samples are 
1000 and for the spatial sampling resolution test 2000 vector 
fields / location. However, spatial averaging in the streamwise 

direction over seven lines increases these numbers to 7000 and 
14000 samples, respectively. This distance of seven vectors 
corresponds to 0.2h, and in practice within it, the values of the 
estimates do not change except the noise is decreasing. 
 
Inlet flow 
The physical size of the square-channel is 47 × 47 mm and the 
step height is h = 10 mm. The flow directions 1,  2, 3 are 
streamwise (x), vertical (y), and spanwise (z), respectively. The 
corresponding velocities are denoted either by plain variables U, 
V, W, and their fluctuating parts u, v, w (in graphics). The inlet 
streamwise maximum mean velocities are U0 ≅  1.2 m/s, U0 ≅  2.1 
m/s, and U0 ≅  5.5 m/s and the boundary layer thickness is defined 
as channel half width (height) δ = ½y0. The corresponding 
turbulent boundary layer properties at  x/h =  -4. i.e. before the 
step are shown in Table 1.  The inlet flow is measured with the 
same PIV setup as the other measurements in BFS. Due to the 
distances close to the wall, reliable measurements could not be 
conducted closer than 0.5 mm to the wall. Thus, a rough estimate 
of the friction velocity uτ  is solved by fitting the mean inlet 
velocity profile measured with PIV with Spalding’s universal 
velocity profile for boundary layers [9]. In the flow Case A, the 
result of the fitting of Spalding´s velocity profile to the PIV 
profile is shown in Figure 1. Inlet velocity rms profiles for the 
streamwise component in x/h =  -3 are shown in Figure 2 and it is 
compared with DNS of Le et al., DNS of Moser [4] with Reτ= 
590 and with two-dimensional RSM. Reynolds number for RSM 
is Reτ=  1170 and it is same with the PIV Case A. In addition, 
both the DNS computations are performed in the infinite wide 
channel causing lower turbulence intensities than the 
corresponding results should be in the bounded channel. 
 

PIV experimental cases – inlet flow 
Case A Case B Case C 

U
0 ≅ 1.2 m/s U

0 ≅ 2.1 m/s U
0 ≅ 5.5 m/s   

uτ ≅  0.051 m/s   uτ ≅  0.085 m/s uτ ≅  0.2 m/s 
Reτ= uτ δ/υ ≅ 1170 Reτ= uτ δ/υ ≅ 2000 Reτ= uτ δ/υ ≅ 4700

 
     Table 1. Inlet flow boundary layer properties. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1. Fitting of Spalding´s velocity profile to the PIV mean velocity 
profile in flow Case A.  Log-law parameters are Κ = 0.405 and C = 5.2. 



 

As can be noticed here, and will be noticed in the turbulence 
characterization after the step, the upper boundary conditions, i.e. 
no-stress wall, limit the results in Le et. al. Even so, the 
turbulence intensities by the PIV experiments show lower values 
than the DNS ones. Especially in DNS of Le et al. turbulence 
intensity maximum is remarkably higher than with DNS of 
Moser. Because of the square shape of the channel, the sidewalls 
increase turbulence intensity of the PIV experiments, and for this 
reason streamwise velocity rms could be about 10% higher than 
rms of DNS results of Moser between y/δ = 0.2 – 1.0, as can be 
seen in Figure 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. Inlet rms velocity profiles for PIV Case A, DNS of Moser, DNS 
of Le et. al. and RSM at x/h = -4.  Spatial sampling resolutions for PIV 
experiments are ∆y = 0.0125h (∆y+= 6) and ∆y = 0.05h (∆y+= 24). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Off-center inlet mean and rms velocity profiles at x/h=-3 and 
y/δ = 0.05, 0.15, 0.25, 0.5, 0.7, and 0.9 for PIV flow Case B. Spatial 
sampling resolution is ∆y = 0.05h. 
 

In addition to this, in the PIV results the higher measurement 
resolution ∆y = 0.0125h (∆y+= 6) gives slightly higher turbulence 
intensity than the lower resolution of ∆y = 0.05h (∆y+ =24) which 
is the spatial distance between two measurement samples 
(overlapping 50%) and also the half size of the interrogation area.  
With the higher resolution also the turbulence intensity peak is 
found and it is about u+ = 2.5.  For DNS of Moser it is u+ = 2.7 
and for RSM it is u+ = 2.25.  In Figure 3 is shown the off-center 
profiles for the streamwise mean velocity and rms for the Case B 
and the lower resolution of ∆y = 0.05h. 
 
Re-attachment point 
Reattachment point after the step change in flow Cases A, B and 
C are 5.3h, 5.6h, and 5.7h, respectively. In the previous study of 
Piirto et al. [7] it is 6.2h but the flow geometry is slightly 
different and inlet flow is not fully developed. According to DNS 
of Le et al. it is 6.3h but again no-stress wall upper boundary 
condition may have an increasing effect on it. In Figure 4 is 
shown streamwise mean velocity and the location in which the 
direction of flow changes. The distance from the wall is 
approximately the highest spatial resolution ∆y = 0.0125h which 
is in the wall units ∆y+= 6 for the Case A, ∆y+= 11 for B, ∆y+=25 
for C. With the computational model corresponding to the 
Reynolds number of PIV Case A, RSM gives re-attachment 
length 4.5h, and in three-dimensional case the effect of the 
sidewalls will only decrease it. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Streamwise mean velocity by the re-attachment point with the 
highest spatial sampling resolution ∆y = 0.0125h which is also the rough 
distance from the wall. 
 
Turbulence profiles after the step 
The shapes of the profiles for mean velocity, rms and Reynolds 
shear stress agree well with the DNS study of Le et al. in the 
separated shear layer part of flow, but outside that area, the 
results are not comparable with each other because of the DNS 
conditions. With RSM, the shape of the profiles agree well with 
PIV but especially turbulence intensity in vertical direction and 
Reynolds shear stress are remarkable higher than the 
corresponding PIV and DNS estimates and their maxima are 
closer to the wall than the corresponding maxima of PIV and 
DNS.  In addition to this, there exists sudden change in velocity 
mean of RSM by the wall after about x/h = 3.5, and the peak is 

A 5.3h    B 5.6h      C 5.7h 



 

too low which is also found in [5].  With PIV and DNS backward 
streamwise mean velocity peak is about U/U0 = -0.15. Stream-
wise rms maximum at x/h = 4, after non-dimensionalized with 
U0, is u0= 0.151 for PIV, u0= 0.175 for DNS, and u0 = 0.188 for 
RSM.  The non-dimensional average, rms, and Reynolds shear 
stress profiles are compared with DNS and RSM at x/h= 4 in 
Figures 5, 6, 7, 8, and 9. The PIV spatial sampling resolution for 
these results is ∆y = 0.05h.  As can be noticed, the shapes of the 
profiles fit well with each other except DNS between y/h = 1.5 – 
6.0. Both the upper boundary condition with stress and the side-
wall effects would only increase the maximum of rms of DNS. 
Thus, it means that there exists clear difference between the 
experimental values and DNS results. For the spanwise velocity 
rms, the difference is the opposite, and the higher estimates of 
PIV than of DNS can be explained by the sidewall effect of the 
square-channel. It is interesting to compare the RSM results with 
the three-dimensional RSM for the square-channel, because it 
will give an certain understanding about the the sidewalls effects 
in turbulence quantities, especially at the re-circulation region. 
According to the initial two-dimensional and three-dimensional 
air computations, which compuatational time is much less than 
with water, the increase is between 5 – 10% for the velocity rms 
profile maxima and about 20% for the Reynolds shear stress 
maximum at x/h = 4.  These values are only hints, but anyhow the 
effect of the sidewalls will only take DNS and RSM turbulence 
intensity and Reynolds shear stress profiles further off from the 
PIV ones, except the spanwise velocity rms profile which will get 
closer with the PIV profile.  Unfortunately, the three-dimensional 
RSM computations by water have not been finished yet. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Mean velocity profiles at x/h = 4 for PIV, DNS and RSM. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6. Streamwise velocity rms profiles at x/h = 4 for PIV, DNS and 
RSM. 

 
 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. Vertical velocity rms profiles at x/h = 4 for PIV, DNS and 
RSM. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. Spanwise velocity rms profiles at x/h = 4 for PIV, DNS and 
RSM. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9. Reynolds shear stress profiles at x/h = 4 for PIV, DNS and 
RSM. 
 
Spatial sampling resolution and rms error 
When the PIV results are compared with CFD, the increased 
spatial sampling resolution and the measurement rms error are 
important factors as they have an increasing effect on turbulence 
intensity. Even in turbulence intensity, the effect is remarkable 
while in contrast with the velocity gradients the effect of the 



 

spatial resolution must be analysed [1]. If the resolution is high, 
the smaller turbulence scales are included in the estimates and 
they will be more realistic. However, if the measurement spatial 
resolution passes the capacity of the PIV system and the number 
of the particles is too few in a particular interrogation area, it also 
has an increasing effect in the estimates because of the 
measurement error. Thus, it is important to prove that the data 
sets are stationary at least in rms sense [6] and also verify that the 
measurement rms error do not increase when the spatial 
resolution increases. This is verified, and the rms error with all 
the resolutions are about 0.1 pixel for velocity components U and 
V, and 0.3 pixel for W. These are estimated by zero-flow tests [7] 
provided for each one of the resolutions of the following spatial 
sampling resolutions and for the resolution used with the 
measurements of the previous page. One kind of estimate for the 
uncertainty is if these rms errors are divided by rms maxima. In 
location x/h=4 these maxima are about 1.4 pixels, 1.4 pixels and 
2.3 pixels for streamwise, vertical, and spanwise velocity rms 
estimates, leading to uncertainty error of 7%, 7%, and 13%, 
respectively. In practice, the rms error increases urbulence rms. 
However, this uncertainty estimate is rather the maximum than 
the average because velocities are much higher on non-shear 
regions, typically between 2 – 10 pixels. The effect of the spatial 
resolution is plotted in Figures 10 and 11 for streamwise velocity 
rms and Reynolds shear stress.According to this test, the effect of 
the spatial sampling resolution is about 5-10% for streamwise 
velocity rms depending on the case, and about 5% for Reynolds 
shear stress uv  when the resolution increases from ∆y= 0.05h to 
∆y = 0.0125h.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 10. Streamwise velocity rms maxima at x/h = 4 with 2D/2C PIV 
test data sets of different spatial sampling resolutions. 
 
 
 
 
 
 
 
 
 
 
 

As was mentioned, this resolution ∆y=0.05h is used with 2D/2C 
and 2D/3C measurements in the results of the previous Section. 
This increased spatial resolution will take the PIV results a bit 
closer with the CFD results. 
 
Conclusions 
Turbulent backward-facing step flow of a square-channel is 
measured by conventional PIV system and stereo PIV system at 
three Reynolds numbers of about 12000 (Case A), 21000 (Case 
B), and 55000 (Case C), based on the step height h and the inlet 
streamwise maximum mean velocity U0. The inlet flow before 
the step is fully developed and the expansion rate of the step is 
ER = 1.2. The turbulence intensity profiles are almost identical 
between the experimental cases at different Reynolds numbers.  
The PIV results are compared with DNS and RSM for infinite 
width of the channel that have similar Reynolds number with the 
Case A. The shapes of the profiles agree well with each other in 
the separated shear layer part y/h = 0 – 1.5. The most remarkable 
difference is the spanwise velocity rms maximum, which 
probably depends more on the sidewalls than the other turbulence 
intensities. In addition, the re-attachment length with PIV Case A 
is 5.3h whereas with DNS, it is 6.3h and with RSM, it is 4.5h. 
The effect of the PIV spatial sampling resolution is analysed with 
the four test data sets.  When this effect is taken account, the 
quantities between PIV and DNS are almost the same. However, 
it can be assumed that some difference exists between PIV and 
CFD results when the effect of the sidewalls will be analysed by 
three-dimensional RSM computations. 
 
References 
[1]  Fouras, A. & Soria, J., Accuracy of out-of-plane vorticity 

measurements derived from in-plane field data, Exp. Fluids 
25, 1998, 409-430. 

[2]  Launder, B.E., Second-Moment Closure: Present... and 
Future?  Int. J. Heat Fluid Flow 10:4, 1989, 282-300. 

[3]  Le, H., Moin, P. & Kim, J., Direct numerical simulation of 
turbulent flow over a backward facing step. J. Fluid. Mech. 
330, 1997, 349-374. 

[4]  Moser, R.D., Kim, J. & Mansour, N.N., Direct numerical 
simulation of turbulent channel flow up to Reτ=590, Phys. 
Fluids 11:4, 1999, 943-945. 

[5]  Parneix, S., Laurence, D., & Durbin, P.A., A Procedure 
Using DNS Database, Trans ASME 120, 1998, 40-47. 

[6]  Piirto, M., Ihalainen, H., Eloranta, H. & Saarenrinne, P., 2D 
Spectral and Turbulence Length Scale Estimation with PIV, 
Journal of Visualization 4:1, 2001, 39-49. 

[7]  Piirto, M., Saarenrinne, P., Eloranta, H. & Karvinen, R., 
Measuring turbulence energy with PIV in a backward-facing 
step flow, Exp. Fluids 35, 2003, 219-236. 

[8]  Soloff, S.M., Adrian, R.J. & Liu, Z.C., Distortion 
compensation for generalized stereoscopic particle image 
velocimetry. Meas. Sci. Technol. 8, 1997, 1441–1454. 

[9]  Spalding, D.B., A single formula for the law of the wall. J. 
Appl. Mech. 28, 1961, 455-457. 

[10] Westerweel, J., Dabiri, D. & Gharib, M., The effect of a 
discrete window offset on the accuracy of cross-correlation 
analysis of digital PIV recordings. Exp. Fluids 23, 1997, 20-
28. 

 
 
 
 
 
 
 
Figure 11. Reynolds shear stress maxima at x/h =4 with 2D/2C PIV  
test data sets of different spatial sampling resolutions. 
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Abstract 
The performance of a prototype fast response probe designed for 
use in a cavitation tunnel is investigated.  The probe consists of a 
total head tube with an embedded miniature pressure sensor.  
Miniaturisation allows installation of the pressure transducer 
close to the head of the head of the instrument and improves 
frequency response through reducing inertia of fluid in the 
connecting tube.  Measurements made with the fast response 
probe are compared with those of a Pitot tube connected to a 
slow response transducer and a hot film probe in a thickened 
turbulent boundary layer on the tunnel ceiling.  Measurements of 
both streamwise velocity and turbulence made with the probe 
were found to compare well with those of a Pitot tube and a hot 
film probe.  A useful frequency response up to 2.5kHz in water 
was demonstrated without any frequency compensation for 
pressure tube response. 
 
Introduction 
Fast response probes, (FRPs) have been in use for some time for 
measuring velocity and turbulence in situations where thermal 
anemometry or other methods are either inappropriate or 
inconvenient.  These include environments where hostile 
conditions exist or applied laboratories where cost and 
convenience of use can be a consideration such as transonic, 
combustion or cavitation test facilities [9].  In the cavitation 
tunnel environment relatively large ranges of pressure and 
velocity as well as the presence of cavitation are possible.  These 
difficulties generally relate to model and equipment costs in 
terms of structural and mechanical design complexity and facility 
time required for experiments.  At the Australian Maritime 
College (AMC) cavitation tunnel, Pitot and hot film probes have 
been used to date for velocity and turbulence measurements.  
Pitot probes with slow response pressure transducers, whilst very 
reliable and convenient for time-mean velocity measurement, 
cannot be used for turbulence measurement.  The problems 
associated with the use of hot film probes are well known 
including their fragility and accuracy and stability of calibration. 
 
For the reasons mentioned above and the desire for simultaneous 
measurement of both velocity and turbulence it was decided to 
develop a one-dimensional FRP for use in the cavitation tunnel.  
The design concept chosen is similar to other devices developed 
for aerodynamic [2, 6, 9, 10] and hydrodynamic measurements 
[1].  These are based on the measurement of unsteady pressures 
from which the velocity and turbulence components can be 
derived.  The present investigation compares results from a 
prototype FRP with those from a Pitot tube and a hot film probe.  
The flow used to compare the probes is a thickened turbulent 
boundary layer in zero pressure gradient.  Comparisons are made 
of streamwise mean velocity, turbulence intensity and wave 
number spectrum. 

Experimental Overview 
 
Fast Response Probe Design 
The FRP has been conceived as a total head tube with an 
embedded pressure sensor similar to those used in transonic and 
combusting flow applications [2, 9].  The FRP general 
arrangement is shown in Figure 1.  A modular design has been 
developed consisting of interchangeable probe head or tip, sensor 
housing and support stem.  Each section can be changed 
depending on the flow to be investigated, range of 
velocity/turbulence to be measured and distance to be traversed.  
The sensor body is glued into the housing with epoxy resin and 
the periphery of the sensor head is surrounded by silicone filler as 
per manufacturer’s suggestions. 
 

 
 

Figure 1. FRP General Arrangement. 
 
The size of the probe head or tip for this application is based on 
considerations of spatial resolution and frequency response.  
Bradshaw [3] suggests that quasi-steady measurements in 
turbulent flows are possible provided the tube size is small 
compared with the size of energy containing eddies and that eddy 
traversal time is larger than the ratio of probe size to mean 
velocity.  For the present application involving boundary layers 
and wakes of the order of 50 to 100mm thick and velocities up to 
10m/s a probe head size of 1mm diameter has been chosen.  For a 
velocity of 10m/s this gives a tube diameter to velocity ratio of 
the order of 0.1ms or frequencies of the order of 10kHz.  The 
frequency response required for hydrodynamic measurements are 
generally much less those encountered in aerodynamic problems.  
Experience in the cavitation tunnel suggests that turbulent 
frequencies of interest for momentum transfer do not exceed 
2kHz.  The influence of yaw on a simple Pitot tube is 
insignificant for angles up to 15°; hence the use of a one 
dimensional probe for streamwise property measurement in the 
present study appears reasonable considering that the amplitude 



 

of incidence excursions should seldom exceed 15° based on 
typical zero pressure gradient boundary layer rms turbulent 
velocities. 
 
Whilst there are a range of so called sub-miniature pressure 
sensors, of the order of 1mm diameter, available for applications 
in gases there are very few available for use in liquids.  There are 
however so called miniature pressure sensors, of the order of 
3mm diameter, available for use in liquids.  These sensors must 
be embedded some distance from the probe tip to maintain a 
small head size, thus introducing problems of frequency response 
and viscous damping in the probe head.  Estimations of acoustic 
natural frequencies derived from the speed of sound in water and 
the probe head length show that for this application frequencies 
of interest are significantly lower than the first acoustic natural 
frequency.  However the added inertia of the contained water 
significantly reduces the natural frequency from that of the sensor 
alone.  Damping involving viscous losses in the tube and at entry 
and exit is also significant.  The tube length and sensor 
diaphragm can be modelled as a single degree of freedom system 
with the mass, damping and stiffness constants calculated or 
derived empirically.  From this model, tube lengths and diameters 
have been chosen that provide satisfactory response.  A tube with 
internal and external diameters of 0.8 and 1.2mm respectively 
was chosen for the present study.  The chosen tube length of 
32mm gives a natural frequency of mass oscillation of 
approximately 2.5kHz.  This is sufficient to provide meaningful 
results for the present study, but is significantly lower than the 50 
kHz natural frequency of the transducer. 
 
For the present application an Entran EPB-B01-1.5B/Z2 
miniature pressure sensor was chosen for the FRP.  It has an 
overall diameter of 3.2mm, a pressure range of 150 kPa and is a 
differential sensor for which it is necessary to use an air reference 
due to exposed strain gauges that is incompatible with conducting 
liquids.  The tunnel maximum speed is 12m/s, corresponding to a 
maximum mean dynamic pressure of 72 kPa, and the static 
pressure range is 4 to 400 kPa making a differential sensor 
necessary for acceptable resolution.  To achieve an air reference 
the sensor is connected to a convenient static tapping via a 
volume containing a thin latex diaphragm separating the water 
and air.  Through a process of design optimisation it was possible 
to size the diaphragm, adjacent volumes and connecting tubing 
such that the system responded quickly and only small 
deflections of the diaphragm resulted from static pressure 
changes. 
 
Cavitation Tunnel Experimental Setup 
All tests where performed in the Tom Fink Cavitation Tunnel, a 
closed recirculating variable pressure water tunnel.  The test 
section dimensions are 0.6m x 0.6m cross section x 2.6m long.  
The velocity may be varied from 2 to 12m/s and the centreline 
static pressure from 4 to 400 kPa absolute.  Studies may involve 
the investigation of steady and unsteady flows, two-phase flows 
including cavitation, turbulence and hydro-acoustics.  Full details 
of the tunnel and its capabilities are given by Brandner and 
Walker [4]. 
 
Tests were performed in a thickened boundary layer created by a 
saw toothed device chosen from a range of tested devices as 
being the most efficient and that with the lowest inception 
cavitation number [4].  This thickener has been used in many 
studies in the cavitation tunnel and has been investigated in detail 
by wind tunnel tests of Sargison et al. [11].  The test section was 
set up with the thickener and probe located on the ceiling 0.3m 
and 1.15m from the test section entrance respectively.  The 
thickener produces a nominally 50mm thick boundary layer 
equating to measurements being made at 17 boundary layer 

thicknesses downstream of the device.  Measurements were made 
of the thickened boundary layer, on the test section vertical centre 
plane, with a Pitot tube, a hot film probe and the FRP.  The 
probes were traversed using a computer controlled automated 
traverse with an estimated precision of better than 0.01mm.  The 
wall static reference tap used for the Pitot tube and FRP was 
located on the test section ceiling in the plane of the probe head 
75mm from the centre plane.  The Pitot tube head diameter is 
0.7mm and pressures relative to the tunnel static pressure (as well 
as tunnel instrument pressures) were measured sequentially using 
a slow response Validyne Model DP15TL differential pressure 
transducer via a Model 48J7-1 Scanivalve pressure multiplexer.  
The hot film probe used was Dantec R36 wedge probe with a TSI 
model 1750 constant temperature anemometer. 
 
Parameters measured during testing include tunnel pressure, 
velocity, temperature and dissolved oxygen content. Online 
instrumentation is used for automatic control of tunnel pressure 
and velocity as well as real time data monitoring and acquisition.  
The test section pressure is measured using 2 Rosemount Model 
3051C Smart absolute pressure transducers in parallel.  Test 
section velocity is derived from the contraction pressure 
differential measured using 2 Rosemount Model 1151 Smart 
differential pressure transducers in parallel.  One of each pressure 
transducer pair has a lower range to improve measurement 
precision at lower pressures and velocities respectively. The 
estimated precision of the absolute pressure measurement is 0.1 
kPa for pressures up to 120 kPa and 0.5 kPa for pressures up to 
400 kPa.  The estimated precision of the velocity measurement is 
0.05 m/s.  Water temperature is measured to 0.5°C accuracy 
using a Rosemount Model 244 temperature transducer.  Dissolved 
Oxygen content is measured using a Rosemount Model 499 
Dissolved Oxygen sensor. 
 
Experimental Procedure 
The boundary layer traverses for each probe consisted of 50 
positions up to 75mm from the wall graded with a log 
distribution. The Pitot tube and FRP where traversed onto the 
wall for Preston tube measurement of the wall skin friction and 
wall friction velocity (used for reduction of profiles to compare 
with the log law of the wall).  The Preston tube calibration used 
is that by Head and Ram as presented by Goldstein [5].  The hot 
film probe was traversed to within 0.4mm from the wall and the 
wall friction velocity and wall skin friction were derived from a 
least squares fit to the log law of the wall using the 20 closest 
points to the wall. 
 
Pitot tube traverses were performed at 9 Reynolds numbers 
between the test section minimum and maximum speeds.  Hot 
film probe and FRP measurements were made at 5 and 6 
Reynolds numbers respectively, limited by structural loading or 
electronic instrument considerations.  All probe measurements 
were corrected for small temporal changes in test section velocity 
using the contraction pressure differential.  The hot film was 
calibrated at the beginning and end of measurements using a non-
dimensional relationship between the Nusselt number and the 
Reynolds number.  The FRP was calibrated from measurements 
in the free stream using velocities derived from the contraction 
calibration.  Data from slow response Pitot tube measurements 
was acquired at 800Hz over 6 s and hot film and FRP data was 
acquired at 16384Hz over 8s.  Hot film and FRP turbulence data 
were both corrected for base electronic noise.  For the present 
investigation instantaneous velocities for the FRP were derived 
from the unsteady total pressure measurements relative to the 
wall static reference assuming zero unsteady static pressure. 
 
 
 



 

Results 
 
Boundary Layer Parameters 
A summary of boundary layer parameters measured with each 
probe are presented in Tables 1 to 3 and a comparison of derived 
skin friction coefficients are presented in Figure 2.  The boundary 
layer thickness δ measured with the Pitot tube is that 
corresponding to 99% of the freestream velocity.  The data 
generally compare favourably although the skin friction 
coefficients reflect the expected lack of accuracy of the hot film 
probe for mean data. 
 

Rθ δ, mm δ*, mm θ, mm H Cf

12400 51.7 6.32 4.94 1.278 0.00281 
16200 51.5 6.26 4.94 1.268 0.00271 
19200 50.3 5.94 4.69 1.268 0.00269 
22800 48.5 5.87 4.63 1.267 0.00261 
27400 51.3 5.98 4.76 1.258 0.00248 
30900 51.0 5.90 4.69 1.258 0.00246 
34400 50.4 5.80 4.61 1.258 0.00239 
38400 50.4 5.81 4.63 1.257 0.00237 
41700 50.0 5.79 4.62 1.252 0.00232 

 
Table 1. Boundary Layer Parameters Measured Using Pitot Tube, where 
Rθ=momentum thickness Reynolds number, δ=boundary layer thickness 

at 99% of freestream velocity, δ*=displacement thickness, H=shape 
factor and Cf=wall friction coefficient. 

 
Rθ δ*, mm θ, mm H Cf

12400 6.64 5.33 1.245 0.00301 
16200 6.66 5.38 1.239 0.00278 
19200 6.56 5.32 1.234 0.00267 
22800 6.95 5.58 1.247 0.00250 
27400 6.27 5.04 1.244 0.00243 

 
Table 2. Boundary Layer Parameters Measured Using Hot Film Probe. 

 
Rθ δ*, mm θ, mm H Cf

19200 6.14 4.95 1.240 0.00255 
22800 6.10 4.94 1.234 0.00248 
27400 5.95 4.83 1.232 0.00244 
30900 5.86 4.77 1.228 0.00240 
34400 5.88 4.80 1.226 0.00235 
38400 5.82 4.76 1.222 0.00232 

 
Table 3. Boundary Layer Parameters Measured Using FRP. 
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Figure 2. Comparison of Thickened Boundary Layer Wall Friction 
Coefficient Measured Using a Pitot Tube, Hot Film Probe and FRP. 

 
Boundary Layer Velocity Profiles 
The measured boundary layer profiles for each probe are 
presented as staggered plots in Figure 3.  A comparison of each 
probe at a common Reynolds number is also shown.  The data 

from all the probes show that the thickened boundary layer 
closely follows the law of the wall although a there is a slight 
undershoot in the outer part, also reported in [11].  These data 
also show little change with Reynolds number.  The Pitot tube 
and FRP data show better overall agreement with the law of the 
wall compared with the hot film which, as mentioned above, can 
be attributed to less accuracy in velocity determination and hence 
the wall friction estimate. 
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Figure 3. Comparison of Thickened Boundary Layer Velocity Profiles 
Measured Using a Pitot Tube, Hot Film Probe and FRP. 

 
Boundary Layer Turbulence Profiles 
Turbulence profiles measured with the hot film probe and FRP, 
for the range of Reynolds numbers tested, are shown as stagger 
plots in Figure 4, together with the profile by Klebanoff [7].  The 
profile from [7] appears to be based on a boundary layer 
thickness definition for 100% of the freestream velocity and has 
been adjusted by 15% for a compatible definition in this case of 
99%.  The difference in the magnitude of the profiles can in part 
be due to differences in Reynolds numbers.  From [7] the 
experiments in [8] were performed at a much lower momentum 
thickness Reynolds number - approximately one order of 
magnitude less than the current measurements.  There may also 
be some slight increase in turbulence intensity in the centre of the 
boundary layer as a result of boundary layer thickener.  Higher 
freestream turbulence intensity of about 0.6% in the water tunnel 
as compared to 0.02 to 0.04% for [7] would have contributed to 
the higher boundary layer turbulence level observed in present 
study. 
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Figure 4. Thickened Boundary Layer Turbulence Intensity Profiles 
Measured Using a Hot Film Probe and FRP. 



 

The FRP data shows a small monotonic increase of turbulence 
intensity with Reynolds number increase whereas the hot film 
data displays a much greater increase.  Both the lack of variation 
with Reynolds number and the overall reduced value of the 
turbulence intensity for the FRP results, compared with the hot 
film, can be attributed to filtering of higher frequency turbulent 
energy.  In the wake region the FRP over predicts the turbulence 
intensity, compared with the hot film probe, and examination of 
spectra shows that the outer most 3 points were affected by probe 
stem vibration and are therefore unreliable.  The data at the lower 
Reynolds numbers agree overall to within few percent growing to 
a maximum of 15 to 20 % at the higher Reynolds Numbers.  The 
greatest difference being through the middle of the boundary 
layer with excellent agreement near the wall for all cases. 
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Figure 5. Comparison of Thickened Boundary Layer Wave Number 
Spectra at y/δ = 0.02, 0.50 and 1.02 Measured Using FRP and Hot Film 

Probe. 
 
Wave Number Spectra 
Wave number spectra for 3 positions across the boundary layer at 
Rθ = 27400, measured with the hot film probe and FRP, are 
shown in Figure 5.  The spectra are presented using the quantities 
described in [7, 8].  The spectra for the two probes match closely 
for wave numbers up to approximately 2000 m-1 (~2.5 kHz) after 
which two resonant peaks at approximately 3500 and 3900 m-1 
develop.  The first peak is possibly due to head resonance in a 
torsional mode while the second is attributable to response of the 
sensor combined with the mass of water contained in the probe 
head.  The straight line roll-off of the curve clearly demonstrates 
the effects of damping due to the viscous loss of the water 
contained in the head.  As discussed above the typical frequency 
range of interest in the cavitation tunnel does not exceed 2 kHz 
which is well within the normal response range of the FRP.  The 
attenuation at high frequencies probably explained the slight 
reduction in turbulence intensity measured by the FRP compared 
to the hot film data. 
 
 

Conclusions 
The present investigation has demonstrated the use of a prototype 
FRP for use in a cavitation tunnel.  Streamwise velocity and 
turbulence measured with the FRP compare well with those 
measured with a Pitot tube and a hot film probe in a thickened 
turbulent boundary layer.  The FRP exhibited resonance 
phenomena due to possible probe head vibration and mass 
oscillation of the water contained within the head combined with 
sensor diaphragm flexibility.  The occurrence of damping beyond 
the resonance peak due to viscous losses associated with the 
movement of the water contained within the probe head was also 
discernable.  A useful frequency response up to 2.5kHz in water 
was demonstrated without any frequency compensation for 
pressure tube response.  This is an order of magnitude 
improvement over the performance of hydrodynamic probes 
reported in [1] and also exceeds the performance of frequency 
compensated aerodynamic probes reported in [6]. 
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Abstract

A collocation technique is applied to the equations governing
the linear stability of the anabatic layer on an evenly heated
vertical wall in a stratified fluid. Marginal stability curves and
critical heat fluxes are obtained for Prandtl numbers from 0 to
1000. As in other cases of vertical natural convection, two
kinds of instability are observed, depending on the Prandtl num-
ber: at lower Prandtl numbers, the modes are short slow waves
and the critical parameter is roughly proportional to the local
Reynolds number, whereas at higher Prandtl numbers, the criti-
cal Reynolds number decreases rapidly and the waves are longer
and faster.

Introduction

One of the simplest solutions of the Oberbeck [14] equations
of natural convection was discovered by Prandtl [15, pp. 422–
425]. It describes the flow parallel to a vertical (or inclined)
plane held at a constant temperature difference above the neigh-
bouring stratified fluid. The linear stability of this flow has been
studied by Gill & Davey [7].

A more realistic boundary condition, however, is that of a uni-
form heat flux at the wall. Since Prandtl’s [15] base solution is
independent of height, it also applies in this case. The flow may
be realized in a cavity with evenly heated and cooled vertical
walls [9], and its mass transfer-analogue occurs in electrochem-
ical cells [6]. The stability properties differ, however, due to the
replacement of the Dirichlet condition,θ(0) = 0, on the ther-
mal perturbation with a Neumann one,θ′(0) = 0. The authors
have recently investigated the linear stability of this modified
problem for Prandtl numberσ = 7 [11], and shown that both
the critical Reynolds number and the form of the critical distur-
bance agree with direct numerical simulations. The present pa-
per extends the linear stability results to the range0 6 σ 6 103.

Mathematical formulation

Let thex-axis be normal to the wall and they-axis vertical. De-
note the fluid properties byν, α, andβ for the coefficients of
kinematic viscosity, thermometric conductivity, and thermal ex-
pansion, respectively. Denote the normal temperature gradient
at the wall byΓw, the far-field stratification byΓs, and the grav-
itational field strength byg. Then if

δ =
(

4αν
gβΓs

)1/4

(1)

U = Γw

(
4gβ

ν

)1/4(
α
Γs

)3/4

=
2αΓw

Γsδ
(2)

∆T = Γwδ (3)

are the scales for length, speed, and temperature [7, 11], the
governing parameters are the Prandtl number,σ = ν/α and the
Reynolds number

R=
Uδ
ν

=
2Γw

Γsσ
, (4)

and the Oberbeck equations governing the evolution of the ve-

locity u, pressurep, and temperatureT in time t are

R

(
∂
∂t

+u ·∇
)

u = −R∇p+ ∇2u +2Têy (5)

Rσ
(

∂
∂t

+u ·∇
)

T = ∇2T, (6)

subject to the velocity vanishing at the wall

u = 0 (x = 0), (7)

the wall heat flux being specified

∂T
∂x

=−1 (x = 0), (8)

and general decay far from the wall

|u|,
(

T− 2y
Rσ

)
∼ 0 (x→ ∞). (9)

The system (5)–(9) admits Prandtl’s [15, 7, 11] steady one-
dimensional solutionu = V(x)êy, T = Θ(x)+ 2y/Rσ where

V(x) = e−x sinx (10)

Θ(x) = e−x cosx. (11)

The stability of small plane perturbations with streamwise
wavenumberκ and wave speedc of the form

δu = ℜêz×∇ψ(x)eiκ(y−ct) (12)

δT = ℜθ(x)eiκ(y−ct) (13)

are governed by [7]

[E2 + iκR{(V−c)E +V ′′}]ψ +2Dθ = 0 (14)[
2D− iκRσΘ′

]
ψ +[E + iκRσ(V−c)]θ = 0, (15)

subject to

ψ(0) = ψ′(0) = θ′(0) = ψ(∞) = θ(∞) = 0, (16)

whereD = d/dx andE = κ2−D2. For the temporal linear sta-
bility problem,κ is taken as real,ψ andθ are the eigenvectors,
andc is the complex eigenvalue.

Discretization and solution procedure

As in the previous study [11], (14)–(15) were discretized using
orthogonal collocation based on weighted generalized Laguerre
functions, the algebraic generalized eigenvalue problem(L−
cM)q = 0 converted to standard form as(M−1L−c)q = 0, and
solved by the QR algorithm. The flow is regarded as unstable
at a givenσ, R, andκ if any part of thec-spectrum lies in the
upper-half complex plane.

This approach needed modification atσ = 0, however, since
thenc disappears from (15); i.e. the ‘mass matrix’M becomes



singular, prohibiting the usual conversion to standard form. In-
stead, we used a shift-and-invert technique [1, 12] with the shift
taken near the critical complex wave speed found for small but
finite Prandtl numbers. The zero Prandtl number limit for this
problem differs from that for the isothermal slot [3], since there
the ψ-perturbation equation (14) becomes uncoupled from the
θ-equation (15); the reason is that the length scale there is fixed
by the slot width, but here (1) depends onα.

A Reynolds number close to both a value ofR for which the flow
is stable and one for which it is unstable is amarginalReynolds
number for thatσ andκ; the locus of marginal Reynolds num-
bers andκ is thestability margin. Margins for variousσ were
traced using our adaptive skirting algorithm [10].

The least marginal Reynolds number for a givenκ andσ is the
critical Reynolds number for thatσ number. After roughly lo-
cating the turning points of the margins, the critical Reynolds
numbers were found by Golden Section search [8, p. 37].

The method convergences exponentially (as is to be expected
from an orthogonal collocation method) for number of colloca-
tion pointsn up to about 60; for highern, a levelling-off occurs,
probably due to the high condition number of the differentia-
tion matrices. This is illustrated in figure 1, which shows the
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Figure 1: Convergence of the collocation method with bisection
for the marginal Reynolds number atσ = 7 andκ = 0.4612.

absolute relative error in the marginal Reynolds number com-
puted forσ = 7 and κ = 0.4612 (taking the true value to be
R= 8.581336650as assessed from all data at10< n< 100).

Another check on the method and code was made by reproduc-
ing Gill & Davey’s results [7] for the critical Reynolds num-
bers with the fixed temperature boundary condition; i.e. they
assumedT(0) = 1 in place of (8), and so replacedθ′(0) = 0 in
(16) with θ(0) = 0. Their results, originally obtained with a fi-
nite difference shooting method, were found to be correct to the
stated accuracy of three significant figures.

All computations were programmed in Octave [5] and executed
on a heterogeneous openMosix cluster. Computations at each
Prandtl number were performed serially, but several such pro-
grams were executed simultaneously.

Results

The variation of critical Reynolds number with Prandtl number
is plotted in figure 2 and some critical modes in figure 3.

At σ = 0 the marginal stability curve is simple (figure 4a) but
by σ = 0.1 a second lobe, representing a second mode of in-
stability, appears at small wavenumbers (figure 4b). The crit-
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Figure 3: Isotherms (left) and stream-lines (right) of the critical
mode forσ = 0,0.1,0.7,7, and100 (rows, downward), drawn
over0 6 x< 16and−π/κc < y< π/κc.
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Figure 4: Marginal stability curves:σ = (a) 0, (b) 0.1, (c)
0.2163, (d) 0.7, (e) 7.

ical Reynolds number decreases with increasingσ, reaching a
minimum of about 130 nearσ = 0.12, then increases again (fig-
ure 2). The critical Reynolds number of the second mode de-
creases faster with increasing Prandtl number, and there is a
cusp in the critical curve atRc = 133nearσ = 0.2163at which
the second mode passes the first (figures 2, 4c). Thereafter,Rc
enters a steep decline which continues up to the highest Prandtl
numbers investigated (σ = 103).

Discussion

The phenomenon of the low Prandtl number mode of instabil-
ity giving way to one with longer wavelength and greater speed
(see figure 5) also occurs in the linear stability of convection in
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Figure 5: Critical wave numbers (above) and wave speeds (be-
low, also showing the maximum speed of the base flow). The
dashed vertical line marksκ = 0.2163.

a vertical slot [4, 12], in a stratified vertical slot [2], in the fixed-
temperature-excess plate problem [7], and for a hot isothermal
plate in a cold isothermal fluid [13]. Here, however, the tran-
sition occurs at quite a low Prandtl number:σ ≈ 0.216; cf.
σ = 12.454for the slot [12] and somewhere in0.4< σ < 0.72
for the fixed-temperature-excess plate [7]. Roughly speaking,
we suspect this is because the Neumann condition on the tem-
perature perturbation is less restricting to the ‘thermal’ mode.
We call the first and second modes ‘hydrodynamic’ and ‘ther-
mal’ since the first sets in at roughly a constant boundary layer
Reynolds number, while the latter is strongly dependent on the
Prandtl number.

In order to investigate the effect of the thermal boundary condi-
tion on the stability of the anabatic layer, our critical Reynolds
numbers are compared with those of Gill & Davey [7] in
figure 6. It is evident that the low Prandtl number (σ <
0.2163) critical mode is slightly stabilized by the change to the
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Figure 6: Comparison of critical Reynolds numbers for the lin-
ear stability of a vertical anabatic layer for heat flux (present
work, curve) and temperature (Gill & Davey [7], points joined
by line segments) thermal boundary conditions.

flux boundary condition, though at moderate Prandtl numbers
(0.2163< σ<∼ 101–102) the base flow is destabilized with re-
spect to the ‘thermal’ mode by the change: the critical Reynolds
numbers at large Prandtl numbers are less, and this mode be-
comes the critical one at a lower Prandtl number. At large
Prandtl numbers, the difference disappears; e.g. Gill & Davey’s
Rc = 1.70atσ = 100, which coincides with the figure in table 1.
This is because the hot and cold spots in the critical modes are
increasingly localized, away from the wall and near the maxi-
mum of the base velocity profile; both the value and gradient of
the temperature perturbation are small near the wall so the two
boundary conditions are equivalent. This may be seen by com-
paring Gill & Davey’s figure 11 with the lower isotherm plots
in our figure 3.

Conclusions

The specially developed collocation method based on general-
ized Laguerre functions provides accurate solutions to the linear
stability equations for this flow with modest computational re-
quirements.

Like other vertical natural convection flows, the anabatic layer
on an evenly heated wall in a stratified fluid has two different
critical modes, depending on the Prandtl number.

The present flow system is particularly suitable for linear sta-
bility studies, since, unlike the boundary layer in an isothermal
fluid, it has a parallel base flow; unlike the unstratified slot, it
has boundary layer behaviour in the base solution; and com-
pared to the stratified slot, it depends on only two parameters
rather than three.

For future reference, some selected critical values are listed in
table 1.
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Abstract 
The flow structure within a two-dimensional spherical 
cavity on a flat plate has been studied numerically. A 
verification analysis of the grid spacing has been 
conducted; and a validation of the turbulence schemes has 
been performed by comparing with experimental results 
obtained using flow visualisation techniques. 
 
Nomenclature 
δ depth of the cavity 
D effective diameter of the cavity 
Re Reynolds Number 
T.I. Turbulence Intensity 
 
Introduction 
The application of spherical cavity wells to enhance heat 
transfer by turbulent mixing of the boundary layer has 
been investigated both numerically [2, 4] and 
experimentally [1, 6].  The benefits of using spherical 
cavity wells, as opposed to more conventional techniques 
e.g. vortex generators, comes from the improved 
hydrodynamic characteristics which result from the 
reduced drag since the cavities do not protrude into the 
boundary layer. 
 
Previous work [1-7] focused primarily on the benefits to 
heat transfer by using an array of such cavities. Several 
main findings were consistent among the literature: 
 
•  Flow separation exists within a cavity of δ/D > 0.2 
•  A vortex leaving the cavity pushes oncoming external 

flow away from the cavity 
•  Rounding the edges of the cavity reduced hydraulic 

friction. 
An inconsistency was reported by [3], which refers to the 
limited understanding of the detailed structural 
characteristics of the vortices shed from the cavities. A 
detailed verification and validation analyses on the work 
conducted may lead to a better understanding of this. 
 
In this paper, two major factors affecting numerical results, 
namely grid spacing and turbulence modelling are 
considered. Numerical simulations are conducted using the 
commercially available CFD package Fluent 6.1.22. A 
simplified two-dimensional representation of the cavity 
will be used as a preliminary step, with the aim of building 
on this knowledge to a three dimensional representation. 

 
Flow Structure Characteristics 
A region of flow recirculation exists for cavities with 
δ/D>0.22.  For the most part the centre of this recirculation 
exists (at approximately 0.5δ) below the surface within 
which the cavity sits and towards the upstream face of the 
cavity, as shown in figure 1.  For the problem studied 
Reynolds number is in the order of 3.0x103 with respect to 
the cavity diameter (D). 
 
The location of this recirculation zone is largely dependent 
on Reynolds number. As Re is increased to the values near 
3.0x105, the recirculation zone moves closer to the free 
surface but does not protrude above the free surface and 
shifts towards the downstream face of the cavity. 
 
There exists a point at which the flow separates from the 
cavity which is reasonably consistent for the range of 
Reynolds number solved (2.7x103 to 3.0x105). For the 
most part this coincides with the point at which the edge 
radius and the upstream face of the cavity become tangent. 
 
As the edge radius decreases this clearly impacts on the 
flow separation point by bringing it closer to the surface 
within which the cavity is located. This affects the flow 
structure within the cavity as the flow recirculation zone 
and the flow separation point are heavily linked,  therefore 
is within the wake of the flow separation that the 
recirculation zone exists. 
 
 

 
Figure 1 Velocity Streamline plot of the flow within the cavity δ/D=0.22  
Re = 2.7x103 κ-ε realisable turbulence model at T.I. 10%. 

 



 

  
Figure 2 Stream function plot of the flow in the cavity δ/D=0.22  
Re = 2.7x103 for grid spacing 0.1 mm κ-ε realisable turbulence model at 
T.I. 10%. 
 
Grid Spacing within the Cavity 
Initial steps were taken to ensure the accurate modelling of 
the flow within the cavity; this focused on how fine the 
grid spacing within the cavity should be. 
 
Five different grid spacings were used within the cavity  
(4 mm in diameter and 1 mm in depth): 0.02 mm, 
0.04 mm, 0.06 mm, 0.08 mm and 0.1 mm.  This 
corresponded to 192 064, 107 996, 71 571, 49 276 and 
45 958 elements respectively throughout the domain 
(measuring 50 mm x 244 mm). 
 
Changing the grid spacing along the face of the cavity 
yielded some interesting results; the first of which was that 
for the coarsest spacing (0.1 mm) there was no presence of 
any flow recirculation within the cavity, see figure 2.  As 
the grid spacing was further refined to 0.08 mm, this 
yielded a stalled region of flow within the upstream face of 
the cavity.  From 0.06 mm to 0.02 mm the flow 
recirculation clearly exists, however as there are more cells 
located within the cavity the centre of the flow 
recirculation migrates towards the central part of the 
cavity, see figure 3. The change in location and size of the 
recirculation zone did not vary greatly between the 
0.04mm and 0.02mm cases, thus it was concluded that 
sufficient grid convergence was achieved. 
 
The intensity of the recirculation increases for finer grids, 
as the recirculation region becomes clearly defined and the 
flow that travels back up the upstream face of the cavity is 
accelerated locally compared to the coarser grids. 
 
Investigation of the static pressure profile within the cavity 
shows that for the coarsest grid spacing, there is a larger 
region of positive pressure that covers most of the surface 
of the cavity and extends out of the cavity. As the grid 
spacing is refined, the size of the high static pressure 
region retracts to where there is only a localised region on 
the downstream face of the cavity where the edge radius 
and the cavity are tangent. 
 

 

 

Figure 3 Stream function plot of the flow in the cavity δ/D=0.22  
Re = 2.7x103 for grid spacing 0.02mm κ-ε realisable turbulence model at 
T.I. 10%. 
 
 
Not only does the size of the high static pressure region 
retract but the strength of it increases (from 2.61 Pa to 
5.7 Pa).  This mirrors the increase in recirculation strength 
due to local flow acceleration as the grid spacing becomes 
finer. 
 
Turbulence Modelling 
Considering the complex flow structure and the low level 
of mass transfer within the cavity, a turbulence model 
validation analysis was conducted using the commonly 
available turbulence models, namely κ-ε Realisable, RNG 
κ-ε and Reynolds stress. This was to ensure that when 
validating the results with those obtained experimentally 
the most correct model would be used. 
 
A cavity of δ/D = 0.5 was chosen both in the experiments 
and computational analysis due to ease of manufacture, 
and also because the flow separation and recirculation 
zones would be more pronounced for lower experimental 
Re numbers (as a smoke will be used for visualisation in 
this initial study). 
 
κ-ε Realisable 
Ranges of turbulence intensity (T.I.) levels were used, 
from 5% to 20% in 5% intervals (Re = 8.2 x 102). The 
results showed no discernable change in the location of the 
centre of the flow recirculation zone for all turbulence 
intensity values. 
 
The location of this centre was approximately 0.36δ and 
0.6D for the height as a percentage of cavity depth from 
the free surface and the longitudinal placement as a 
percentage of the cavity diameter from the upstream edge 
point tangent to the free surface, see figure 4. 
 
With a change in Re = 2.9 x 104 for T.I. = 10% the centre 
of recirculation zone migrated to 0.38δ and 0.57D, that is 
to say it shifted down and towards the upstream face. 



 

 
 

 
Figure 4 Stream function plot of the cavity δ/D = 0.5 Re = 8.2 x 102  
κ-ε realisable turbulence model at T.I. 10%. 
 
κ-ε RNG 
A 10% turbulence intensity level was used to compare it to 
the same T.I. 10% for the κ-ε realisable model as a 
conservative compensation for the turbulence in the wind 
tunnel was used. The result exhibited a fairly similar 
solution to the K- ε realisable 10% T.I. 
 
The centre of flow recirculation existed at 0.43δ and 0.6D 
from the same point, that is to say the recirculation zone 
migrated 0.13δ away from the free surface for the RNG 
T.I. 10% model, but the flow separation point and 
stagnation points remained relatively unchanged. Thus 
there is little difference between κ-ε RNG and Realisable 
κ-ε turbulence models for the flow within a cavity of  
δ/D = 0.5 for low Reynolds Numbers (8.2 x 102). 
 
Reynolds Stress (Re-σ)  
A 10% turbulence intensity level was again used to 
compare with the 10% RNG and 10% Realisable model. 
The results show the recirculation zone at 0.34δ and 
0.40D, which indicates that for the same Re the Reynolds 
stress turbulence model predicted the recirculation zone to 
be slightly higher and significantly further towards the 
upstream face of the cavity compared with the with κ-ε 
realisable and κ-ε RNG models, which gave fairly similar 
results. These solutions must now be validated with 
experimental results. 
 
Experimentation 
Initial experimentation was centred on flow visualisation 
techniques to validate the numerical models.  The 
information to be retrieved included the flow structure and 
location of the recirculation position. Also there was 
additional task to determine if the centre of rotation was 
changing  a position within the cavity with time. 
 
For the experimentation an existing wind tunnel was used, 
which was of open circuit, closed test section design (see 
figure 5).  The tunnel was made from Perspex to allow the 
laser sheet to pass into the test section.  

 
Figure 5 Experimental set-up, showing laser line generator on arm and 
channel for the two-dimensional cavity 
 
A 25mW JDS ‘Uniphase’ Model 1145 He-Ne laser was 
used to generate the laser sheet and a Sony DSC-V1 digital 
camera used to capture the pictures. A digital manometer 
was used to determine the free stream velocity in the 
tunnel. For visualisation a Le Maitre G100 smoke 
generator was used to seed the tunnel. 
 
The test piece consisted of a channel running across the 
tunnel. A dimple depth to effective dimple diameter ratio 
of δ/D = 0.5 was chosen due to the ease of manufacture 
and the visualisation benefits resulting from the more 
pronounced flow recirculation. The image in figure 6 
shows the instance at which the recirculation zone forms 
within the cavity. 
 
Several observations were made: 
•  The recirculation zone took quite a while to develop, as 

the momentum within the cavity is quite small. 
•  The recirculation zone did slightly reciprocate around 

itself. 
•  The interaction of the fluid ejecting from the rear of the 

cavity and the boundary layer on the surface (within 
which it sits) caused an oscillation within the boundary 
layer even at low Re. 

•  Once the smoke developed in the cavity it remained 
locally for several minutes without the introduction of 
additional smoke. 

 

 
Figure 6 Flow visualisation within cavity δ/D = 0.5 Re = 8.2 x 102. 



 

 
Turbulence 

model 
∆δ with respect 
to experiments 

∆D with respect 
to experiments 

Realisable 5% +0.05 +0.03 
Realisable 10% +0.05 +0.03 
Realisable 15% +0.05 +0.03 
Realisable 20% +0.05 +0.03 
RNG 10% -0.12 -0.03 
Re-σ +0.03 -0.14 

Table 1 Change in the position of recirculation centre with respect 
to experimental result. 
 
 
The recirculation zone of the experiment and the numerical 
result are overall fairly consistent with each other. For the 
K-ε Realisable turbulence model the results were the most 
consistent with the experimental result with the deviation 
in  the recirculation centre shown in Table 1. 
 
Conclusions 

The flow structure within a two-dimensional spherical 
cavity on a flat plate has been studied numerically.  A two-
dimensional configuration was used to develop a 
consistent turbulence model and ensure that sufficient grid 
spacing for the three-dimensional case is used.  Vortex 
shedding was not observed, possibly due to a two-
dimensional nature of the experiment. However the 
oscillation of the flow exiting the ‘two-dimensional’ cavity 
may cause a similar phenomenon three-dimensionally. 
 
The stability of the flow within the cavity over time 
suggests that the assumption of a steady state analysis (for 
such low Reynolds numbers) is appropriate. Although an 
unsteady solution was obtained, it was observed that once 
the recirculation zone had formed off the upstream edge of 
the cavity it stabilised to a position consistent with the 
steady-state case. 
 
The grid spacing has a significant effect on the flow 
structure within the cavity, as seen in figures 2 and 3. 
There need not be too much refinement in the grid for flow 
recirculation to exist, from meshed edge length 0.1mm to 
0.8mm a recirculation zone was established, and the 
overall flow field within the cavity was approximate to the 
finer spaced grids, albeit the static pressure profile and 
recirculation centre changed. For accuracy in modelling 
the flow within the cavity this requires fairly strong 
computing power, especially as the simulation progresses 
from two-dimensional to three-dimensional cases. 
 
The turbulence model validation suggests that a κ-ε 
realisable scheme is the most consistent to the 
experimental situation. The turbulence intensity levels did 
not have too much of an effect within the numerical cases, 
although more accurate modelling of the turbulence levels 
within the tunnel may yield a more accurate representation 
of the recirculation centre for the numerical solution. 
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Abstract 

This paper reports an experimental investigation of the near-field 

mixing characteristics of two single air/air turbulent jets issuing, 

respectively, from a notched-rectangular orifice and a circular 

orifice with identical opening areas. Planar particle image 

velocimetry (PIV) was used for measurements of the velocity 

field. Present experiments for the two jets were conducted under 

the same nominal conditions with the exit Reynolds number of 

72,000.  

 

Consistent with previous investigations of other noncircular jets, 

the notched jet is found to have an overall superior mixing 

capability over the circular counterpart. Immediately downstream 

of the nozzle exit, it entrains, and then mixes with, the 

surroundings at a higher rate. This jet has a shorter potential core 

and higher rates of decay and spread than the circular jet. The 

phenomenon of axis switching is also found to occur in this jet. 

 

Introduction  

Extensive research into noncircular jets has been performed in 

the past two decades or so (e.g., [1-21]), largely due to their 

potential to entrain ambient fluid more effectively than 

comparable circular jets. The superior mixing capability of such 

jets is experimentally related either to the non-uniform curvature 

of their initial perimeter, relative to the evenness for the circular 

configuration, or to the instabilities produced by the initial 

perimeter’s sharp corners through the asymmetric distribution of 

pressure and mean flow field [3]. Both phenomena are deduced 

to accelerate three-dimensionality of the jet structures, therefore 

causing greater entraining and mixing. For elliptic and 

rectangular jets, azimuthal curvature variation of initial vortical 

structures produces non-uniform self-induction and three-

dimensional structures. As a result, these flows spread more 

rapidly in the minor axis plane than in the major axis plane, 

causing ‘axis switching’ at a certain distance from the nozzle exit 

(e.g., [3,21]). For corner-containing configurations, the corners 

promote the formation of fine-scale turbulence and thus enhance 

fine-scale mixing [4,9]. The above experimental results have also 

been demonstrated in a number of numerical simulations (e.g. 

[1,2,12]). The review of Gutmark and Grinstein [3] summarizes 

both experimental and numerical studies in the context of 

noncircular jets. 

 

Note however that previous investigations on noncircular jets, 

e.g.[1-22], have focussed predominantly on elliptical, rectangular 

(including square), and triangular configurations. Few detailed 

measurements and simulations have been performed for other 

shapes. Although Mi et al. [11] provided hot-wire measurements 

in nine different-shaped jets, their data were limited only to the 

centreline mean and rms of the axial velocity.  

 

The present study carried out planar PIV measurements of two 

single jets issuing respectively from a circular and a four-notched 

rectangular orifice, with the same opening area (A) and thus an 

identical equivalent diameter De [≡ 2(Aπ
-1)1/2] of approximately 

12 mm (Fig. 1). The aspect ratio (AR) of the notched orifice, i.e., 

the ratio of the long to short axes of symmetry of the orifice 

cross-section, is AR = 1.5. The main objective of the present 

report is to compare the mean flow fields of the two jets to 

identify their similarity and difference.  

 

Experimental details 
The PIV experiments were conducted at the Laser Laboratory of 

Turbulence, Energy & Combustion Group, The University of 

Adelaide. Fig. 2 shows schematically the experimental set-up. A 

compressor with an operating pressure of up to 650 kPa supplied 

conditioned air to the test rig.  The two orifice plates (Fig. 1) 

were separately attached to the vertical tube of 25.4 mm i.d. and 

1000 mm in length. The flow rate through the tube, which was 

used to calculate the jet exit bulk velocity and Reynolds number, 

was obtained by a flow meter. Good axisymmetry of the tube 

flow immediately upstream of each office plate attached was 

achieved since nearly identical and symmetric radial profiles of 

the mean velocity at the tube exit for different orientations (not 

presented here) were found. The tube flow at the exit was not 

fully developed so that its mean velocity profile did not follow 

the one-seventh power-law as for the fully-developed pipe flow. 

The axial turbulence intensity was about 3% at the centre and up 

to 26% near the tube edge. Both jets were measured at the same 

nominal Reynolds number of Re = 72,000, where Re ≡ UeDe/ν, 

12 10 

3  3  3  

3  
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(a)  (b)  

Fig. 1. Present orifice shapes and dimensions (mm). (a) Circle: De = 
Dh = 12 mm, De/Dh = 1 and AR = 1; (b) Notched-rectangle: De = 12 

mm, Dh = 9.12 mm, De/Dh = 1.32 and AR = 1.5.  

3  

Fig. 2. Experimental set-up of the PIV system. 



 

with Ue being the exit bulk velocity, De the exit equivalent 

diameter and ν the kinematic viscosity of fluid. 

 

The air jet flows were seeded with small olive oil droplets, with a 

mean diameter of about 1 µm, generated by a Laskin nozzle 

particle generator. This type of seeding follows the bulk flow 

well and is suitable for the present velocity range [16].  The 

droplets from the generator were divided into two streams, one 

used for seeding the core jet flow and the other through a plastic 

tube coil with fine holes upwards for seeding ambient air with 

very low ejecting speed (< 1% Ue). The whole rig was positioned 

under an extraction hood and was further surrounded by a curtain 

of black cloth to reduce the effects of room draughts and stray 

laser scattering. 

 

PIV measurements were realised by a Quantel Brilliant Twins 

double-head Nd:YAG laser at a frequency of 10 Hz and power of 

250 mJ per pulse at λ = 532 nm. This laser is specially designed 

for PIV applications, each of the laser heads being independently 

triggerable. The temporal separation between laser pulses was 

adjusted from 10 to 40 µs, depending on the flow-field. The 

camera is a MegaPlus ES1.0 PIV camera operated in triggered 

double exposure mode. The CCD in this camera is 1008 pixels 

wide by 1018 pixels high. The collection optics comprised a 

Nikon ED 70-300 m (set to 110 mm) telephoto lens coupled to 

the camera C-mount with an adapter. The aperture was fully 

opened (f # = 4). The imaging region was 100 mm by 100 mm, 

each pixel corresponding to 10 µm. Data were collected from the 

camera at 20 Hz into a memory buffer on the data storage 

computer. At the end of a run, the entire dataset of PIV image 

pairs were saved to hard disk for later processing. 

 

The time delay between laser pulses was selected so that the 

interrogation region could be set to 32 by 32 pixels, with a 50% 

offset. This resulted in an effective resolution for the velocity 

measurements of 3 mm. The resulting vector field is comprised 

of FIL by FIL vectors. A 2-pass Hart correlation algorithm was 

used to correlate the two image pairs. The correlation image 

scanned for peaks using a centroid-hunting algorithm on a 

roaming 3x3 pixel mask. This gives sub-pixel accuracy for the 

determined velocity. Outliers (erroneous vectors) were detected 

by comparison to the neighbourhood average. Outliers were 

replaced by a suitable, alternative correlation peak where 

possible, and were otherwise replaced by interpolation from valid 

neighbouring vectors. This is only recommended when outlying 

vectors occur only infrequently within any given vector field. 

 

Mean vector fields were found from an ensemble of 520 vector 

fields for each condition. Downstream measurements of the flow 

were made by axially translating the nozzle relative to the camera 

and laser sheet. 

 

Results and discussion 
Figures 3(a) and 3(b) show the mean velocity (<U>/Ue) contours 

and mean streamlines in the two symmetric (i.e., xy and xz) 

planes of the notched jet, respectively, while those results 

obtained from the central plane of the circular jet are presented in 

Fig. 3(c) for comparison. We also present the mean vorticity 

contours in Fig. 4. The measurement area shown here is in the 

near-field region at 0.4 ≤ x/De ≤ 8.2.  For the notched jet, the xy 

and xz planes are the minor and major axis planes as indicated on 

the plot.  

 

Comparison of Figs. 3(a)-(c) and 4(a)-(c) suggests significant 

differences in the mean flow field between the two jets. 

Apparently, the core (bounded with yellow contours) of the mean 

notched jet initially contracts over a short distance x ≤ 1.0De in 

the minor axis (xy) plane while simultaneously it spreads out in 

the major axis (xz) plane. Interestingly, in the minor axis plane, 

the jet ‘edge’ spreads very rapidly over the region 0.5 < x/De < 2; 

further downstream, the spreading speed slows down but still 

remains high relative to the circular case (Fig. 3(a)). In the major 
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Fig. 3. Mean velocity contours and streamlines. (a) notched jet in the xy plane; (b) notched jet in the xz plane; (c) circular jet. 
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axis plane, however, the notched core jet contracts slowly from 

x/De ≈ 1.0 to x/De ≈ 6.0 and starts to spread further downstream. 

By comparison, the circular jet spreads out all the way in all 

lateral directions, yet with a relatively low rate. Moreover, as 

indicated by red to yellow colour scales in Figs. 3(a)-(c), the 

mean velocity of the notched jet decreases with x at a higher rate 

than that of the circular jet. It is hence clear that overall the 

notched jet spreads and decays more rapidly than does the 

circular jet. This implies that it entrains (and then mixes) ambient 

fluid at a higher rate. This is consistent with previous 

observations for other noncircular jets [3-9].  

 

The above conclusion is made based only on the measurements in 

the xy and xz planes rather than for the entire field of the notched 

jet. However, further support for this deduction can be derived 

from the streamwise variations of the normalized centreline 

velocity, Uc / Um, and half-velocity widths (y1/2 and z1/2), shown in 

Figs. 5 and 6. Here, Um is the maximum of Uc(x) occurring near 

to the orifice exit; the half-velocity width is the lateral distance 

from the jet axis to a location at which the mean velocity <U> is 

half the centreline mean velocity Uc, i.e., <U> = Uc/2. The data 

reported in Figs. 5 and 6 were extracted from the PIV 

measurements over the range 0.4 ≤ x/De < 17.  For comparison 

with previous work, the hot-wire data of Uc / Um of Mi et al. [11], 

Re ≈ 15000, and Quinn [15], Re ≈ 200000, for a circular orifice 

jet are also included in Fig. 5. It is interesting to note that the 

present data for the circular jet agree very well with [11] while 

Quinn’s data differ quite significantly at x/De < 12. The 

difference between the present results and those of [15] is likely 

associated with very distinct upstream flow configurations used 

in the two studies. While the present study utilized an industry-

type pipe, without conditioning, to supply compressed airflow to 

the orifice, Quinn adopted a conventional jet facility, which has a 

large settling chamber fitted with honey-comb and mesh-wire 

screens and a three-dimensional contraction, to achieve a low-

turbulence-intensity uniform flow upstream of the orifice. 
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Fig. 4. Mean vorticity contours. (a) Ωz in the xy plane, notched jet; (b) Ωy in the xz plane, notched jet; (c) Ωz, circular jet. 
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The centreline velocity decreases more rapidly with axial 

distance (Fig. 6), while the half-velocity equivalent radius, R1/2 = 

(y1/2 z1/2)
1/2, spreads faster (Fig. 7), in the notched jet than in the 

circular jet. (Note that R1/2 was adopted by Hussain and Husain 

[7] for elliptic jets.) Consistently, the potential core is shorter for 

the former, with length of Lpc ≈ 2.2De, relative to Lpc ≈ 3.5De for 

the latter. Figure 6 also demonstrates that for the notched jet the 

half-width in the minor axis plane, y1/2, develops from being 

initially smaller than that in the major axis plane, z1/2, to 

exceeding the latter, i.e., y1/2 > z1/2, at x ≈ 3.15De. That is, there is 

axis-switching occurring in the notched jet with AR = 1.5, similar 

to rectangular jets initially with or without disturbance of tabs 

[21].  

 

Figure 7 shows the centreline Reynolds normal stresses, <u2> and 

<v2>, of the two jets, where u and v represent the axial and lateral 

components of the fluctuating velocity. Also reported are the 

centreline distributions (kc, dashed lines) of the turbulence kinetic 

energy k = (<u2>+<v2>+<w2>)/2 and the streamwise variations of 

the averaged k over the cross-section (kav, solid lines). Note that 

kav was obtained in the xy and xz planes for the notched jet while 

for the circular case it was estimated from the central plane. As 

expected, the magnitude of <u2> is much greater than that of 

<v2> in both jets. In the near field, as x increases, both <u2> and 

<v2> increases. This increase results from the high production of 

turbulence in the shear layers; the turbulence is then diffused 

from the shear layers to the jet centreline. For the notched jet, 

<u2> and <v2> peak at x/De ≈ 5.5 and 7.5, respectively, while the 

corresponding peaks occur at x/De ≈ 7 and 8.5 for the circular 

counterpart. Consequently, the kinetic energy kc peaks nearly at 

the same location as <u2> in both jets.  

 

One important finding extracted from Fig. 7 is that the averaged 

kinetic energy kav evolves very distinctly in the two jets. This 

reflects a significant difference in their mixing mechanisms. 

Clearly, kav grows much faster until x/De ≈ 3 in the notched jet 

than in the circular counterpart, indicating that, in the very near 

region, the former jet mixes far more intensively with its 

surroundings. The stronger mixing is accompanied by a faster 

spreading of the mean velocity field, Fig. 3, and thus a shorter 

potential core region, Fig. 4. The overall kinetic energy kav turns 

to decrease from x/De ≈ 3 in the notched jet and much farther 

downstream from x/De ≈ 6.5 in the circular jet. This is because 

large-scale coherent structures formed in the former are more 

three-dimensional in more complex flow patterns and have 

stronger interactions with each other and the ambient flow, thus 

breaking down faster. As a result, k is dissipated more rapidly in 

this jet. It follows that, downstream of x/De = 5-6, k is higher in 

the circular than notched jet.  

 
Conclusions 
In this study we carried out planar PIV measurements of two 

single jets issuing respectively from a circular and a notched 

rectangular orifice with same opening areas. Comparison has 

been made between the near-field mixing characteristics of the 

two jets. It has been found that, in general, the notched jet 

entrains the ambient fluid at a higher rate than does the circular 

counterpart. Specifically, the former jet both decays and spreads 

faster, yielding a shorter potential core. Immediately downstream 

from the nozzle exit (x < 3.0De), it mixes the surroundings much 

faster and, hence, the cross-sectional averaged kinetic energy 

grows far more rapidly relative to the circular case. In addition, 

the phenomenon of axis switching occurs (at x ≈ 3.15De) in the 

notched jet.  
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Fig. 7.  Centreline distributions of the normal stresses (<u2>, <v2>) 

and turbulence kinetic energy (kc). 
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Abstract 
 
An experimental study that examines spatial resolution effects on 
the measured streamwise velocity component is presented. 
Normal hot-wire measurements for mean flow velocity profiles, 
streamwise turbulence intensity profiles in addition to their 
respective spectra at different levels within the turbulent 
boundary layers will be presented. Measurements were carried 
out at Reynolds number based on momentum thickness, Rθ= 
20,000. Matching the same Reynolds number of the flows is 
achieved by varying the measuring station and consequently the 
reference freestream velocity. Wires of non-dimensional lengths 
l+, ranging from 11−54, were used. These measurements show 
that attenuation in hot-wire signals for long wires extend not only 
deep within the boundary layer, but also to the low wavenumber 
part of the spectra. It is conjectured that wires with the same l+, 
will be prone to further attenuation due to the increase of end 
conduction loss with increasing freestream velocity.  
 
Introduction  
 
Hot-wire anemometry is one of the most commonly used 
measuring techniques for turbulence research. The measured 
signal is the spatial average of the signature of eddies moving 
past the wire. Eddies of smaller size than the wire length will not 
correctly contribute to the higher order statistics of the flow. The 
inability to resolve these small eddies, commonly known as 
spatial resolution effects, is relevant to turbulence measurements 
for flows at high Reynolds number and for measurements close 
to solid boundaries. This is a direct result of the reduction in the 
size of the small scale viscous dissipative eddies and the 
anisotropy of the flow.   
The limiting size of eddies in turbulent flows is the  Kolmogoroff 
length scale, η. Within the turbulent wall region of wall-bounded 
flows it can be estimated as η = (ν3κz/Uτ

3)1/4 (see Perry et al. 
[8]). Here z is the wall-normal distance, ν is the kinematic 
viscosity, κ is the Karman constant and Uτ is the friction velocity. 
Ligrani & Bradshaw [6] carried out extensive normal hot-wire 
measurements in a boundary layer flow with Rθ=2620. Near-wall 
measurements with sub-miniature normal hot-wire sensors 
revealed that a wire of length, l+ = l/(ν/Uτ)<20−25 is sufficient to 
yield ‘true’ turbulence intensity measurements to within 4%. 
They suggest that wires with an aspect ratio (length/diameter) of 
approximately 200 will produce a uniform temperature along the 
wire length that will reduce the end conduction effect and 
improve the temporal resolution of the wire. These limits are 
commonly used as a guide for selecting sensors for turbulence 
measurements.  
The effect of the sensor size in turbulence measurements has 
been recently investigated by Hites [5]. Normal hot-wire 

measurements were carried out along a cylindrical model with a 
diameter of 45.7cm and length of 900cm. Different wires with 
diameters ranging from 0.6µm−3.8µm were tested at two 
measuring stations. The first measuring station was located at 
184cm from the tripping device. At this station Rθ varied from 
4100−9720, corresponding to viscous length, ν/Uτ, of 26µm− 
11µm. The second measuring station was 733cm from the 
tripping device with freestream velocity of 28.6m/s, Rθ=19,300 
and ν/Uτ=17µm.  Turbulence intensity profiles measured with 
two different wires, l+=6 and 31, which should not collapse due 
to the large difference in l+, showed complete collapse. This 
implies that a wire length of l+=30 is sufficiently small to resolve 
turbulent flows which is not consistent with the findings of 
Ligrani & Bradshaw [6].   
A new wind tunnel has recently been constructed at the 
University of Melbourne to study turbulent boundary layer flow 
at high Reynolds number.  Attention was given at the design 
stage to produce flows that can be measured and resolved 
adequately. The wind tunnel was built to be “big and slow” and 
the high Reynolds number of the flow which can be achieved, is 
the outcome of having a long development length and relatively 
low freestream velocity.  
Mean flow measurements by Hafez et al. [4], have shown mean 
flow characteristics to be dependent only on Rθ.  Also, the 
velocity defect plots showed self-similar profiles for Rθ>20,000. 
This behaviour is consistent with the calculated Coles’ wake 
factor, which approaches an asymptotic value for large Rθ.  
The main objective of this study is to produce detailed normal 
hot-wire measurements for the streamwise velocity component at 
high Reynolds number. These measurements will include mean 
flow velocity profiles, turbulence intensity profiles for the 
streamwise velocity component and their respective spectra. 
Carrying out these measurements at the same Reynolds number, 
with controlled variation of spatial resolution, will help explain 
the observed discrepancy in recent studies and provide a 
framework for further hot-wire measurements. It can also be used 
to check recently proposed similarity laws for the mean flow, 
Reynolds stresses and spectra.  
 
Apparatus and Techniques 
 
The test facility is an open return blower wind tunnel with a 27m 
working length and a 2m x 1m cross section.  Measurements 
were carried out for boundary layers developing on the tunnel 
floor, which is covered by aluminium plates of 6m x 2m and 
6mm in thickness. The measured surface roughness of these 
plates is 1.5µm (rms).  All boundary layers developing along the 
inner surface of the nozzle were tripped using grade 40 sandpaper 
sheets, of 115mm width, glued on the nozzle inner surface, 
750mm upstream from the exit. Figure 1 shows the main features 
of the test facility.  



 

Measurements were limited to three reference unit Reynolds 
numbers of U∞/ν = 6.48 x105, 1.03 x106 and 1.59 x106 /m, where 
U∞ is the reference free-stream velocity. They corresponding to 
nominal reference freestream velocity of 10m/s, 16m/s and 
24m/s, respectively. Ambient flow conditions were measured 
using a calibrated thermocouple and an electronic barometer.  

 
Figure 1:  Isometric view of wind tunnel. 

 
A nominally zero pressure gradient was maintained along the 
working section. The pressure coefficient Cp, which can be 
written as  

  
2
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U

pC  ,             (1) 

is kept constant along the entire 26m measuring section of the 
tunnel to within ±1%, or better, for the velocity range covered in 
this study.  
The normal single sensor (DANTEC 55P05) is used with a 
constant temperature anemometer system (AN-1003 from AA lab 
systems). Wollaston wires are soldered to the probe and etched to 
give a platinum filament with core diameters of 5.0µm and 
2.5µm, with active lengths of approximately 0.9mm and 0.55mm 
respectively. A static calibration technique, with a third order 
polynomial curve fit, is used to convert the measured 
anemometer output voltage into velocity. The normal hot-wire is 
calibrated against a Pitot-static tube pair, located within the mid 
height of the tunnel and about 5cm apart. A CCD camera fitted 
with a macro lens is used to check that the wire is parallel to the 
wall and to make a first estimate of the distance of the wire from 
the wall. The counted number of pixels between the wire and its 
image on the tunnel surface is converted into distance using a 
conversion ratio from a calibration of the optical system. The 
uncertainty in the wall distance is estimated to be ±5µm.   
Following calibration, the wire is positioned at the first 
measuring point, based on an initial estimate from the optical 
system. The measured mean velocity at that level is used to find a 
more accurate wall distance assuming that the Reichardt [9] 
formulation for the mean velocity profile is valid within the 
viscous sub-layer. No further adjustment is made to the wall 
distance. The validity of the measuring technique is verified by 
comparing the near wall data with other reliable and independent 
data. The friction velocity is obtained using the Clauser chart 
technique, with κ =0.41 and A =5.0, where A is the smooth wall 
constant. 
 Hot-wire signals were sampled on-line with an IBM compatible 
personal computer, using a Microstar 16 bit data acquisition 
board model DAP3000a/21. Turbulence intensity measurements 
were taken in burst of 8000 samples of 200Hz. Four bursts were 
sufficient to obtain converged results to within 1%. The u-spectra 
were measured with calibrated normal wires. The signals were 
sampled at three sampling rates of 500, 5,000 and 50,000Hz and 

low-pass filtered at 200, 2,000 and 20,000Hz respectively, using 
Frequency Devices filter model LP00.  A fast Fourier transform 
algorithm was used to calculate digitally the power spectral 
density of the signal. The three spectra files were then matched, 
joined and smoothed to form a single spectrum file. Taylor’s 
hypothesis of frozen turbulence was used to transform the 
spectral argument from the frequency domain, f, to the wave 
number domain k1, such that 

cU
fk π2

1 =   ,                (2) 

where Uc is the local mean convection velocity, which is assumed 
to be equal to the local mean velocity. The spectra were 
normalized such that 

 ∫
∞

=Φ
0

2
1111 ][ udkk   ,                       (3) 

where Φ11[k1] is the power spectral density per unit stream-wise 
wave-number k1. 
  
Results and Discussion 
 
Preliminary measurements 
 
Preliminary measurements were carried out at low Reynolds 
number to check and validate the current measuring technique 
and instrumentation. The measuring station is located at 1.5m 
downstream the tripping device. The reference freestream 
velocity is 10m/s, which produced a boundary layer of thickness 
δc=38.6mm and Rθ=2600.  The mean flow velocity profile and 
streamwise turbulence intensity profiles, normalised with inner 
flow variables, are shown in figure 2 and compared with the 
LDA data of DeGraaff & Eaton [2] at Rθ=2900. Good agreement 
is observed down to the first measuring point. The difference in 
the mean flow in the outer flow region is related to the slight 
difference in Rθ. The lack of agreement of turbulence intensity 
profiles in the outer flow region is not known. These 
measurements show that the current approach for positioning, 
calibrating and measuring the wall distance for the wires is valid 
and accurate and can be used with confidence at other measuring 
stations. 

 
Figure 2: Comparison between normal hot-wire and LDA at low 
Reynolds number, with inner flow scaling. The vertical-axis label and 
values are shown for turbulence intensity profiles only. Mean flow 
velocity profile values are scaled down by 2. 
 
Mean flow velocity profiles 
 
Measurements for matched Reynolds number were carried out at 
three stations along the symmetry plane of the tunnel. The 



 

Reynolds number, Rθ, for the most downstream station at the 
lowest reference velocity is approximately 20,000. This value is 
kept constant within ±0.7% for the other two measuring stations.  
Mean flow parameters used for scaling the measurements are shown in 
Table 1. 
  

Table 1: Mean flow parameters. 
X (m) 21.7 13.7 8.7 
δc (mm) 335.9 214.9 140.5 
ν/Uτ (µm) 46.8 28.6 18.5 
U∞ (m/s) 10.0 16.0 24.0 
η (µm)* 118.4 72.4 46.8 

l/η 4.2 & 7.6 8.3 & 13.8 12.8 & 21.8 
l+ 10.9 & 19.2 21.1 & 34.9 32.4 & 53.4 

*Estimated value of η at z+=100.  
 
Mean flow velocity profiles, scaled with inner flow variables, are 
shown in figure 3.  Profiles show complete collapse throughout 
the whole layer. The DNS data of Spalart [11], for Rθ=1410 is 
also shown. The agreement is excellent for z+<100, z+≡ z Uτ/ν. 
The difference of approximately 1% between Pitot-static tube 
measurements and hot-wire measurements is acceptable. This 
difference can be reduced by applying a turbulence correction to 
the data collected by the impact pressure probe. This has not been 
done to the Pitot tube data shown in figure 3. The turbulence 
correction is more important for increasing Reynolds number. 
Developing similarity laws without such corrections may lead to 
wrong conclusions. Normal hot-wire data, plotted in the velocity 
defect form show complete collapse throughout the boundary 
layer. This result is consistent with the mean flow measurements 
using Pitot-static tube in the same wind tunnel (see Hafez et al. 
[4]). The velocity defect similarity arguments proposed by 
Castillo et al. [1] are not supported by our finding.  They argued 
that for a certain tripping device type and location, different 
reference free stream velocities will yield different velocity 
defect curves.  
 
 

 
Figure 3: Mean flow velocity profiles, inner flow scaling. 

 
Streamwise turbulence intensity 
 
 Figures 4 and 5 show the streamwise turbulence intensity 
profiles taken at the three measuring stations with different wire 
lengths. The spatial resolution effects can be seen up to relatively 
high z+ values of about 300. Moving towards the wall the 
differences between profiles become more significant and 
account for about 40% of the near-wall maximum peak values.  
The 10m/s case represents the most resolved measurement in our 
study (with l+ of 11 and 19) and differences are limited to small 
values of z+<15. This result is in agreement with the finding of 

Ligrani & Bradshaw [6], but not with Hites [5]. The data of Hites 
at Rθ= 19,000 (as discussed earlier), were measured with wires of 
length l+ of 6 and 31. Hites’ data gave a peak value of about 7.3 
at about z+=15, and roughly constant value of 5.8 for 70<z+<700. 
These values agree well with the present measurements at 24m/s 
and wire length l+ of 32.4. This indicates that Hites’ data with the 
short wire, l+=6, may represent unresolved flow.  
The wire length is found to have a major effect on the present 
results. However, close examination reveals differences between 
wires of similar l+, but different freestream velocity.  The 
increase in freestream velocity appears to adversely affect the 
measurements leading to further attenuated results. The reason 
for this could be an increase in end conduction heat loss. 
An interesting feature of the plots is the continued attenuation of 
the measured turbulence intensity for z+ up to about 300. The 
highly attenuated profile, for l+=53, can be seen to have double 
peaks, one close to the wall and the other at z+ of about 300. This 
behaviour represents loss of turbulent energy over a large portion 
of the boundary layer. Similar trends have been observed in 
boundary layer flows by Fernholz & Finley [3] and more recently 
by Morrison et al. [7], and is probably due to the lack of spatial 
resolution. 
 

 
Figure 4: Streamwise turbulence intensity profiles, inner flow scaling. 

 

 
Figure 5: Streamwise turbulence intensity profiles, outer flow scaling. 

 
Spectra 
 
In this paper spectra measurements for the streamwise turbulence 
intensity are presented at z+=100, for Rθ=20,000 and for different 
freestream velocities, and hence different l+. Measured spectra 
are presented in the outer flow scaling and its respective pre-
multiplied form in figures 6 and 7, respectively. According to 



 

Perry et al. [8], within the turbulent wall region, spectra with 
outer and inner flow scaling should collapse onto the –1 or 
inverse power law envelope. Since the present measurements are 
collected at the same value of z+ and the same Rθ, they should 
follow the same spectrum, provided that the flow is adequately 
resolved. 
The plots demonstrate qualitatively the effect of using long wires. 
Figure 6 shows the peeling off trend for increasing wire length. 
Figure 7 shows the effect on the inverse power law plateau in the 
premultiplied spectra.  These results highlight the difficulty of 
measuring highly resolved spectra.  
The lack of spatial resolution could be a major factor and as 
pointed out by Smits & Dussauge [10]: “For long wires, the 
effects, spatial resolution, are more severe and begin at lower 
wave numbers”.  
 

 
Figure 6: u-spectra with outer flow scaling at z+= 100. 

 

 
Figure7: Pre-multiplied u-spectra with outer flow scaling at z+=100. 

 
Conclusions 
 
An experimental study of the effects of spatial resolution on 
turbulent boundary layers measurements at high Reynolds 
number has been presented. Measurements are carried out at 
Rθ=20,000 with wires non-dimensional length, l+, ranging from 
11−54.  
Mean flow measurements showed that turbulence correction 
might improve agreement between Pitot-tube and hotwire 
measurements. The mean flow velocity defect profiles showed 
independence of relevant freestream velocity. This finding is 
consistent with previous measurements in the same facility using 
Pitot-static tube but do not support the mean flow velocity defect 
similarity laws proposed by Castillo et al. [1].  

Ligrani & Bradshaw [6] criterion for selecting hotwires suitable 
for resolving turbulent flows is found to be adequate, provided 
that flow velocity is low. However, with increasing bulk velocity 
even for properly selected wires may have further attenuations. 
This may be a result of increasing end conduction loss which 
reduces the effective length of the wire. The presence of a second 
peak, away from the wall in the turbulence intensity profiles, 
observed at high Reynolds number flows, may be due lack of 
spatial resolution. 
Spectra measurements have shown that spatial resolution may be 
a serious problem, even with the limited range of l+ employed in 
this study.  
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Abstract
A fish-inspired heaving and pitching foil was investigated in a
water tunnel using dye visualisation, at Reynolds numbers be-
tween 870 and 3480 (based on the chord length) and Strouhal
numbers between 0.06 and 1.37. The variation of the wake
pattern with respect to the Strouhal number was investigated.
Three different wake regimes were observed - a drag wake, a
transition wake and a thrust wake. The drag wake consisted of
a combination of a regular Karman street and an array of ’pri-
mary’ stop-start vortices, whereas the thrust wake consisted of
a reverse Karman vortex street, commonly observed in swim-
ming fish. The transition wake regime, which occurs at approx-
imately 0 � 2 � St � 0 � 3, is interpreted as a momentum balanced
wake, where the thrust developed by the foil approximately bal-
ances its produced drag. This wake was observed to either con-
sist of an in-line vortex street, or a paired vortex pattern.

Introduction
Interest in the swimming of aquatic animals took on a scien-
tific edge with the publication of the now famous Gray’s Para-
dox, which states that using standard steady-state fluid mechan-
ics concepts, a swimming dolphin would have to produce more
muscular power than was believed possible, or conversely, a
swimming dolphin would have to be able to reduce its hydro-
dynamic drag. The latter possibility has large potential for ap-
plication. Although the steady-state concepts used in Gray’s
Paradox have been shown to be inapplicable to swimming fish
[7], the question remains whether swimming aquatic animals
have capabilities of reducing drag (or of increasing efficiency)
beyond what exists in man-made aquatic applications [2].

Although there are many forms of aquatic animals, here we con-
centrate on carangiform locomotion, or rather the interaction
between the carangiform tails and the their wake, as the wake
dynamics will provide clues as to how force production occurs
during fish swimming. In many instances (such as [1]), carangi-
form tails (which generate the majority of the fish’s total thrust)
are modelled as heaving and pitching foils, and this is the con-
cept adopted here.

Heaving and pitching foils have been demonstrated to produce
thrust very efficiently (over 80% efficiency under certain condi-
tions), and this occurs at a Strouhal number (St, see definition
later) of approximately 0.25, where the wake is shown to be of a
reverse von Karman vortex street form [1]. Interestingly, it ap-
pears that carangiform swimmers also swim at approximately
the same St and produce the same wake form - the reverse Kar-
man street [8, 10]. This would seem to suggest that fish “excite”
the fluid-structure system at the system’s “favoured” normalised
frequency (i.e. St), analogous to a wave exciting a plate at its
resonance frequency. At this juncture it also has to be noted
that the commonly investigated flow past a stationary cylinder
produces a “regular” von Karman vortex street wake, with a St
of approximately 0.2 [6]. Taking into account the different pa-
rameter definitions, it is reasonable to wonder if the two St are
linked.

The concept of a preferred operating condition is not limited
to heaving and pitching foils - it also has been shown to some
extent in the generation of vortex rings, whereby the vortex

rings reach a maximum circulation at a non-dimensional ’for-
mation time’ of approximately 4, regardless of the geometry of
their cylinder/piston setup [3]. As this formation time is loosely
linked to St, it can be speculated that at St � 0 � 25, the circula-
tion of the vortices developed by a foil may be maximised [9].

In other experiments, the effect of the body movements - as
opposed to solely the tail movements considered thus far - is
scrutinised. Lighthill [4] has shown mathematically that to pro-
duce thrust, the wavespeed of an undulating body (V � has to be
slightly more than the speed of the free stream (U � . The ratio of
these two speeds ( V

U ) is of particular interest, as Triantafyllou et

al. [9] quotes that V
U values of approximate 1.2 - 1.5 give best

results for reduction in turbulence intensity, and thus drag, for
an undulating plate, and Muller et al. [5] show that the forward
momentum of an undulating swimming fish is most consider-
able when V

U is approximately 1.4. Furthermore, for the latter
case, it can also be shown that at V

U � 1 � 4, the Strouhal number
is approximately 0.25.

As can be seen, there are pockets of evidence which suggests
that efficient force production develops when the system is ex-
cited at its preferred states. However, more evidence is needed
before complete understanding is achieved. Therefore, the aim
of this experiment is to investigate the effect of the Strouhal
number on the wake dynamics of a heaving and pitching foil,
to determine whether the foil could possibly produce efficient
propulsion at St � 0 � 25, and why this St value is of significance.
Particular attention will be given to the wake, as the experiments
described above by Anderson et al. [1], and Muller et al. [5]
show that the shift from the inefficient generation of forces to
efficient generation of forces also corresponds to a shift in the
wake form.

Experimental Setup
A NACA 0026 hydrofoil, with a chord length, c of 50mm and
a span, l of 200mm (giving an aspect ratio of 4), is placed in
a water tunnel with a working section of 1500mm x 500mm x
500mm. The foil is independently heaved and pitched harmon-
ically, using a scotch yoke mechanism and a cam respectively,
driven by two stepper motors (see figure 1). The heave am-
plitude, h0 can be set to five discrete values, corresponding to
h0
c � 0 � 0 � 0 � 25 � 0 � 5 � 0 � 75 � 1 � 0. The amplitude of pitch angle θ0,

can be set to ten discrete settings by changing the offset of the
cam, leading to pitch angle amplitudes from θ0 � 00 to θ0 � 450

in 5 degree intervals. The motion of the heave is sinusoidal,
whereas the pitch motion is near-sinusoidal due to the effect of
the shifting contact point on the cam-follower interface (maxi-
mum error � 2%). The phase difference between the heave and
pitch is defined as Ψ, and in these experiments is nominally set
to 900.
The Strouhal number, based on the trailing edge excursion, is
defined as St � f � A

U , where f is the frequency (Hz), A is the
peak to peak trailing edge excursion (consistent with [1]) and
U is the free stream velocity. The frequency f of heaving and
pitching can be directly controlled using a signal generator. The
flow speed of the water tunnel can be set within a range of
U � 0 � 250mm/s. Therefore, by setting all the above values
beforehand, St can be determined prior to the experiments.



Dye is gravity-fed via a 1mm probe, which is fixed along the
leading edge of the hydrofoil (see figure 1) at a depth corre-
sponding to the mid-span of the foil. This allows the dye to be
fed to both sides of the foil at the same time, and allows the
dye probe to move with the foil when the foil is heaving. Food
colouring diluted with the operating fluid from the water tunnel
was used to visualise the flow, which in turn was recorded using
a video camera (Sony DCR - TRV900E, 25 frames per second).
The recordings are then digitally captured onto a computer for
post processing.

Hydrofoil

Camera

Dye Probe

Water Tunnel
(Working Section)

Dye Reservoir

Stepper Motor (Heave) Stepper Motor (Pitch)

Cam

Heave Platform

Flow

Figure 1: Experimental setup.

Results and Discussion
Altogether 113 different flow cases were investigated, captured
in approximately 3 hours of digital video information (approxi-
mately 270000 frames). These flow cases consisted of combina-
tions of different heave and pitch amplitudes, as well as differ-
ent flapping frequencies and water tunnel flow velocities. The
minimum and maximum St obtained were 0.06 and 1.37 respec-
tively. The Reynolds number, Re, based on the foil chord ranged
from 870 (for U � 19 � 5mm/s) to 3480 (for U � 78mm/s). All
flow cases are cyclic, i.e., every cycle is identical to the previ-
ous cycle, however a few cases show asymmetry, whereby the
upstroke and downstroke do not necessarily produce the same
pattern of vortices (e.g. figure 4b). Nonetheless, the majority of
the cases examined show symmetry, which would be expected
since the motion of the foil is symmetrical as well.

A number of different wake patterns were observed. In par-
ticular we observe an in-line vortex wake pattern (figure 4c),
a vortex pairing pattern (figure 4d) and a reverse Karman vor-
tex street (figure 4e). The former two cases shed two vortices
per cycle, whereas the latter case sheds four vortices per cycle.
We also observe a “drag” wake pattern, whereby the wake pat-
tern consists of a regular Karman vortex street which is slightly
rotated from the streamwise axis (figure 4a). Many cases ex-
amined also show signs of additional vortices, which we denote
“tertiary vortices”. Figure 2 shows a reverse Karman wake with
the clear existence of tertiary vortices. These vortices, which
are usually shed between the half cycles, are differentiated from
the vortices shed at the ends of the half cycles, which we call
the “primary” vortices. The primary vortices are almost always
noticeably stronger than the tertiary vortices.

The existence of the primary vortices can be explained using
classical wing theory. The primary vortices are simply a com-
bination of the stopping vortex of the previous half cycle, and
the starting vortex of the subsequent half cycle, and hence they

Figure 2: Tertiary vorticity (St � 0 � 51).

are sometimes called start-stop (or stop-start) vortices. On the
other hand, tertiary vortices are generated due to the instabil-
ity of the shear layer near at the trailing edge of the wing - an
area where the velocity gradients are high. Intuitively, the ex-
periments also show that more tertiary vortices are produced at
higher flapping speeds ( � f � A). We also define the secondary
vortices, which are the vortices that are shed in the wake of an
unforced or mildly forced drag producing body (see figure 3).

Figure 3: Secondary vorticity (St � 0 � .

In general, the differing wake patterns presented in figure 4 can
be arranged into three different wake regimes - a drag wake,
a transition or balanced wake and a thrust wake (see figure 5).
The transition from a drag wake to a thrust wake occurs via the
transition or balanced wake, and is strongly dependent on St. At
low St (<0.2), the foil produces a wake indicative of drag - gen-
erally producing a pattern of the regular Karman street form. At
very low St (<0.1), and at low to moderate heave amplitudes, the
wake consists of a phase-rotated regular Karman street wake,
whereby the vorticity is generated at the leading edge of the
wing (figure 4c). At large heave amplitudes ( h0

c � 1 � 0), the pat-
tern becomes complex and will be discussed in later publica-
tions.

Within this drag regime exists a wake pattern that is unexpected
- an asymmetrical wake pattern (see figure 4b), which occurs at
approximately 0.1<St<0.2. This wake pattern consists of a pair
of counter rotating vortices, plus an additional vortex per cycle.
This asymmetry is cyclic, but the initial onset of the asymmetry
is random. This asymmetrical wake pattern is also seen in ex-
periments with oscillating cylinders [11], which the authors call
the “P+S” (Pair + Single) vortex mode. This asymmetry is at-
tributed to the generation of secondary vortices, which combine
with the primary stop-start vorticity shed at the trailing edge of
the wing. The vortex shedding frequency is synchronised with
the flapping frequency of the wing, however there is a phase dif-
ference between the generation of these vortices, such that one
drag vortex is shed freely into the wake while the other com-
bines with the start-stop vortex, generating the pattern shown in



figure 4b. At slightly higher St, the competition between the two
modes of vortex generation is balanced, either producing an in-
line wake pattern or a vortex pairing pattern; this wake regime
is called the balanced or transition wake regime (discussed be-
low).

The balanced or transition wake regime occurs in the range
0 � 2 � St � 0 � 3, where the wake shows evidence of an approx-
imate momentum balance. This occurs when the drag forces
on the wing balances the thrust produced by the wing. For
this case, neither a momentum deficit nor a momentum surplus
should be observed in the wake, and the wake patterns reflect
this. Two wake patterns are observed in this St band; the first is
the in-line wake pattern (see figure 4a), whereby two counter ro-
tating vortices are shed along the centreline per cycle. The sec-
ond wake pattern is the vortex pair pattern, whereby two pairs
of counter rotating vortices are shed per cycle (figure 4d). Both
wake patterns appear to be combinations of regular vortex shed-
ding due to drag and the start-stop vortices shed at the trailing
edge, following the asymmetrical case discussed above. The in-
line wake pattern occurs when the start-stop vortices combine
with the drag vortices of the same sign - therefore only gener-
ating two vortices per cycle. On the other hand, the vortex pair
pattern occurs when the start-stop vortices and the drag vortices
do not combine immediately - they are formed and shed sepa-
rately. The arrangement and axial alignment of these shed vor-
tices in both cases suggest that there is little momentum excess
or deficit in the wake. Hence, it is likely that the wing is gen-
erating large side forces, but little thrust or drag. The strength
of these vortices should be proportional to the magnitude of the
side forces, which do not contribute to useful work.

At St 	 0 � 3, the wake pattern consists of a reverse Karman
street, indicating that the foil is generating forward thrust. Evi-
dence of the development of thrust is also provided by the shed
tertiary vortices, which are accelerated away from the foil when
they enter the jet region of the foil - a phenomenon not observed
in the other two wake regimes. As St increases, so does the
apparent strength of the primary vorticity and, we expect, the
magnitude of thrust. This flow regime also shows the greatest
tendency to produce tertiary vortices.

The variation of the wake patterns with respect to St is sum-
marised in figure 5, which is plotted against the maximum an-
gle of attack of the wing. This angle is calculated from both
heave and pitch angle amplitudes. The plot allows the direct
comparison to the wake map produced by Anderson et al. [1],
at Re � 1100. There are some major differences between the
two plots. Firstly, Anderson et al. do not observe a transi-
tion regime at 0 � 2 �

St
� 0 � 3. At this St range they observe

a reverse Karman street. Secondly, they do not observe an in-
line wake pattern, and the vortex pairing pattern they observe
occurs either at high angles of attack ( 	 500) at all St, or at
St 	 0 � 5 at all angles of attack above 100. The first difference
can be accounted for by the fact that the wake map produced
by Anderson et al. is only for high heave values ( h0

c � 1 � 0),
whereas the wake map produced here is for all heave values. In
our study, high heave values account for five out of the six cases
where a reverse Karman street is observed within the transition
regime. The second major difference is, so far, inexplicable.
Nevertheless, the results of Anderson et al. do indicate that at
St � 0 � 2, low or negative thrust (drag) develops on the foil, with
good agreement with the results presented here.

In general, our results indicate that, at St � 0 � 2, the secondary,
or vortex shedding mode dominates the flow, and the foil gen-
erates drag. As St increases, the influence of the flapping in-
creases, and at a certain point the relative influence of both the
flapping and the vortex shedding is balanced, and both vortex
generating modes are phase-locked. This occurs approximately
at 0 � 2 � St � 0 � 3, and it appears that little or no nett thrust or

drag is developed. At St 	 0 � 3, the flapping dominates the flow
and the foil develops nett thrust. Therefore, to maintain steady
propulsion, the parameters of the flapping foil have to be cho-
sen such that St � 0 � 25, where the thrust and drag developed
by the foil is balanced. This concurs with the observation that
steadily swimming fish swim approximately at St � 0 � 25 [8].
However, there is no proof, as yet, that efficient propulsion can
be developed at this St. The next part of our study, which will
include laser imaging, will eventually allow the measurement of
the wake parameters (most notably the strength of the primary
vortices, and the geometry of the wake patterns), which would
potentially provide important information regarding the genera-
tion of the wake vortices and also provide clues whether fish do
in fact, swim with exceptional efficiency.

Conclusion
Flow visualisation of a heaving and pitching hydrofoil has re-
vealed different wake patterns at various Strouhal numbers.
These wake patterns can be classified into three regimes - a drag
regime, a transition or balanced regime and a thrust regime. The
transition regime occurs approximately at 0 � 2 �

St
� 0 � 3, the St

band at which fish have been observed to swim steadily.
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Figure 4: Vortex wake patterns. Flow is from left to right. Case a) Drag (St � 0 � 09) b) Drag (St = 0.12) c) In-line (St = 0.19) d) Vortex
Pair (St = 0.23) e) Reverse Karman (St = 0.53).
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Figure 5: Vortex wake map.
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Abstract 
A circular cylinder in the near wake of NACA 4412 airfoil in a 
cross flow is numerically studied using finite volume method for 
Reynolds Number Re=200 based on the cylinder diameter. The 
effects of the attack angle of the airfoil, the longitudinal and 
lateral spacing between the airfoil and the cylinder on the 
unsteady loading, vortex shedding frequency and vortex patterns 
of the cylinder are examined.  

Introduction 
A circular cylinder in an airfoil wake in a cross flow arises in 
many engineering applications, for example, in cooling fan 
applications where motor is supported by simple struts made of 
circular cylinders. The rotor wake impinges on the struts and the 
struts themselves experience vortex shedding. The interaction of 
rotor with a downstream cylindrical strut has been found to be the 
main noise source for cooling fans [2]. With the aim to 
investigate the rotor-strut interaction in order to understand the 
mechanism of noise generation in a cooling fan, Zhang et al. [6] 
carried out an experimental work to study the interaction of a 
circular cylinder with an airfoil near-wake by considering a 
stationary airfoil with a downstream cylinder where the effects of 
the lateral distance between the airfoil and the cylinder, the 
Reynolds number and the incidence angle on the aerodynamic 
loading on the cylinder were investigated. With the application of 
cooling fans in mind, their attention was focused on 
configurations of a cylinder being in close proximity of the blade 
trailing edge. The effect of the in-line distance between airfoil 
and cylinder was not investigated. 
 
The flow field for a configuration of a circular cylinder in the 
wake of an airfoil has not been widely studied. The most relevant 
study is the research on the flow field with two cylinders in 
tandem arrangement or staggered in a cross flow, such as the 
work of Mochizuki et al [3] where the aerodynamic noise 
generation by the interaction of two tandem cylinders with 
different diameters was experimentally studied. A good review 
on the effects of interaction between circular cylinders in cross 
flow was given by Zdravkovich [5]. Recently Akosile & Summer 
[1] carried out an experimental work where the aerodynamic 
forces and the vortex shedding frequencies were measured for 
staggered two circular cylinders immerged in a uniform shear 
flow. The wake-body interaction and several critical incident 
angles were studied in detail. The mutual interference effect of 
two cylinders in tandem arrangement is very strong and this 
effect leads to a significant change in fluid forces acting on the 
cylinders depending on the spacing between them. There is a 
critical spacing at which fluid forces jump from a low value to a 
high value and then intermittently switch between those values. 
This is known as the jump phenomenon. The interactions 
between two or more cylinders have been extensively 
investigated. However the wake of bluff body behaves rather 
differently from that of a streamline body and the results of the 
investigation cannot be simply extrapolated to the situation to be 
studied in the present work.  
 

In this paper a numerical study has been carried out for the 
configuration of a circular cylinder in an airfoil wake using the 
finite volume method. It is known that the longitudinal, lateral 
spacing and the attack angle of the airfoil are the important 
parameters in this configuration. The three groups of calculations 
are carried out to investigate the effects of the attack angle, the 
longitudinal and the lateral spacing on flow vortex patterns and 
the unsteady loading on the circular cylinder. The present work is 
of both practical and fundamental significance since the 
configuration is related to a number of engineering applications 
and also itself represents the generic fluid-structure interaction 
having important implication for fluid induced vibration and 
noise generation. The Reynolds number Re based on the diameter 
of the cylinder d is kept at 200 for all calculations.  
 
Computational Modelling 
An airfoil NACA4412 and a circular cylinder are arranged in a 
staggered configuration in a cross flow shown in figure 1, where 
d is the diameter of the cylinder, c the chord length of the airfoil, 
U∞ the velocity of the uniform flow, α the attack angle of the 
airfoil, l and T are the longitudinal and lateral spacing between 
the airfoil and the cylinder respectively, and c/d=7.  

 

 
Figure 1: The configuration of a circular cylinder and an airfoil. 

 
The flow is assumed to be unsteady, two-dimensional and 
laminar, and the incompressible fluid flow can be described by 
the following continuity and Navier-Stokes equations (non-
dimensionalized): 

 

0=
∂
∂

+
∂
∂

y
v

x
u                                         (1) 









∂
∂

+
∂
∂

+
∂
∂

−=
∂
∂

+
∂
∂

+
∂
∂

2

2

2

2

Re
1

y
u

x
u

x
p

y
uv

x
uu

t
u            (2) 









∂
∂

+
∂
∂

+
∂
∂

−=
∂
∂

+
∂
∂

+
∂
∂

2

2

2

2

Re
1

y
v

x
v

y
p

y
vv

x
vu

t
v            (3) 

 
where u and v are the velocities in x- and y- directions, Reynolds 
number Re is defined as Re=U∞d/ν, ν is the kinematic viscosity.  
 
The equations are numerically solved using finite volume method 
where the pressure-velocity coupling is achieved using the 
SIMPLEC method [4]. These procedures are implemented within 
a CFD code Fluent 6.0 used in the present study. Unstructured 
mesh is employed and the computational domain is a rectangle 
with 60d length and 24d width. The velocity at upstream 



 

boundary of the computational domain is set as the uniform 
velocity U∞ and the outflow boundary condition is used at the 
downstream boundary. Time dependent simulation is conducted 
with the initial conditions of u=1 and v =0 in the entire 
computing domain. Computations are carried out in PENTIUN 
IV PCs with run times on the order of 40-60 hrs for grids with 
typical 105 computational cells and run of 50000 time steps. 
 
The drag and lift coefficients are defined as  
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where Fx and Fy are the force components in x- and y- direction 
and ρ is the density of the fluid. 

 
To validate the code and also obtain a baseline for comparison, a 
single circular cylinder in a cross flow and an isolated airfoil in a 
cross flow are first calculated respectively. The results of force 
coefficients, Strouhal number St and the vortex pattern for the 
single cylinder are compared with previous experimental and 
computational results reported [7] and good agreement is 
obtained. Calculations are then carried out in three groups:  
 
♦ to investigate the effect of the attack angle α, where α 

varies from -10°, 0°, 7°, 10°, 15° and 20° with l/d=2.5 and 
T/d=0 fixed;  

♦ to investigate the effect of the in-line distance l/d, where l/d 
varies from 1, 1.5, 2, 2.5, 3, 4, 5, 6 and 9 for α=5°&15° 
with T/d=0 fixed;  

♦ to investigate the effect of  lateral spacing T/d, where T/d 
varies from -2, -1, 0, 1 and 2 with l/d =1.5 and α=0° fixed. 

 
The effects of these parameters on unsteady forces, vortex 
shedding frequency and vortex patterns of the downstream 
circular cylinder are examined.  

 
Effects of Attack Angle α  
The results for the isolated airfoil show that the flow is attached 
when α=0° and flow separates when α=5° however no big vortex 
shed from the airfoil. As α increases the separation point moves 
upwards from the trailing edge and separation region becomes 
larger. As α increases further vortices shed forming a vortex 
street behind the airfoil. When α=15° the shedding frequency of 
this vortex street is 0.1102.  
 

 
(a) α=0° and l/d=1.5 

 
(b) α=5° and l/d=2.5 

 
(c) α=15° and l/d=2.5 

Figure 2: Vorticity contours and streamlines for α=0°, 5° and 15°. 
 
When a circular cylinder is placed in the near wake of the airfoil, 
the flow separates from the airfoil earlier and separation point 
occurs more upwards. The flow separates from the surface of the 

airfoil and reattaches on the front surface of the cylinder when 
the attack angle is very small, and forms a separation region 
between the airfoil and the cylinder (see figure 2 for α=0° and 
5°). The flow separates again from the cylinder and shed vortices 
generating a vortex street after the cylinder. As the cylinder 
experiences a much slower incident velocity the shedding 
frequency appears much lower than the value of 0.1885 for an 
isolated cylinder. This frequency is 0.1448 for the case of α=0° 
and l/d=1.5, and 0.1096 for α=5° and l/d=2.5. Obviously for the 
latter case the separation region is relatively larger and the 
influence of the separation region is therefore stronger. This 
influence can be seen from the power spectrum of the lift force 
on the cylinder where the peak of the shedding frequency is 
slightly broad-banded (see figure 3). 

Cl

  
tU∝/d 

(a) Time histories of the lift force coefficient. 
 

 
         St 

(b) Power spectrum from the lift time histories. 
Figure 3: Time history of lift force coefficient and power 

spectrum from the histories for α=5° and α=15°. 

 
           α 

 
          α 

Figure 4: Variation of the force coefficients of the cylinder with α. 
 

When the attack angle increases, the separation region of the 
airfoil becomes larger. When the l/d is small enough, the cylinder 



 

can be wrapped in the separation region. The vortex shedding 
from the cylinder is then suppressed. The airfoil with the 
separation region and the cylinder becomes a whole. Big vortices 
shed and form a Karmen vortex street behind the separation 
region with a shedding frequency very close to the one for an 
isolated airfoil. The case with α=15° and l/d=2.5 shown in the 
figures is in this situation where the shedding frequency is 0.1064 
which is very close to the value 0.1102 for an isolated airfoil. The 
feature of the flow field is dominated by the characteristics of the 
airfoil in this situation. 

 
The drag coefficient appears to be much smaller than the value 
1.3375 for the isolated cylinder for all cases studied in this 
section (see figure 4) due to the shadow effect of the upstream 
airfoil. Not surprisingly the maximum value occurs at α=0° since 
the cylinder has minimum influence from the airfoil. The drag 
coefficient reduces quickly as the attack angle increases as 
expected. It is seen in figure 4 that Clrms is very small and does 
not change much when α varies from 0° to 10°. However Clrms 
increases rapidly as α increases from 10° to 20°. This might be 
because the unsteady force is mainly due to the cylinder 
generated vortices when α varies from 0° to 10°, while for α>10°, 
the unsteady force exerted on the cylinder is due to the more 
violated shedding of vortices from the separation region with 
high vorticity density and the impingement of large-scale vortices 
generated from the separated shear flow from the leading edge 
(see figure 2 for α=15° and l/d=2.5). 
.  
Effects of In-line Distance l/d  
Figure 5 show the variation of Cd and Clrms on the cylinder with 
l/d for α=5° & α=15°. The drag coefficient for α=15° increases 
as l/d and reaches a value of 0.9059 at l/d=9 which is still much 
smaller than the value 1.3375 for an isolated cylinder. The rms 
value of  Cl  behaviours differently for the two attack angles with 

 
l/d 

(a) Drag force  

 
l/d 

(b) Lift force  
Figure 5: The variation of force coefficients on cylinder with l/d. 

 
l/d. For α=5° Clrms remains unchanged until l/d=3 and than 
starts to increases with l/d. However for α=15° where the flow 
has a large separation region, the value of Clrms reaches a 

minimum value at l/d=3 and then increases rapidly to a high 
value at l/d=4 (see figure 5). This, to some extent, shows a 
similarity to the case of two tandem cylinders. At an in-line 
spacing of l/d > 3.5, the upstream cylinder sheds vortices and the 
force fluctuation on the downstream cylinder is larger than that at 
a smaller l/d when upstream cylinder fails to shed vortices. 
 
The effect of l/d on the vortex shedding frequency is investigated 
by examining the power spectra of the lift time history and drag 
time history on the cylinder. The vortex shedding frequency 
varies with l/d and α, and very much depends on the value of α. 
The frequency value decreases and the separation region of the 
airfoil becomes larger and wider as α increases (see figure 6 also 
figure 3). The influence of airfoil wake lasts for a long distance. 
When α=0°, the vortex shedding frequency of the cylinder is 
0.1597 at l/d=9 which is still much lower than the value 0.1885 
for the isolated cylinder.  

St

 
l/d 

Figure 6: The variation of vortex shedding frequency with l/d. 
 
Effects of Lateral Distance T/d  
Figure 7 shows the streamlines and the vortex contours for 
different value of T/d. At T/d=0 shear layers formed from the 
upper  and  lower  sides of the airfoil reattach on the front surface 
 

   
(a) T/d=-2 

   
(b) T/d=-1 

   
(c) T/d=0 

  
(d) T/d=1 

  
(e) T/d= 2 

Figure 7: Streamlines and vortex patterns with different T/d.  
 



 

of the cylinder and vortices shed from the cylinder and form a 
Karmen vortex street (see figure 7(c)). The drag force reaches a 
low value of 0.5329 (see figure 8) and the shedding frequency 
also reaches a low value 0.1448 (see figure 9).  

  Cd

 
 T/d 

(a) Drag force  

Clrms

  
   T/d 

(b) Lift force  
Figure 8: The variation of drag and lift coefficients with T/d. 

 

 
St 

 
St 

Figure 9: The power spectrums of lift and drag coefficients with 
different T/d 

It is obvious that the influence of the airfoil wake on the cylinder 
becomes weaker as the distance increases. The drag coefficient 
and the rms value of lift coefficient increase rapidly with T/d. 
When T/d=±2, the value of drag force coefficient and the 
shedding frequency are very close to the values of 1.3375 and 
0.1885 respectively for an isolated cylinder (see figure 8 and 9). 
It is found that the vortex shedding frequency peak is small and 
noticeably broad-banded when T/d=1, and the value of the 
frequency is low and almost the same value for T/d=0. This 
lowering of St is attributed to the enlargement of the separation 
region in near wake of the airfoil due to the presence of the 
cylinder. This does not happen when T/d=-1 as the airfoil is not 
symmetrical.  

 

Conclusions 
The interaction between an airfoil wake and a downstream 
circular cylinder has been numerically examined using finite 
volume method for Re=200. The results indicate that the 
existence of an upstream airfoil has significant impacts on the 
drag and lift on the cylinder, the vortex pattern and the vortex 
shedding frequency, and also the presence of a circular cylinder 
in the near wake of the airfoil can cause flow to separate earlier 
and the separation point to move upwards. Many parameters play 
important roles in the interaction. The effects of the attack angle 
of the airfoil, the in-line and the lateral distances between the 
cylinder and the airfoil are investigated in this paper. The 
following conclusions are drawn.  
 
For the cylinder in the near wake of the airfoil (e.g. l/d=2.5 
studied in the present paper) when the attack angle is small, 
cylinder generated vortex street persists but with a much lower 
frequency than the value for an isolated cylinder; when the attack 
angle is larger the cylinder is wrapped by the separation bubble 
of the airfoil and the cylinder vortex shedding can be suppressed; 
increasing the attack angle will cause the drag force on the 
cylinder reduced and the lift enlarged. 
  
There is a rapid rise in drag coefficient on the cylinder at l/d≈3.5 
for the case of α=15°, which shows, to some extent, a similarity 
to the case of two tandem cylinders; force coefficients on the 
cylinder and shedding frequency increases with l/d. 
 
As the lateral distance increases the influence of the airfoil wake 
on the cylinder declines quickly. When T/d=±2, the value of drag 
force coefficient and the shedding frequency are very close to the 
values of 1.3375 and 0.1885 respectively for an isolated cylinder.  
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Abstract 

The effects of mass loading on the distribution of spherical 

particles in the near field of a co-annular jet have been 

investigated using planar laser light nephelometry. Particle 

concentrations were measured for nine different mass loading 

ratios ranging from φ = 0.19 to 1.88, in the first 15 nozzle 
diameters downstream. Results indicate that particle mass 

loading has a significant effect on the near field region. The 

length of the initial triangular core region of approximately 

uniform particle distributions varies by more than a factor of two, 

as does its shape. The mass loading ratio also influences the 

centreline particle concentration decay rates. The effects of mass 

loading on the signal attenuation are also assessed. 

 
Introduction  
Two-phase co-annular jets are widely used, for example to mix 

fuel and air in pulverised fuel combustion systems. The 

distribution of particles in the emerging jet stream plays a 

controlling influence on their subsequent combustion 

performance. However only limited data are available of particle 

distributions in such systems. Data for single phase co-annular 

jets exist [1], however the presence of particles can have a 

pronounced effect on the structure of the underlying gas flow 

field [2]. Furthering the understanding of the particle distribution 

will enable improvements into the combustion of co-annular 

pulverised fuel systems. 

 

The mass loading ratio, φ,  is defined as the ratio of solid phase 
mass flow rate to gas phase mass flow rate, 

.
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m
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       (1) 

where subscripts p and f designate particle and fluid respectively. 

 

Di Giancinto et al. [3] investigated the effect of φ on velocity and 
pressure by a simulation of a pressure metering device. These 

results highlight the coupling between particles and fluid. Fan et 

al. [4, 5] used a Laser Diffraction Method (LDM) to measure 

particle concentration in the fully merged, self-similar region of 

co-annular jet flows, 10 to 30 nozzle diameters downstream. 

Their work comprised three different values of mass loadings for 

different velocities of the central jet (and therefore particles) and 

of particle diameters. They found that the fully merged zone for a 

two-phase turbulent co-axial jet exhibits self similarity in particle 

concentration and that the rate of particle dispersion is decreased 

with an increase in particle loading. Black et al. [6] used phase 

Doppler particle anemometry (PDPA) to measure the velocity of 

spherical and non-spherical particles emerging from co-axial and 

swirling flows. Their results pertain specifically to velocity. 

However, they highlighted that particle momentum in the region 

immediately downstream from the jet plays a significant role in 

velocity variations between gas, spherical and non-spherical 

particles.  

 

To the authors knowledge no published results exist which isolate 

the influences of solid particle mass loading and particle 

momentum on the particle distribution in the near field of a co-

annular jet. The near field has particular importance in the 

stabilisation of pulverised fuel flames.  

 

Previous measurements of particle concentration have been 

obtained from particle counting. Planar nephelometry (a method 

of measuring concentration based on scattered light) does not 

appear to have been used for measuring particle distributions in 

jet flows before, probably because they are subject to errors 

associated with attenuation of the incident and scattered light 

beams. Where they are viable, however, planar imaging 

techniques have the advantage of providing addition information 

of the instantaneous flow structures, such as regions of local 

and/or temporal preferential concentration. These issues can not 

be successfully identified from single point techniques. The 

effects of particle mass loading on attenuation is therefore of 

interest, but has also yet to be assessed. The current work 

provides preliminary data to determine the extent of attenuation 

for different mass loading ratios. 

 
Background  
Particles suspended in a flow will respond to, and cause 

disturbances in, the suspending flow. Analysis of the motion of 

particles in a fluid can be based on the inertia of a particle, using 

the Stokes number, [7], particle dispersion, using the turbulent 

Schmidt number [5] and the mass loading ratio [3]. 

  

The Stokes number is defined as the ratio of particle relaxation 

time, τp to fluidic time scale, τf [8] 
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Used to predict how individual particles respond to the localised 

fluid flow, the Stokes number neglects the influence of 

surrounding particle induced fluid perturbations. 

 

The turbulent Schmidt is defined as, 

ε
υ
p

t
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where υt is the effective turbulent kinematic viscosity of the gas 

and εP is the diffusivity of the particles due to turbulence. Fan et 

al. [5] determined that the influence of mass loading was 

minimal. They calculated that the turbulent Schmidt number 

varies only between 1.4 and 1.5 with changes in mass loading 

over the range of 0.5 to 1.5.  

 



 

To avoid the above complications, the present investigation into 

the effects of mass loading on particle dispersion is conducted 

with fixed values of Stokes number. Instantaneous planar 

concentration measurements of the particle distribution from the 

central jet of a co-annular nozzle were recorded for a range of 

mass loadings up to 17 diameters downstream. 

 

Equipment 
Experiments were conducted in a purpose built open loop wind 

tunnel with 650mm x 650mm square cross section as shown in 

figure 1. It is vertically down fired to avoid any bias due to 

gravity. A bell-mouth inlet and flow conditioning screens (not 

shown) were used to provide a co-flow with steady and uniform 

velocity of approximately 8m/s.  

 

Q-Cel™ hollow glass spheres with a particles diameters range 

from 25-45 microns with a density of approximately 700kg/m3 

were introduced into the central jet via a fluidised bed feeder. 

Mass loadings were determined by the change in mass of the 

feeder, as measured by a load cell and fulcrum and recorded on a 

computer. Calibration of the feeder was conducted before and 

after each experimental run. 

 

 
Figure 1. A schematic representation of the experimental layout. 

 

Controlling of the particle mass flow rate was achieved by 

varying the amount of fluidising air as measured by a Fisher & 

Porter FP ¼-10-SS flow meter. The resulting variation of total air 

flow through the central jet was measured to be ±0.5m/s, which 

equates to less than a 2% error. 

 

The nozzle and dimensions are shown in figure 2. The 

development length of the central and annular nozzles is in 

excess of 100 diameters to avoid bias and allow fully developed 

initial flow. Constant flow velocities of U1= 42m/s and U2=73m/s 

were obtained using FP ½-27-G-10/83 with GSVT 44 float and 

FP-1-27-G-10/83 with a GSVT 64 float. The fluid based 

momentum ratio (G1/G2) for the configuration is 0.115. The 

addition of particles results in a momentum ratio ranging from 

0.116 to 0.118. Tabulated data are given in table 1. 

 

A frequency doubled Nd:YAG laser, pulsed at 10Hz was used to 

produce a light sheet approximately 3mm thick through the 

central plane of the jet. Light scattering was recorded on a Kodak 

Megaplus Class 1 CCD, with exposure time of 6.487 msec and 

trigger by the laser flashlamp. Each experiment yielded 448 

images with 10 bit resolution.  

 

 

Technique  
Instantaneous planar concentration measurements were 

conducted using planar nephelometry. As the particles are much 

larger than the laser beam wavelength the Mie scattering theory, 

as outlined by Becker [9] may not apply. The CCD was aligned 

at 90 degrees to the incident beam to minimise image distortion. 

Variations in laser sheet intensity have been accounted for by 

using a mean image of the laser sheet profile, obtained by filling 

the tunnel with smoke (with the fan not operating). 

 

 

 
Figure 2. The nozzle design. 

 

Results and Discussion 
 
Centreline Distribution / Decay Rates 
Figure 3 presents a set of mean particle distribution images for a 

range of mass loading ratios. A colour map has been used for 

clarity.  

 

The higher momentum of the annular jet, relative to the central 

jet, results in a necking of the flow so that the region of 

maximum particle concentration is located not at the nozzle exit, 

but some distance downstream. Figure 4 plots the centreline 

particle concentration normalised to the maximum concentration 

for each mass loading ratio. There is a distinct difference between 

centreline particle decay rates for varying mass loading ratios. 

Fan et al.[5] showed that the higher mass loading cases had a 

reduction in jet spread, which complements a lower decay rate. 

The effect of mass loading on the axial location of the peak 

concentration is presented in figure 5. It can be seen that 

increasing the mass loading by an order of magnitude causes the 

location of the maximum concentration to move downstream by 

almost two nozzle diameters. Mean images shown in figure 3 

indicate that the overall shape of the potential core is also 

elongated by an increase in mass loading. The increase in mass 

loading ratio equates to an increase of less than 0.5% to the 

central jet momentum. Particle inertia may have an influence on 

near field structure, however the current data has isolated mass 

loading from individual particle inertia. 
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Figure 3. A set of images of the mean particle distributions for, 

from left to right, φ = 0.68, 1.30, 1.49, 1.88. Colour map used to 
highlight variation in particle concentration. 

 

It is expected that that the virtual origin of the jet also depends on 

the change in mass loading. However, the current data is limited 

to 15 nozzle diameters downstream so that reliable measurements 

of the virtual origin cannot be obtained. 

0 2 4 6 8 10 12 14 16
0

0.2

0.4

0.6

0.8

1

Normalised Axial Distance, R/D
cj
, [-]

C
/C
m
a
x

φ = 0.19

φ = 0.68

φ = 0.76

φ = 0.84

φ = 1.30

φ = 1.36

φ = 1.49

φ = 1.67

φ = 1.88

 
Figure 4. Centreline concentration profiles for all mass loading 

ratios normalised to the maximum concentration. 

 

Radial Profiles 

Figure 6 shows a series of radial profiles for the φ = 1.30 case. 
The concentration has been normalised to the maximum radial 

concentration. Radial distances (R/Dcj) have been normalised by 

the axial distance from the nozzle, x/Dcj, in the absence of an 

accurate measurement of the location of the virtual origin. Here R 

is the radial distance from the centre of the jet, Dcj, is the inside 

diameter of the central jet and x is the axial distance downstream. 

 

Further downstream, the radial profiles collapse to be self similar. 

The current findings indicate that the location at which mean 

similarity begins is approximately 5 diameters from the nozzle. 

Previous findings [5] only detailed radial profiles between x/Dcj = 

10 to 30. 

 

At x/Dcj = 1 the radial concentration is expected to follow a top-

hat profile. The effect of attenuation to the incident beam can be 

clearly seen by the asymmetrical concentration with respect to 

the incident laser sheet as discussed in Errors 
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Figure 5. Location of the maximum centreline concentration peak 

for all mass loading ratios normalised to the exit concentration. 

Figure 6. Radial profiles for the case of φ = 1.30. 
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Figure 7. Radial profiles at x/Dcj = 5 for varying mass loading 

ratios. 

 

The radial profiles of the 9 mass loading ratios at x/Dcj = 5 are 

shown in figure 7. Concentration is normalised to the maximum 

concentration and the radial distance is normalised to the central 

jet inside diameter. The radial profiles of all mass loadings at 

x/Dcj = 10 and 15 also appear to collapse.  However, this does not 

necessarily contradict the finding of Fan et al. [5] that spreading 

rate decreases with mass loading. Since the location of the virtual 

origin also shifts with mass loading, the similarity of spread any 

given axial location cannot be considered in isolation.  

Max Min 

φ = 0.68 φ = 1.30 φ = 1.49 φ = 1.88 



 

Errors 
It is argued that the largest source of error is from attenuation of 

light which can be seen indirectly the near nozzle regions in 

figure 3. An increase in mass loading causes an increase in 

particle volume fraction and surface area, attenuating both the 

laser beam and the scattered signal.  
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Figure 8. Radial profiles at x/Dcj = 1 indicating the attenuation. 

 

Figure 8 presents radial profiles at x/Dcj = 1 for the 9 cases. In 

this region particle concentration is high and therefore any effects 

of attenuation are severe. Uniform particle concentration and no 

effects of attenuation would be represented by symmetry about 

the centreline. A reduction in normalised concentration can be 

seen from left to right of the graph, the direction the beam 

travels. The general tread is that lower mass loadings have a 

lower absolute rate of change of the normalised concentration. If 

the above mentioned effect was a result of biased particle 

concentration then the rate of change in normalised concentration 

of the different loading cases would be similar. Any major bias of 

particle concentration would also be prominent further 

downstream, where attenuation effects are reduced by particle 

dispersion. It can be seen in figure 6, that bias downstream is not 

significant. Furthermore, during the experimentation, no bias in 

particle concentration was seen visually. 

 
 

Flow Conditions 
  

Fan et al.[5] 
 

Current work 
 

Particle Diameter 
 

70 microns 
 

25 - 45 microns 
 

Particle Density 
 

1250 kg/m3 
 

700 kg/m3 
 

Stokes Number 
 
77 

 
37 

 
Central Jet 
Diameter 

 
40mm 

 
12mm 

 
Annular Jet 
Diameter 

 
68mm 

 
20mm 

 
Central Jet Velocity 

 
20 m/s 

 
42 m/s 

 
Central Jet 

Reynolds Number 

 
52,000 

 
28,000 

 
Annular Jet 
Velocity 

 
30 m/s 

 
73 m/s 

 
Annular Jet 

Reynolds Number 

 
134,000 

 
110,000 

Table 1. Particle and flow data of current work and that of Fan et 
al. [5]. 

Conclusions 
The effects of particle mass loading on particle concentration in 
co-annular jets have been assessed. Planar nephelometry was 
used to investigate mass loading ratios ranging from φ = 0.19 -
1.88 at fixed fluid velocities and particle Stokes numbers. Data of 
the first 15 nozzle diameters downstream have yielded the 
following observations: 
 
1) A necking region occurs downstream from the nozzle exit 
where the particle concentration increases significantly above the 
exit value. 
2) The length of the “potential core” region of uniform 
concentration increases by almost two diameters with an order of 
magnitude increase in mass loading. 
3) The mean rate of centreline particle concentration decreases 
with increase mass loading. 
4) The mean radial profiles are approximately self similar beyond 
x/D = 5 for each mass loading investigated. 
5) For the present particles, the effects of attenuation on 
measurement accuracy are diminished beyond x/Dcj = 2. 
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ABSTRACT 
Dye Flow visualisation experiments are used to investigate the 
forced flow around a symmetrical aerofoil at various angles of 
attack. An oscillating cylinder upstream of the aerofoil provides the 
flow forcing at a Strouhal number of 0.2 and Reynolds number (Re) 
of 290, based on the cylinder diameter. The effect of the upstream 
forcing frequency of the flow is achieved by oscillating the 
upstream cylinder at its natural shedding frequency. This effect is 
investigated for various spacing (l/d) between the cylinder and 
aerofoil. Two spacing cases, 2 and 10 diameter are presented here 
at a pre-stall, stall and post stall angles of attack of 7°, 12° and 17° 
respectively. These visualisations suggest a degree of control that 
allows manipulation of the downstream flow structure through an 
upstream-induced mechanism.  
 
INTRODUCTION 
In nature certain species of cetaceans are able to utilise the effect of 
upstream oscillatory flow conditions to improve their propulsive 
efficiency. This effect is known at the Katzmayr effect, and was 
described in 1922 by the Austrian Aerodynamicist Dr Katzmayr. It 
was noted by [4] that an oscillating wind could reduce the drag on 
an aerofoil. The Katzmayr effect utilises an upstream oscillating 
flow condition to reduce aerofoil drag. 
 
It was noted by Tokumaru et al. [5] that a circular cylinder 
undergoing rotary oscillations about a fixed axis of symmetry can 
exert a degree of control over the structure of the wake. The wake 
produced by cylinders in cross flow is known as a von Karman 
vortex street and is made up of equally spaced vortices of the same 
strength but alternating in sign. As lift and drag forces are caused 
by vortex shedding at the surface of the cylinder, the structure of 
the wake is strongly dependent on the driving frequency of the 
cylinder. From previous studies it has been found that the frequency 
of these vortex shedding can be characterised by a dimensionless 
parameter, the Strouhal number. For a cylinder the Strouhal 
frequency is approximately 0.21 for any Reynolds number greater 
then 400. Moretti [3] showed that under forced oscillation two 
frequencies of vortex shedding exist: one being the same frequency 
as the unforced cylinder and the other at the forcing frequency. 
 
Experimental studies on cylinders in lock-on synchronisation by 
Jarza et al. [2] has concluded that oscillations in the incident flow 
alter the geometry of the vortex street behind an aerofoil. Aerofoils 
naturally produce lift. Thus the application of the Katzmayr effect 
on an aerofoil arrangement provides significant potential for 
application in aerodynamics and hydrodynamics.  
 
Gopalkrishnan et al. [1]] experimented with a heaving and pitching 
NACA0012 aerofoil downstream of a transversely oscillating 
cylinder.  The separation distance between the aerofoil and cylinder 
was sufficient not to interfere with the vortex formation. In the 
experiments, the phase between heave and pitch oscillations was 
varied. The results of these experiments suggested three primary 

modes of interaction between the separated flow from the cylinder 
and the aerofoil.   
 
The work presented in this paper is part of a study to characterise 
the nature of the interaction between the controlled upstream 
shedding process on the downstream wake behaviour over an 
aerofoil. The results presented here describe unique features 
observed in the tandem arrangement. The effects of an initial angle 
of attack on a stationary aerofoil, as well as the affect of an aerofoil 
oscillating at multiples of the Strouhal frequency of the cylinder 
will be examined, and changes in the cylinder centre to aerofoil 
leading edge ratio.  
 
The purpose of this investigation is to gain a qualitative 
understanding through dye flow visualisation, the interactions of 
periodic disturbances of the incident stream with various 
parameters as a form of active control for potential thrust 
optimisation.  
 
EXPERIMENTAL APPARATUS 
The experiments were performed in a re-circulating water tunnel at 
the LTRAC laboratories at Monash University. The tunnel has a 
five metre long working section, measuring 500mm x 500mm in 
cross section. The Reynolds number, based on a cylinder diameter 
of 9.6mm and the steady post acceleration flow velocity of 30mm/s, 
is equal to 298. Figure 1 shows a schematic drawing of the water 
tunnel layout. 
 
A cylinder of diameter, d = 9.6mm was used to form the von 
Karman vortex street. Downstream a NACA0012 aerofoil with 
chord, c = 12mm   and AR = 5.63, with a maximum thickness, t, 
equal to the cylinder diameter, d = t = 9.6mm was used. The 
aerofoil has an angle of incidence to the freestream of 7 degrees, 12 
degrees and 17 degrees. The cylinder contains two dye holes 
separated by 30 degrees, allowing dye traces in both directions 
above and below the aerofoil. An optical trigger is used to 
determine the centre position for both the cylinder and aerofoil. A 
motion control program was developed to allow controlled, timed 
shedding of the vortices from the cylinder by oscillating the 
cylinder at it’s natural Strouhal frequency. The aerofoil and 
cylinder are vertically mounted from above the test section. The 
current experimental setup allows for synchronised oscillations of 
the downstream aerofoil with the upstream cylinder. The spacing 
between the aerofoil aerodynamic centre (quarter chord location) 
and cylinder centre is divided by the cylinder diameter, L/d 
(spacing/diameter) and is varied to 2, and 10.  
 
The cylinder is oscillated by a stepper motor capable of 80 000 
micro-steps per revolution. The stepper motor drivers are controlled 
by TTL pulses from a Parker AT6400 Indexer. The in-house 
software allows various oscillation profiles to be achieved by the



 

 cylinder. In the data presented here, the cylinder oscillates 
sinusoidally accordingly: 
 

θ=θ0sin(ωt) 
 

where: θ0=10°, ω=frequency of oscillation. Dye is used in order to 
visualise the behaviour of the flow. The dye is introduced gently 
into the flow using a needle valve arrangement. Blue and red, are 
used to highlight the interaction of the upstream disturbance on the 
wake produced by the aerofoil. Dye flow visualisation is a particle 
tracing technique, thus the dye follows the path lines in the flow. In 
an unsteady flow the path lines do not coincide with the 
instantaneous streamlines and so one must use caution when trying 
to identify flow features such as vortices. Despite this, dye flow 
visualisations can provide an idea about the structure of the flow 
and can be used as a basis to determine areas where more detailed 
quantitative study can be useful. 
 
The flow is captured on a SONY 120x digital zoom video recorder. 
In order to adequately capture the field of view the camera is 
mounted horizontally below the test section. A 45 mirror is used to 
capture the flow in a wingtip view of the aerofoil and cylinder. In 
order to identify the phase at which the flow images are captured an 
optical trigger is used to actuate a LED in the captured video 
images. Using MGI video wave III, images can be acquired at 
different phases of the oscillating cylinder from the captured video. 
 
RESULTS AND DISCUSSION 
Tests with a circular cylinder in cross flow with forced and 
unforced oscillation were performed and can be seen in Figures 2 
and 3 respectively.  It has been shown that oscillating a cylinder at 
its natural frequency produces controlled timing of the release of 
vortices behind the cylinder and that two separate frequencies of 
shedding exist. It can be seen here that the applied forcing on the 
cylinder appears to form more compact vorticity then compared to 
the un-forced cylinder, suggesting more intense vorticity that 
dissipates further downstream due to viscosity when compared to 
the unforced case. This is in agreement with Moretti [3] who noted 
that two frequencies of vortex shedding exist at the same time and 
coexists for a region downstream before other instability affect their 
superposition and the flow is reorganised into the two vortex 
patterns. Thus for forcing at the natural Strouhal frequency the 
superposition of the vortices would suggest more intense vorticity 
which was observed in the experiments.  
 
In order to compare the effect of the oscillatory flow on the 
aerofoil, the streamlines of the aerofoil alone was first investigated 
at a pre-stall, stall and post-stall condition. The stall angle for a 
NACA 0012 aerofoil is 12 degrees. It was chosen to examine the 
effect of the stall condition and condition ±5º. Figure 4 a-c shows 
the aerofoil at an angle of incidence of 7 degrees, 12 degrees and 17 
degrees respectively. 
 
Figure 5, Figure 6 and Figure 7 represents the evolution of a forced 
oscillatory flow on an aerofoil inclined at seven, twelve and 
seventeen degrees respectively at 2 diameter spacing at a regular 
interval through one period of forcing. 
 
The forcing of the cylinder on an aerofoil at 2 diameter spacing 
causes a stagnation region to exist between the aerofoil and the 
cylinder. The forcing of the cylinder appears to pulse the stagnation 
region and shedding can be seen above and below the aerofoil, 

although the majority of the dye flow travels above the cylinder. 
Regions of more intense dye concentration can be seen at periodic 
spacings downstream along the surface of the aerofoil. The flow 
appears to stay attached over the entire surface of the aerofoil at all 
angles of attack, even when the aerofoil is at its characteristic stall 
angle, twelve degrees. The evolution of the flow as seen in Figure 
5-8 is quite similar in structure suggesting repetitious conditions. 
The mixing of the dyes in the flow visualisation suggest some 
interaction/mixing between the oscillatory flow and flow from the 
aerofoil. The flow structure for the forced flow over the aerofoil at 
the various angles of attack are similar; however the size of the 
flow structure over the aerofoil increases with increasing angle of 
attack.  
 
The two-diameter spacing appears to be advantageous in increasing 
the angle of attack without stall. At this spacing the usual von-
Karman vortex street associated with cylinders in cross flow cannot 
be seen. However, a periodic train of vortices travel down the 
surface of the aerofoil. The oscillatory flow appear to promote 
increased mixing down the surface of the aerofoil due to the slower 
fluid at the boundary layer surface mixing with the free stream 
velocity, re-energising the boundary layer. In the twelve and 
seventeen degree angle of attack case the effect of the vortex train 
acts to promote reattachment of the separated flow by removing the 
velocity deficit at the boundary layer, delaying stall.  
 
Figure 8, Figure 9 and Figure 10 represents the evolution of a 
forced oscillatory flow on an aerofoil inclined at seven, twelve and 
seventeen degrees respectively at 10 diameter spacing at a regular 
interval through one period of forcing. 
 
The 10 diameter spacing shows various forms of flow that differs 
from the 2 diameter spacing case. As the angle of incidence 
increase over this spacing, the wake profile becomes larger. A 
lower frequency disturbance is notable in the flow at the higher 
angles of attack (twelve degrees and seventeen degrees) that 
sinusoidally oscillated the von Karman vortex street. This effect is 
more prominent as the angle of attack increases and is most likely 
due to the upstream effect of the stalled aerofoil. Less mixing is 
evident between the flow from the leading edge and the oncoming 
vortex street compared with the tow diameter spacing case. This 
flow does not look as favourable as the 2 diameter spacing case and 
is most likely due to the dissipation of vorticity in the von-Karman 
vortex street, disabling penetration of the boundary layer. 
 
CONCLUSION 
This present experimental study suggests through flow visualisation 
that it is possible to alter the lift coefficient in pre-stall and post-
stall cases via an upstream oscillatory disturbance. The 2 diameter 
spacing appeared to be the most favourable condition for increase 
of the stall angle, as the flow still remained attached down a portion 
of the aerofoil at the 17 degree case. An increase in the spacing 
revealed that stall occurred earlier than in the 2 diameter spacing 
case. However, a secondary lower frequency disturbance is evident 
at the higher angles of attack, twelve and seventeen degrees, which 
made the flow pattern unsteady with time, producing an oscillating 
von-Karman vortex street. This effect attached and separated the 
flow from the surface of the aerofoil at this lower secondary 
frequency. The von-Karman vortex street oscillated at an angle of 
±30degrees to the free stream.  
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Figure 1: Experimental Setup. 
 
 

                                                
                   Figure 2: Flow visualisation of the von Karman                           Figure 3: Flow visualisation of the von Karman                                      

vortex street produced by forced flow                                                     street formed behind a cylinder in  
                         behind a cylinder in cross flow.                             cross flow. 
 

                                                       (a)                     (b)                    (c) 
Figure 4 (a-c): Flow visualisation of a NACA0012 aerofoil at 7, 12 and 17 degree angle of attack respectively. 
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Figure 5: Evolution of the interaction of a forced oscillatory flow with a NACA 0012 aerofoil at  a seven degreeangle of attack and 

two-diameter spacing. 
 

                                                           
Figure 6: Evolution of the interaction of a forced oscillatory flow with a NACA 0012 aerofoil at a twelve degree angle of attack and 

two-diameter spacing. 
 

                               
Figure 7: Evolution of the interaction of a forced oscillatory flow with a NACA 0012 aerofoil at a seventeen degree angle of attack and two-

diameter spacing. 
 

                      
Figure 8: Evolution of the interaction of a forced oscillatory flow with a NACA 0012 aerofoil at a seven degree angle of attack and 

ten-diameter spacing. 
 

                            
Figure 9: Evolution of the interaction of a forced oscillatory flow with a NACA 0012 aerofoil at a twelve degree angle of attack and 

ten-diameter spacing. 
 

                            
Figure 10: Evolution of the interaction of a forced oscillatory flow with a NACA 0012 aerofoil at a seventeen degree angle of attack 

and ten-diameter spacing. 
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Abstract

A number of different models have previously been developed
to describe the collective oscillatory behaviour of gas-filled bub-
bles in a liquid medium. In this paper we perform an eigenanal-
ysis on two mathematical models and discuss which is more
physically realistic for the case of a chain of bubbles. The modal
structures of both a bubble chain and bubble array are investi-
gated, as well as the corresponding complex eigenfrequencies.
For the case of two spherical bubbles located between two rigid
parallel plates, we show how the eigenfrequencies change as the
plate spacing is varied.

Introduction

Much work has been done towards the development of a model
to describe the oscillations of gas bubbles in a liquid domain
[1, 2, 3, 4, 5, 6], mostly analysing pairs of bubbles. The
acoustically-coupled volumetric oscillations of bubbles are rele-
vant in many fields, such as process engineering, ocean physics,
microtechnology and medicine. Two different models for an
arbitrary number of bubbles will be considered in this paper.
The first model follows from work done by Manassehet al [8],
which has been developed for the particular case of a chain of
bubbles. The second model, what we will call the standard
model, is a simplified version of Feuillade’s model [7], based
on the theory of Tolstoy [2], and is applicable for any general
configuration of bubbles. Both models appeared capable of pre-
dicting basic experimental trends [8, 9]. The models are dis-
cussed in the theory section of this paper. Numerical solutions
for the eigenmodes and eigenfrequencies of a bubble chain are
generated using each model. The results are compared and con-
trasted so that the most physically realistic model can be used.

We then look at an array of bubbles using the simplified stan-
dard model. A few modal structures are shown graphically, for
the case of a square array of bubbles. The standard model is
then modified to account for the presence of two rigid parallel
plates between which two bubbles are trapped. The plates are
modelled using the method of images. Using this very simplis-
tic approach, we show that as the plates are brought together,
the resonant frequencies (symmetric and asymmetric) decrease,
which follows from work done by Strasberg [10]. The paper
concludes with a summary of findings and outlines further work
that is presently underway.

Theory

All the models used in this paper can be written in the following
form:

MẌ +CẊ +KX = 0, (1)

whereM , C, andK represent inertial, damping, and stiffness
matrices respectively andX is related to a differential bubble
radius (i.e., the difference between the instantaneous and equi-

librium bubble radii). Each model described below represents a
system of second order differential equations with constant co-
efficients, the solution of which is harmonic in nature. Further-
more, equation 1 is a homogeneous equation (there is no driving
term on the RHS) since we only require the natural frequencies
and natural modes of a given bubble configuration. The coef-
ficient matrices are determined by the assumptions made about
the coupling between bubbles in the chain. For simplicity, it is
assumed that all bubbles have equal radii.

Model 1

This is the model proposed by Manassehet al [8]. To enable
comparison with the standard model, equation 4 of [8] is repro-
duced here, and called Model 1A,

δ̈i +bi δ̇i + ω2
0iδi =−∑

j 6=i

R0

sji

(
ω2

0 j δ j +b j δ̇ j

)
, (2)

whereδ is the change in bubble radius from an equilibrium ra-
diusR0, b = ω2

0R0/c is a radiative damping term,ω0 is the ra-
dian frequency of a single, linearly oscillating spherical bubble
in an unbounded liquid,sji denotes the spacing between centres
of bubblesi and j, andc is the speed of sound in the liquid.

Model 1 was derived by assuming the coupling is due to the
monopole superposition of the pressures from other bubbles.
The bubbles can in principle have finite radii, whereas in the
standard model, the bubbles are essentially point sources. Fur-
thermore, there are no coupling terms arising from the veloc-
ity fields of neighbouring bubbles. In the course of Model 1’s
derivation, the liquid was first assumed to have a finite com-
pressibility, and the compressibility was then made negligible.
However the sign of the coupling term was negative because
the bubbles were assumed from the outset to oscillate in a per-
fectly incompressible liquid. This appears to be an inconsis-
tency, but since Model 1A had predicted experimental data, it
was not clear if Model 1A was inappropriate. A self-consistent
version is Model 1B,

δ̈i +bi δ̇i + ω2
0iδi = ∑

j 6=i

R0

sji

(
ω2

0 j δ j +b j δ̇ j

)
, (3)

and in this paper, both 1A and 1B will be analysed to judge
which is more appropriate.

Model 2

The model developed by Feuillade [7] was simplified by assum-
ing that the acoustic wavelengths are much larger than the spac-
ing between bubbles (effectively also neglecting liquid com-
pressibility). Equation 7 in [7] has also been arranged to have
the same form as equations 2 and 3 above, yielding:

δ̈i +bi δ̇i + ω2
0iδi =−∑

j 6=i

R0

sji

(
δ̈ j

)
. (4)



Feuillade couples each bubble by scattered pressure fields from
all other bubbles and then relates the pressure to the inertial
mass of each bubble. This effectively couples the bubbles by
velocity fields assumed continuous throughout a multiphase do-
main. Inherent in the model is that the bubbles act as radiating
point sources. The pressure due to damping stress from other
bubbles is not included. As an aside, this model is identical to
that of Hsiaoet al [5] when damping is neglected.

Numerical Method

A computer program was developed to find the eigenvalues
(eigenfrequencies) and eigenvectors (eigenmodes) for a system
of differential equations of the form given by equation 1. To
do so, the system of equations was converted into state-space
coordinates of the form:

Ż = AZ , (5)

where

Z =
[

X
Y

]
, Y = Ẋ, A =

[
0 1

−M−1K −M−1C

]
. (6)

The program makes use of the numerical routines inNumeri-
cal Recipes in Cas well asCLAPACKroutines and libraries to
calculate the eigenvalues and eigenvectors of equation 5. The
required output was coded in C so as to produce a MATLAB-
readable file (i.e., an M-file). The M-file was run in MATLAB
to produce the plots shown in this paper.

The program reads an input file containing parameters of in-
terest (e.g. bubble size, bubble separation, number of bubbles
in the chain, etc.), creates the coefficient matrices from these
values and according to the desired model, constructs the state-
space matrix, then calculates the eigenvalues and eigenvectors.

Chains of Bubbles

A number of interesting plots were generated to show the sim-
ilarities and differences between the models using a chain of
bubbles. Firstly, the program was tested for the case of an un-
damped two-bubble chain to see if it reproduced the analytic
natural frequencies. Once the numerical output was verified,
the chain was extended to thirty bubbles, and plots of the modal
structures were generated.

Two-bubble Chain

For Model 1A the analytic low-frequency eigenmode is given
by, ω1 =

√
(1−R0/s)ω0, while the high-frequency mode is

given by,ω2 =
√

(1+R0/s)ω0. For the standard model,ω1 =
ω0/

√
(1+R0/s) andω2 = ω0/

√
(1−R0/s). Figures 1 and 2

show the agreement between the analytical expressions and the
numerical values generated by the program, as a function of the
ratio of bubble separation to bubble radius, for each model.
As expected, figures 1 and 2 have the same general behaviour.
The most important point is that the models break down when
the bubbles are brought close together (the two natural frequen-
cies rapidly diverge). In reality the bubbles would coalesce to
form a single, larger bubble. (For a physical intuition behind
the frequency shift of the two modes see [7].)

Eigenmodes for a Chain of Thiry Bubbles

Figures 3 and 4 show the first five consecutive modes with ev-
ery fifth mode shown thereafter, for a chain of thirty bubbles.
A bubble radius of 2.605 mm was used in the computation and
the bubble separation was calculated such that all thirty bubbles
fit within a chain of length 0.535 m. The centreline on each
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Figure 1: Frequency shifts of the natural frequencies for a two-
bubble chain using Model 1A. The horizontal axis represents
a non-dimensional ratio scaled in terms of bubble radii. The
vertical axis scales the modal resonance frequency relative to
the resonance frequency of a single bubble in free space. The
solid lines represent the analytic solutions. The points denoted
“◦” and “∗” are the results from the numerical eigenvalue solver.
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Figure 2: Frequency shifts of the natural frequencies for a two-
bubble chain using Model 2. The same notation as shown in
figure 1 is used.

plot represents the condition where bubble radii are at equilib-
rium. Also note that damping has been neglected since it has
very little effect on the modal structures. Here we see a fun-
damental difference between models. For Model 1A, the low-
est frequency mode corresponds to the most complicated mode
structure, whilst the highest frequency mode corresponds to the
simplest eigenmode (in which all bubbles oscillate in phase).
This is contrary to physical intuition. For the standard model,
however, the opposite is true; the lowest frequency mode corre-
sponds to the simplest eigenmode, whilst the highest frequency
mode corresponds to the most complicated mode. This is true of
most harmonic situations (e.g. harmonics of a plucked string).
When Model 1B is used, the eigenmode structure has a form
consistent with physical intuition, like that of Model 2.

Also worth noting is that the bubbles towards the ends of the
chain oscillate at a lower amplitude than those in the middle.
This is analogous to a system of masses connected by springs,
in which the masses in the middle have more flexibility than
those on the end.



−1 0 1 2 3 4 5 6 7

x 10
−3

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

ω
1
 = 1130.55Hz

ω
2
 = 1131.34Hz

ω
3
 = 1132.65Hz

ω
4
 = 1134.50Hz

ω
5
 = 1136.88Hz

ω
10

 = 1157.38Hz

ω
15

 = 1194.34Hz

ω
20

 = 1254.54Hz

ω
25

 = 1358.81Hz

ω
30

 = 1720.41Hz

Modes of oscillation

V
er

tic
al

 d
is

ta
nc

e,
 z

 [m
]

Figure 3: Modal structures for Model 1A for a chain of thirty
bubbles. A chain height of 0.535 m was used. The lowest fre-
quency mode has the most complicated mode structure. The
highest frequency mode occurs when all bubbles oscillate in
phase.
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Figure 4: Modal structures for Model 2 for a chain of thiry bub-
bles. A chain height of 0.535 m was used. The lowest frequency
mode has the simplest mode structure and corresponds to all
bubbles oscillating in phase.

For each of Models, 1A, 1B and 2, it can be shown that the
low-frequency mode is less damped than the high-frequency
mode. This agrees with physical intuition that low frequency
oscillations generally survive longer than higher frequency os-
cillations; the model of Hsiaoet al [5] predicts the opposite. An
interim conclusion is that Model 2 is both physically realistic
and self-consistent and should be used in preference, although
more comparison with experiment is warranted.

Arrays of Bubbles between Parallel Plates

This section of work is based on the standard model approach to
the coupling between spherical bubbles. This model was used
because it can be easily extended to any configuration of bub-
bles. However, it does mean that the bubbles are modelled as
point sources, and so the model is invalid when the bubbles be-
come too close.

To simulate the presence of top and bottom plates, the method of
images was used. The configuration for the case of two bubbles
is shown in figure 5. The plates are simulated by the presence
of bubble images and therefore act as mirrors. Each bubble im-

Bubble separation, s

Bottom plate

Top plate

B1 top image B2 top image

B1 bottom image B2 bottom image

B1 B2

Plate separation, L

Figure 5: Configuration of the bubble image model for two bub-
bles, B1 and B2.

age is in phase with its respective original (i.e., B1’s top and
bottom images are in phase with itself). Note that only primary
images have been considered. In fact, for a source between par-
allel plates the streamfunction is made up of an infinite series of
images. Neglecting the other images is justified since they are
further away and thus have less effect on the mass loading of
the surrounding fluid.

To generate meaningful results, the first task was to modify
the numerical code developed earlier (for the bubble chain) for
the case of a bubble array with no images. This involved re-
specifying the spacing between each and every bubble so as to
produce an array rather than a chain configuration. An exam-
ple of some of the eigenmodes that can be generated from such
a configuration is shown in figure 6. This plot represents the
situation in which the plates are infinitely far apart.

The standard model was then modified to include the presence
of the bubble images. This meant adding extra inertia terms
(due to the bubble images) to each bubble between the plates.
The result was a set ofN-coupled equations describing the os-
cillation of anN-bubble array between plates. The numerical
code was adapted to take this into account by altering the iner-
tia matrix.

The effect of the plate separation on the resonant frequencies is
best shown for the case of two bubbles. This is shown in fig-
ure 7. As the ratio of plate separation to bubble radius(L/R0)
decreases, the two resonant frequencies decrease. This is sup-
ported by work done by Strasberg [10], in which he looks at the
effect of a rigid boundary on the pulsation frequency of a spher-
ical bubble. An intuitive way of explaining the above result is
that the presence of the bubble images oscillating in phase with
the original bubbles increases the mass loading, retards the mo-
tion and therefore reduces the resonant frequencies [7].

Conclusions

We have performed an eigenanalysis to determine the eigen-
frequencies and eigenmodes of spherical bubbles in both chain
and array configurations. The models assume that the bubbles
are of identical radii and oscillate linearly, remaining spherical
in form. For small ratios of bubble separation to bubble radius,
the models clearly break down.

In comparing the two models, it has been noted that Model 2,
the standard model, assumes that the bubbles act as point
sources, whereas this assumption is not necessary for Model 1.
From a physical point of view, both models agree with the
intuition that lower frequency oscillations survive longer than
higher frequency ones. However, considering the eigenmode
structures for a chain of bubbles, Model 2 agrees with what is
generally seen in nature (the lowest frequency mode has the
simplest structure and the highest frequency mode the most
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Figure 6: Eigenmode structures for the 1st, 25th and 49th modes
of a 7×7 array of 49 bubbles. This was generated for identical
bubble radii of 2.605 mm and without damping. The spacing
between bubble 1 and bubble 2 is 0.25 m.

complex), whereas Model 1A predicts the opposite. A corrected
version of Model 1, Model 1B, removes this problem. An in-
terim conclusion is that the ‘standard’ Model 2 should still be
used.

For the case of two bubbles bounded by parallel plates, we have
shown that the resonant frequencies decrease as the plates are
brought closer together. However, the analysis becomes inap-
propriate for small plate spacings, where the bubbles would no
longer be spherical. On this note, current work in progress
is aimed at investigating the resonant frequencies of bubbles
which are trapped between parallel plates, not just bounded by
them. Thus the bubbles are shaped more like cylinders than
spheres. This work will hopefully determine what happens to
the resonant frequencies of such bubbles as the plate spacing
is varied. To some extent, the modified standard model for
the case of two bubbles bounded by parallel plates offers some
guidance for this work.
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together. This was generated for identical bubble radii of
2.605 mm and without damping.
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Abstract 
 
The effect of wind on the performance of a cooling tower has 
been investigated taking into consideration plant buildings and 
the presence of another tower. The results include measurements 
from a full scale tower, wind tunnel testing and numerical 
simulations. It has been found from these data that the plant 
buildings can significantly improve tower performance 
depending on the wind direction relative to the buildings. 
However, surprisingly, when the wind is blowing from the 
direction of the second cooling tower, the performance of the first 
cooling tower drops. This paper presents some results which 
demonstrate the importance of buildings in predicting cooling 
tower performance. 
 
Introduction 
 
The performance of natural draft cooling towers depends heavily 
on weather conditions. This includes the ambient temperature and 
humidity, which affect the density of atmospheric air and its 
ability to absorb water vapour. Winds, on the other hand, create 
uneven pressure distributions at the tower inlet and outlet thereby 
affecting the velocity distribution within the tower and the overall 
mass flow rate. Although atmospheric air temperatures and 
humidity can not be controlled, the adverse consequences of 
wind can be mitigated to some extent by the use of suitable 
barriers. Little information is available on wind effects on the 
cooling tower performance [6] and remedial barriers [4, 5]. In 
most studies the effect of wind has been reported in terms of 
variation in the approach temperature, often called approach and 
defined as the difference between the outlet cooling water 
temperature of the tower and the wet bulb temperature of the 
incoming air. Unfortunately, the accompanying information does 
not include any indication as to whether there were any 
obstructions to the wind due to plant buildings and other 
topographical features. 
 
The approach temperature of an isolated tower has been found to 
increase whenever there is any wind; indicating an increase in the 
outlet cooling water temperature. A 1K rise in that temperature 
has been reported when wind speed increases from 2 to 4ms-1 [9]. 
In another study changes in approach temperatures by up to 14K 
were observed in dry cooling towers for wind speeds up to 15ms-1 
and 4K in wet towers for wind speeds up to 12.5ms-1 [6]. 
 
It is therefore necessary that while investigating the effects of 
wind on the natural draft cooling towers, the role of buildings in 
creating a barrier to the wind before it reaches the towers need to 
be studied in detail.  
 
The present study therefore included the installation of 
instrumentation in a wet cooling tower at Mt Piper Power Station 
in NSW. Arrays of thermocouples and anemometers were 
installed in the tower and a remote data collection system was 
developed for data acquisition. The turbine load, the volumetric 
flow rate through the tower and water temperatures were 
obtained from the control room data acquisition system. The 

mass flow rate of air was calculated by integrating the 
anemometer data.  
 
A 1/1000 isothermal scaled model of the tower was developed 
for wind tunnel testing. A duct was attached to the top of the 
model tower so that the flow rate of air could be controlled by an 
external fan. The performance of the tower was evaluated in 
terms of the pressure loss through the model tower. The 
surrounding buildings and the second tower were also reduced to 
the same scale and mounted on a turntable in similar positions to 
those in the full scale power station as may be seen in Figure 1 
below.  
 
 

  
 
 

Figure 1: Cooling Tower Layout in relation to Plant Buildings. 
 
The study was further extended by constructing a 2D numerical 
model of the plant to gain an understanding of the wind flow 
patterns around the cooling tower area in relation to the other 
plant buildings. 
 
Full scale measurements 
 
The instruments for data collections at the tower were installed 
above the cooling tower fill. These included calibrated 
anemometers and thermocouples installed on ropes extending 
from the centre to the outer surface of the tower at approximately 
30o around the tower azimuth. In addition, the cooling water 
temperatures entering and leaving the tower and dry bulb and wet 
temperatures were also recorded. The data were collected at a 
frequency of 2000Hz and averaged over 5 minute intervals on a 
24 hour cycle.  The wind speed and direction and air temperature 
data was measured at 10 meters height at the metrological station 
situated 500 meters from the cooling tower and outside the plant 
buildings. The power generation data was obtained from the plant 
control room data. 
 
Tower performance with wind from plant building side  
 
For a typical day when the wind direction and the output of the 
turbine were reasonably constant the data are given in Figure 2. 
 
Although the wind speed at the plant reached velocities up to 
10m/s, reliable data were only available for wind speeds up to 
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4m/s. Since there is wind direction and the power demand 
fluctuate during the day, the data to be used were obtained from 
records on a day during which wind direction and the power 
remained fairly constant. This leads to a more reliable correlation 
between the wind and the approach. Unfortunately, data at 
constant wind direction and power were only available for wind 
speed up to 4ms-1.  
 
It can be seen in the Figure 2 that when the wind blows from the 
building side the approach temperature decreased from 13K to 
about 10 K as the wind speed increases. A decrease of about 3K 
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Figure: 2 Effect of wind on tower approach temperature. 
(Wind from plant building side) 

 
has been obtained when plant buildings act as barrier to the wind 
blowing towards the tower. As a result the water leaving the 
tower could be 3K lower than when there is no wind. This 
condition is in direct contradiction to some of the previous 
studies in which the approach increased with the wind speed [6]. 
This is supported by Dreyer et alia [10], who studied evaporative 
natural draft cooling towers. They found that the approach 
temperature decreased from 14K to 12K when the wind speed 
increased from 0 to 6 ms-1; regrettably, they do not mention 
whether there were any barriers in front of the tower. One 
possible explanation is that not only do buildings shield the tower 
intake, thereby reducing any velocity distribution; the wind also 
provides suction at the tower outlet, thereby increasing the 
available pressure drop and the resulting air mass flow rate 
through the tower. It follows that a judicious placement of power 
station buildings can actually have a favourable influence on the 
performance of cooling towers during windy periods. 
 
Wind from the direction of the second cooling tower 
 
A wind from the direction of the second tower has been found in 
this work to increase the approach temperature as can be seen in 
Figure 3. There is considerable scatter in the data in Figure 3, 
however, the line of best fit of the approach temperature has a 
minimum of approximately 6K when there is a wind of 0.5ms-1, 
to a maximum of approximately 12K at a wind speed of 2.8ms-1. 
Beyond that velocity there is a slight decrease but the approach 
temperature remains well above its zero velocity value. Since the 
two towers are of the same size, and they are completely open at 
ground level, the second tower does not provide any shielding for 
the other tower at ground level. Further, the wake from the 
second tower would reduce the suction effect at the top of the 
first tower. The result is a decreased air mass flow rate with a 
consequent reduction in the performance represented by a 
substantial increase in the approach temperature. Unfortunately 
this phenomenon cannot be fully investigated in wind tunnel tests 
because the flow through the model tower is provided by an 
external fan, but could be modelled numerically. 
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Figure: 3 Effect of wind on tower approach temperature. 
(Wind from second cooling tower side) 

 
Wind tunnel results 
 
A 1/1000 scale model of the tower was tested in the wind tunnel 
together with all the buildings and the second tower placed at the 
correct positions relative to the tower as may be seen in Figure 1. 
Tests were carried out at different velocity ratios, VR, defined as 
the ratio of the velocity at the tower throat to the wind velocity, 
and some of those are reported in Figure 4. The effect has been 
described in terms of the inlet pressure loss coefficient (CPi) of 
the tower as a function of the velocity ratio (Vr).  
 
Cpi is defined as  

25.0 ct

o
pi V

p
C

ρ
∆

= , 

in which, Cpi, is pressure loss coefficient at the inlet; 
∆po is the pressure loss in the tower; 
Vct, is the velocity inside the cooling tower; 
and 
ρ, is the density of air. 
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Figure: 4   Variation of CPi with building 

  and tower obstruction. 
 
As may be seen in Figure 4, Cpi is much larger with a value of 
about 1.20 when the wind reaches the tower from the south, 
which is the second cooling tower side, than its value of about 
0.45 when there is no wind. This loss of performance is 
accompanied by the fact that it has been reported that in windy 
conditions, when in tandem arrangement, the pressure fluctuation 
on the downstream tower can be as high as 40% [2]. However, 
CPi is approximately 0.90 when the wind blows from the boiler 
house side buildings; which is about 33% lower than that 
obtained when the wind blows from the south or second cooling 
tower side for a similar velocity ratio. Surprisingly, when the 
wind blows from the east where there is no obstruction in the 
path of the oncoming wind (see in Figure 1) there is a lesser loss 



 

of performance that when the wind blows from the south and the 
cooling tower is sheltered by the second cooling tower. The 
minimum loss of performance occurs when the cooling tower is 
protected by the massive boiler house building which lies to its 
west. The northerly approach is also protected by the water 
treatment building which, however, is smaller than the boiler 
house so that it gives less protection.  
 
It should be noted that Cpi really only represents the inlet losses 
of the model tower and these are always increased when the wind 
blows. Because the development of a hot small scale cooling 
tower model is not really possible, a cold model is used, thereby 
not allowing the wind effects at the top of the tower to be 
modelled at all. Thus, the effects of wind suction mentioned in 
the discussion concerning the full scale plant cannot be 
reproduced, which means that the improved performance shown 
in Figure 2 is not seen in the model results. 
 
The model results qualitatively indicate that the tower 
performance is differently affected when the wind blows from 
different directions and that this is due the different obstructions 
present. Surprisingly, the second cooling tower has by far the 
major effect on the tower performance as can be seen in the full 
scale and wind tunnel results. It seems that sheltering the inlet 
reduces Cpi so that all other effects being equal it is expected that 
a reduction in Cpi will lead to an improvement in the tower 
performance. Thus, wind tunnel test on remedial devices 
designed to improve the inlet flow to the cooling tower will still 
yield valuable information, but the surrounding buildings need to 
be included in the model. 
 
Numerical simulations 
 
A two-dimensional numerical simulation of the wind tunnel 
model has been performed to improve the understanding of wind 
flow around the cooling tower area in the presence of plant 
buildings.  Although the numerical model studies are in a 
preliminary stage and have not yet been completely validated, 
they are given here for information to indicate that the flow 
pattern is greatly affected by the arrangement of the surrounding 
buildings and complement the physical modelling results.  
 
The commercial code CFDACE was used to perform the 
numerical work. The wind tunnel physical arrangement has been 
simulated in this work. The numerical model was prepared using 
a total number of 175000 mesh points on an unstructured grid. 
Since it was expected that the flow would not be steady, a 
transient solution was sought with a time step of 10-4s and an 
upwind differencing scheme was used on the advective terms in 
the Navier-Stokes Equation and a central differencing scheme 
used on the other terms. The κ-ε  turbulence model was used. At 
the inlet, a uniform velocity of 11 m/s was used. At each time 
step convergence of the velocity and pressure residuals were 
reduced to 10-6 of their initial values. Since the work is still in the 
progress there are several refinements in the process of being 
included, the full details would be available after validation. 
These results here are presented for an indicative purpose only.  
 
The preliminary results may be seen in the Figures 5 to 7 (wind 
from the small building direction) and Figures 8 to 10 (wind 
blows from the second tower direction) at various times. In 
agreement with the full scale and the wind tunnel results, it can 
be seen that the small building provides shelter to the first 
cooling tower whereas when the wind is blowing from the second 
cooling tower there is no shelter. The exact effect of the 
obstructions need to be averaged overall a long period, however, 
the general pattern does not change enormously as may be seen 
in the Figures 5 to 10.  

The high stream of air caused by the upstream building affects 
the eastern side of the second tower. The detached boundary 
layer on the eastern side of the large building results in a low 
velocity stream around the western side of the second tower. 
 
 

 
Figure 5: Flow pattern when the wind blows from the direction of 

a building. 
 

 
Figure 6: Flow pattern when the wind blows from the direction of 

a building. 

 
Figure 7: Flow pattern when the wind blows from the direction of 

a building.  
 
In the second case of wind from the south, as shown in Figures 8 
to 10, the two towers are arranged in tandem with a building on 
the down stream side of the two towers and the large boiler 
building on one side of both towers. In this case both towers are 
affected by the wind with the upstream tower having higher 
surrounding velocity than the down stream tower. However, the 
upstream tower provides some little shelter to the down stream 
tower. Although the up stream tower provides some shelter to the 
down stream tower, the flow pattern created by the large building 
in fact increases the wind speed on the second tower. 
 
The simulation results, although not yet validated, support the 
full scale and wind tunnel results in the sense that the tower 
performs better when the plant buildings provide shelter from the 
wind. The interaction of the flows around the cooling towers and 
buildings is much more easily understood from the numerical 
calculations and their effects quantified. However, it should be 
understood that a cooling tower in isolation is not an adequate 



 

model for the evaluation of its performance in windy conditions 
without taking account of nearby buildings. 
 
. 
 
 

 
Figure 8: Flow pattern when the wind blows from the direction of 
the second cooling tower.  

 
Figure 9: Flow pattern when the wind blows from the direction of 
the second cooling tower. 

 
Figure 10: Flow pattern when the wind blows from the direction 
of the second cooling tower.  
 
Conclusion 
  
The performance of natural draft cooling towers is significantly 
affected by wind. The plant buildings depending upon the 
orientation can significantly help to improve the cooling tower 
performance by sheltering the tower from wind. The effect 
depends upon the size and orientation and arrangements of the 
buildings.  
 
The tower performance is reduced when the wind blows from the 
direction of a second tower or from a direction without any 
buildings to shelter the tower.  
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Abstract

Previous studies of unconfined swirling jets have shown that
when the ratio of the axial to azimuthal velocity exceeds a criti-
cal value (Sc), the vortex core undergoes vortex breakdown [4].
In this paper, critical swirl ratios are determined numerically for
a wide range of different upstream axial velocity distributions
and Reynolds numbers to determine the general applicability of
the proposed critical swirl ratio criterion. While it predicts the
onset of vortex breakdown reasonably well, a modified version
based on averaged axial and azimuthal velocities, improves the
prediction of the onset of breakdown from 60% to better than
10% over a large part of the parameter space considered.

Introduction

Vortex breakdown is a flow phenomenon that can affect vor-
tex cores over a wide range of flow parameters. Vortex break-
down and its control have importance to flows in mixing ves-
sels [5], meteorological phenomena (e.g. tornados) [1], mili-
tary [16] and civil aviation [15], and combustion [17]. Three
main vortex breakdown topologies have been identified in the
literature [6]: the bubble, spiral and double helix. Recently,
a new type has been added to this list, which has been desig-
nated conical breakdown due to its conical (near) axisymmetric
expansion about the vortex core [4]. The critical swirl ratio cri-
terion described in the abstract, and in more detail below, has
been applied to breakdown types including conical breakdown.
Refer to the recent review of Lucca-Negro and O’Doherty for
details [14].

Early vortex breakdown research was conducted experimen-
tally in diverging pipes [19] and with somewhat less success
over delta wings [11]. Numerical studies have allowed an of-
ten more detailed analysis of the mechanisms and dynamics of
vortex breakdown beginning with the quasi-cylindrical approx-
imation of Hall in 1972 [10]. The quasi-cylindrical approxima-
tion allowed prediction of the occurrence and position of vor-
tex breakdown, but not the internal dynamics or the upstream
and downstream influences. The use of the quasi-cylindrical
approximation is hence limited. Parallel with the increase in
computing power came more sophisticated simulations utilis-
ing the Navier-Stokes equations with steady [8] and unsteady
[9] axisymmetric approximations. Later the need for full 3D
time-dependent solutions to the Navier-Stokes equations be-
came more apparent [21]. State of the art direct numerical sim-
ulations have successfully shown a variety of vortex breakdown
states including the bubble, the spiral, combined bubble and spi-
ral, and combined bubble and helical modes [18].

Despite decades of research, the physical mechanism of vortex
breakdown remains under dispute. Three main theories have
been put forward, which are supported to varying degrees by
experimental observations and measurements. These are: (i)
an axisymmetric analogy to a two-dimensional hydraulic jump,
where there is a jump transition between the supercritical up-
stream vortex and the downstream sub-critical conjugate state
[2, 3, 19, 18]; (ii) an analogy with two dimensional bound-

ary layer separation, where the quasi-cylindrical approximation
of the equations of motion is assumed to be analogous to 2D
boundary layer equations, such that a breakdown in the approx-
imation indicates the occurrence of a local separation and hence
vortex breakdown [10]; and (iii) through a hydrodynamic insta-
bility, that uses stability analysis based on a columnar Q-vortex
[17, 12, 13].

Proceeding in parallel with research into the mechanism of vor-
tex breakdown, research has also attempted to find the criti-
cal parameters (critical states) that can be used to determine
whether breakdown will occur. Most of these critical conditions
have been related to axial and azimuthal velocities, or axial and
azimuthal momenta [7]. One parameter, the Rossby number,
Ro � U

�
rcΩ, where U , rc and Ω are the characteristic axial

velocity, radius and rotation rate respectively, was used to in-
terpret past experimental and numerical results as well as new
numerical results [20]. Collation of the data for the onset of
breakdown showed a trend to asymptote to a critical Roc � 0 � 65
for Re � 250. Generally, these classifications are based on char-
acteristics of a whole vortex core. Alternatively, the swirl angle,
defined as φ � tan � 1 � W � U � [10], where U and W are the local
axial and azimuthal velocities, has been used as a local indicator
to predict the downstream occurrence of breakdown.

One form of critical parameter—the swirl ratio, has been argued
to provide a better indicator of the onset of breakdown than the
Rossby number [4]. An analysis based on Bernoulli’s equation
applied along the core centreline, and the assumption that the
pressure in the breakdown region matches the far field pressure,
leads to the prediction that breakdown will occur under the fol-
lowing condition

S � 2W 	 R 
 2 � z0 �
U 	 0 � z0 �

��
2 � (1)

Here, S is the swirl ratio, W 	 R 
 2 � z0 � is the azimuthal velocity at
radius r � R

�
2 and a small distance downstream of the noz-

zle exit at z � z0, R is the nozzle radius and U 	 0 � z0 � is the ax-
ial velocity at the nozzle centreline (hereafter referred to as
Ucl ). Results of swirling jet experiments [4] showed that for
300 � Re � 1200, vortex breakdown first occurred at S � 1 � 4,
consistent with the theoretical prediction. Note that equation 1
has been simplified by assuming a Rankine vortex, i.e. solid
body rotation and a top-hat axial velocity profile.

Figure 1 shows the variation of the centreline, flow-rate-
averaged and momentum-averaged jet velocity as a function of
swirl ratio for the swirling jet studied experimentally by Bil-
lant et al. [4]. As expected, the averaged velocities are almost
constant with swirl ratio, since the experimental rig was sup-
plied with a constant head. Of interest, the axial velocity pro-
files (with radius) show a variable height local peak in the axial
velocity at the centreline depending on the relative swirl ratio,
however, further out from the axis the axial velocity is relatively
uniform before dropping smoothly to zero at the edge of the jet.
It is expected that the relatively small mass flow associated with
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Figure 1: The magnitude of the centreline axial velocity used
in the swirl ratio S, as compared with the flow and momentum
averaged velocities.

this local peak should not have a great influence on the tendency
for the jet to breakdown. Despite this, but with some theoretical
support, the centreline velocity was the measure used by Billant
et al. [4] to represent the axial flow in equation 1.

The aims of this research were to determine the sensitivity of
critical swirl ratio (Sc) to changes to the axial velocity profile
and, if the critical swirl ratio was found not to be constant, then
to attempt to find a modified version of the swirl ratio for which
this would be the case.

Numerical Method

Axisymmetric numerical simulations were performed using a
spectral-element code previously developed and validated [22].
The method employs high-order tensor-product Lagrangian
polynomials as shape functions within the discretisation ele-
ments. Accurate and efficient integration over each element is
achieved by matching the node points of the Lagrangian poly-
nomials to the Gauss-Legendre-Lobatto quadrature points. The
method is second-order accurate in time.

The computational grid has six macro elements across the
swirling jet with mesh compression towards the outer radius (R)
to help resolve the jet shear layer. There are thirteen macro el-
ements expanding out from the nozzle radius to the outer radial
boundary at r � 10R. The axial domain length is l � 46R and
there are thirty macro-elements that expand away from the noz-
zle. The number of internal nodes was fixed for all cases at
36 (6 � 6), limiting the error in flow field characteristics, such
as Strouhal number and point velocities, to

�
3%. This error

estimate was determined through a series of simulations with
higher numbers of internal nodes per element. At the inflow
boundary the axial and azimuthal velocity profiles were speci-
fied. At the outlet boundary the normal component of velocity
were set to zero. Initial problems with divergence of the solu-
tion as the jet reached the outlet were resolved by the inclusion
of a viscous sponge region of very high relative viscosity. This
was applied in the last three rows of elements before the out-
let. A free-slip condition was specified to the outer wall. The
flow was evolved until it reached either a steady, periodic or
asymptotic state (dependent on flow parameters). Typically this
involved 1–2 � 105 timesteps.

In order to investigate the effect of velocity profile on the critical
swirl ratio, four quite different axial velocity profiles were cho-
sen (figure 2). These profiles will be referred to as ”medium”,
”flattened”, ”peaked” and ”top-hat”. The medium, peaked and
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Figure 2: Axial velocity profiles tested (medium, flattened,
peaked and top-hat) as compared with the profile given by Bil-
lant et al.(1998)[4] ( � ) for S � 1 � 33, a swirl ratio near the criti-
cal swirl ratio Sc.

flattened profiles have been momentum matched to the profile
of Billant et al. (1998) (figure 2). The flattened and peaked pro-
files have centreline velocities decreased and increased by 20%
from that of the medium case. The top-hat profile has the same
centreline velocity as the medium case but significantly higher
momentum. This profile also has the same averaged velocity
as its centreline velocity (Ū � Ucl). All profiles simulated were
generated using the U � r ��� Ucl � 1 �	� r 
 R � n � where the exponent
n describes the profile. The peaked, medium, flattened and top-
hat profiles had n � 1 � 55, 2 � 39, 5 � 1 and 1000, respectively.

Azimuthal velocity profiles follow a sinusoidal curve described
by W � r ��� WR � 2  0sin � πr 
 R � , where WR � 2  0 is the peak azimuthal
velocity at the nozzle exit. The radial velocity (V ) was set to
zero at the inlet. The Reynolds number (Re) was defined as
Re � 2RŪ 
 ν, where Ū is the mass-flow averaged axial velocity.
Locating Sc was accomplished by running a series of indepen-
dent simulations at increasing azimuthal velocity with sufficient
resolution, such that the critical swirl ratio for the onset of vor-
tex breakdown could be determined to within Sc � 0 � 02.

Results

Predicted vortex breakdown structures showed good qualitative
correlation with experiments as seen in figure 3 and 4. At Re �
600, the bubble was the first breakdown state formed. In all
cases the bubble progressed into a cone with increasing S. The
transition from bubble to cone with increasing swirl involves a
state where both the cone and bubble alternately appear in an
unsteady fashion. With further increases in swirl a steady cone
appears, however at high Re, the ”tails” of the cone experience
a shear layer instability causing a form of vortex shedding, as
can be seen in figure 3. At Re � 600, the cone type was the first
breakdown state to form and no real bubble was subsequently
formed.

The critical swirl ratios determined from the numerical sim-
ulations are shown in figure 5. The numerical predictions
( ������� � ��� ) have hyperbolic trendlines determined using the
least squares method. The experimental values from [4] are
shown ( � ) without a trendline. Figure 5 (a) shows predictions
based on the definition of the swirl ratio given in equation 1.

The critical swirl ratio (Sc) for vortex breakdown for the sim-
ulated medium case (the case most similar to the experimental
work), demonstrates convergence on Sc � 1 � 28. This correlates
with the measured range of 1 � 22 � Sc � 1 � 57 published by Bil-



Figure 3: Comparison of unsteady conical vortex breakdown
between dye visualisations of Billant et al.(1998) at Re � 626,
S � 1 � 31 and simulated contours of azimuthal vorticity at Re �
650, S � 1 � 45.

lant et al. [4], and corresponds to their experimental data also
shown in the figure. The most notable difference between the
simulations and the experimental data is the trend toward higher
critical swirl ratios at lower Re. This trend has been noted pre-
viously in an extensive review of both numerical and experi-
mental results [20], and is an effect that becomes apparent at
Re � 300. Some evidence of this effect can be seen in the ex-
perimental data shown here although most of the results are for
higher Reynolds numbers.

Figure 5(a) reveals that the critical swirl ratio is dependent on
the axial velocity profile and there is a significant shift to higher
critical swirl ratios at lower Reynolds numbers. For example,
Sc for the flattened and peaked profiles were respectively higher
and lower than the base case by up to 20%, and up to 60% higher
for the top-hat case. This effect is not surprising when the jet is
considered in terms of flow rate or momentum. Looking at the
flattened case, the total axial momentum is unchanged from the
medium case, however the denominator of the swirl ratio (Ucl)
has decreased, causing an increase in the critical ratio. The op-
posite occurs with the peaked profile. A similar situation applies
to a top-hat profile, where Ū � Ucl , Sc increases to � 2. As ex-
pected, the significantly larger momentum in this jet is causing
a significant increase in the critical swirl ratio.

However, the significant differences in Sc for the medium, flat-
tened and peaked cases suggests that neither the upstream cen-
treline axial velocity nor the axial momentum are the appro-
priate scaling parameters influencing the downstream vortex
breakdown state. In fact, the average flow rates are Ū � 1 � 217,
1 � 265, 1 � 335 and 2 � 323 for the peaked, medium, flattened and
top-hat profiles, respectively, despite the constancy of axial mo-
mentum for the first three of these profiles. This suggests that a

Figure 4: Comparison of unsteady bubble vortex breakdown
between dye-visualisation from Billant et. al.(1998) Re � 600
and S � 1 � 42 and simulated contours of azimuthal vorticity at
Re � 600, S � 1 � 32.

critical swirl ratio based on averaged axial and azimuthal veloc-
ities may be more successful at collapsing the data. Following
through this line of reasoning, the following swirl ratio param-
eter is suggested as an alternative to the definition used in equa-
tion 1

S � � 2W̄ 	 z0 �
Ū 	 z0 �

� (2)

Here, W̄ 	 z0 � is the mass-flow averaged azimuthal velocity evalu-
ated at the upstream position z � z0.

Figure 5(b) shows the critical swirl ratio based on this defini-
tion of the swirl ratio. Clearly, the use of averaged axial and
azimuthal velocities in the formulation significantly improves
the collapse of the data. For a particular Reynolds number, the
critical swirl ratio varies by less than 10%, despite significant
changes to the axial velocity profile. The critical swirl ratio in-
creases slightly at Reynolds number below approximately 400.
For Re � 400, Sc � 1 � 2 � 1 � 3.

Figure 5(b) also yields further support for the idea that the cen-
treline velocity may not be the optimal scaling parameter even
with respect to the axial velocity profiles given by Billant et al.
[4]. The critical swirl ratios determined from their experiments
are almost exactly coincident with the predictions for a top-hat
profile. In retrospect, this should not be wholly unexpected, as
the local axial velocity peak at the centreline contributes only
slightly to the overall jet mass or momentum flux. Recall that
their axial velocity profiles resemble a top-hat distribution, ex-
cept for the appearance a localised increase in velocity near the
centreline. While the new formulation does not eliminate the
slight Reynolds number dependence at low Reynolds numbers,
the effect is considerably less for the swirl ratio based on inte-
grated parameters.

Conclusions

The results of the present numerical simulations of axisymmet-
ric vortex breakdown of a swirling jet using the spectral-element
method show good correlation with those obtained from the ex-
periments of [4]. Axisymmetric solutions show both the bubble
and the cone type of vortex breakdown as seen in these exper-
iments. The simulations are successful at replicating the ob-
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Figure 5: Comparison of critical swirl ratio for vortex break-
down between data and present numerical simulations. � de-
notes experimental data[4]. ���������	��
 show present simulation
data. Figures show swirl ratio as interpreted (a) using S and (b)
using S � .

served behaviour of the critical swirl ratio when a similar axial
velocity profile to that seen in the experiments is used. This al-
lowed us to extend on the experimental work by observing the
effect of swirl ratio definition on jets with different axial veloc-
ity profiles. It was seen that the swirl ratio definition originally
used in interpreting the experimental data (equation 1) did not
produce a profile-independent critical swirl ratio for the range
of profiles tested. The inclusion of an averaged azimuthal ve-
locity and an averaged axial flow velocity in the definition of the
swirl ratio (equation 2) yielded an excellent collapse of data, so
that the critical swirl ratio was in the range Sc � 1 � 2 � 1 � 3.

At present the authors are trying to develop a theoretical under-
standing of these observations.
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Abstract

This paper presents numerical investigations into the character-
istics of heat transfer from a cylinder in cross flow. Two di-
mensional Steady State as well as Unsteady RANS (Reynolds-
Averaged Navier Stokes) simulations are presented and com-
pared with experimental results from the literature. Experimen-
tal data is compared with numerical results which utilise a stan-
dardk−ω turbulence model as well as ak−ω model for which
the calculation of some turbulent quantities has been modified.
Significant improvements upon the prediction of heat transfer
were found with the modifiedk−ω turbulence model.

Introduction

Heat transfer from a cylinder in cross flow can be found in a
multitude of thermal-fluid applications containing heat sinks,
heat exchangers or even thermal storage devices and the accu-
rate prediction of such heat transfer using computational meth-
ods has not always proved successful. RANS simulations espe-
cially have proved difficult to calibrate for accurate heat trans-
fer. The inherently unstable and fluctuating nature of vor-
tex shedding within the velocity field of a cylinder in cross
flow makes it additionally difficult to predict instantaneous heat
transfer which will also fluctuate in such a flow. Numerical sim-
ulations allow excellent visualization and quantification of flow
properties however if accurate prediction of heat transfer is not
possible their usefulness will be limited. The Reynolds numbers
studied in this paper are out of the range of DNS (Direct Nu-
merical Simulation) and thus RANS simulations are used. The
ability of RANS simulations to predict heat transfer accurately
is dependent, amongst other things, upon the turbulence model
used. This paper shows numerical results which include the use
of a two-equation RANS turbulence model which was modified
to improve heat transfer characteristics. To evaluate success of
the simulations, their results are compared with experimental
data from the literature. Scholten and Murray [3]and [4] have
investigated the mechanism of heat transfer over the circumfer-
ence of a cylinder in cross flow and some of their results will be
used for such comparison.

Numerical Method and Model

The unmodified turbulence model employed in this study is the
k− ω SST turbulence model. For numerical solution of the
flow equations a commercial software package FLUENT was
employed. FLUENT uses finite volume, implicit techniques
to solve the governing equation which were solved sequen-
tially. Flow across the cylinder was solved as an incompress-
ible problem with air being the fluid. Pressure discretization
utilised the Standard method whereas velocity-pressure cou-
pling discretization was achieved with the SIMPLEC method.
The QUICK discretization scheme was employed for the mo-
mentum, turbulent kinetic energy, specific dissipation rate and
energy equations. The SSTk− ω turbulence model utilises

a calculation of turbulent viscosity which varies slightly from
what is known as the standardk−ω model. Thus the closure
coefficients and other relations also differ slightly. Nonetheless
for the current study the SSTk−ω turbulence model is consid-
ered the ordinary or unmodified turbulence model. The basic
k−ω transport equations used are as follows:

Turbulent Kinetic Energy (k):

∂
∂t

(ρk)+
∂

∂xi
(ρkui)=

∂
∂x j

[
(µ+

µt

σk
)

∂k
∂x j

]
−ρu′iu

′
j
∂u j

∂xi
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(1)
Specific Dissipation Rate (ω):
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j
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∂xi
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The modifiedk−ω turbulence model investigated in this study
is that proposed by Durbin [1] and Medic and Durbin [2]. The
modification was born from the unfortunate tendency of two
equation turbulence models to over-predict levels of turbulent
kinetic energy close to a stagnation point. In [1] Durbin out-
lines his method for modifying two equation models based on
a realisability constraint for the Reynolds stress tensor ie., that
the eigenvalues of the stress tensor should be non negative. The
purpose of such turbulence model modifications is to reduce the
calculated levels of turbulence by either increasing the produc-
tion of dissipationω or decreasing the production of turbulent
kinetic energyk. Having had observed spuriously high values
of the turbulent time scaleTt as well ask close to stagnation
points, Durbin’s and Medic’s modification develops a limiting
criterion for this turbulent time scale. Turbulent time scaleTt
appears in the formula for eddy viscosity (or turbulent viscos-
ity) µt expressed as:

µt = Cµρu2Tt (3)

and in an unmodified or ordinaryk−ω turbulence modelTt =
1/(Cµω). Durbin and Medic’s turbulent time scale limit is as
follows:

Tt = min

[
1

Cµω
,

α√
6Cµ |S|

]
(4)

Placing a limiting criterion onTt will subsequently limit turbu-
lent viscosityµt which will then have an effect on the produc-
tion and dissipation ofk andω and importantly on the solution
of the energy equation and heat transfer. It is not intended here
to describe in detail the derivation of theTt - limit equation and
the reader should refer to its original publications [1] and [2].
Solutions utilising this modifiedk−ω turbulence model will be
hence referred to as the T-limitedk−ω solutions. To solve with
the T-limitedk−ω model the T-limiting criterion (equation 4)
was coded into FLUENT as a user defined function (UDF) for
the turbulent eddy viscosityµt .



The simulated model consisted of a 2-dimensional mesh, with
the cylinder centered at the origin. The computational domain
extended 25D (D = cylinder diameter) in the positive (down-
stream) X-direction, 15D in the negative (upstream) X-direction
and 10D in both positive and negative Y-directions. 180 cells
were modelled around the circumference of the cylinder allow-
ing a circumferential resolution of 2o. Consistent with the lit-
erature, convective hear transfer coefficient and surface Nusselt
number are calculated as follows:

hconv=
q

Tw−T∞
(5)

Nu=
hconvD
kf luid

(6)

Where k=conductivity, D=diameter and q=heat flux. Reynolds
numbers, Prandtl numbers and boundary conditions were all
set to preserve similarity with experimental results in [3]. For
the three Reynolds numbers simulated Prandtl number was held
at Pr=0.7, cylinder wall temperature was maintained at 310oC
and free stream temperature was maintained at 310oC. To
match experimental values, inlet turbulence intensity at differ-
ent Reynolds numbers was set as follows:Tu = 1.6% for Re =
7190; Tu = 0.46% for Re = 21580; andTu = 0.34% for Re =
50350.

Vortex Shedding Results

Two comparisons arise from the present results. Firstly steady
state results for the Nusselt number (Nu) distribution around the
cylinder will be compared to unsteady simulations which were
time averaged over a single vortex shedding period. Secondly,
results using the T-limitedk−ω turbulence model will be com-
pared with those using the ordinaryk−ω model.

Unsteady simulations were conducted at a Reynolds number of
21580 and depicted vortex shedding well. Figure 1 shows the
sinusoidal behaviour of coefficient of dragCd for thek−ω so-
lution at Re = 21580 and the constant frequency and amplitude
indicate a steady and periodic simulation of vortex shedding.
Strouhal number calculated from data of figure 1 isSt = 0.2146
which compares well with the experimental value ofSt = 0.213
from [3].

Figure 1: Coefficient of drag (Cd) vs Time for Re = 21580 un-
steadyk−ω solution.

Figure 2 shows the clearly sinusoidal behaviour ofCd when
the T-limitedk−ω model is employed and these results yield

a Strouhal number ofSt T−limited = 0.197 for Re=21580. Al-
though being lower than the relevant experimental Strouhal
number from [3] periodic vortex shedding is nonetheless being
well represented. Given the objective for the T-limited mod-
ification, it is the heat transfer results which will determine
the models usefulness. The meanCd for both ordinary and T-
limited k−ω are slightly higher than the expected values for
this Reynolds number but nonetheless still close to theCd curve
for a smooth cylinder.

Figure 2: Coefficient of drag (Cd) vs Time for Re = 21580 un-
steady T-limitedk−ω solution.

Turbulent Kinetic Energy Results

Figure 3 and figure 4 show the difference in turbulent kinetic
energyk when the T-limitedk−ω model is used. The origi-
nal function of the T-limited model was to restrict high levels
of k close to the stagnation point and this can clearly be seen in
figure 4 where stagnation point turbulent kinetic energy is two
orders of magnitude lower compared to the ordinaryk−ω simu-
lation. Given that both T-limited and ordinaryk−ω cases have
equal inletk, the T-limitedk−ω case predicts a significantly
reduced increase ink close to the stagnation point.

Figure 3: Contours of Turbulent Kinetic Energy (m2/s2) for Re
= 21580 steady statek−ω solution.

In the wake however levels ofk are comparable for the T-limited
and ordinaryk−ω models. Although contours of turbulent ki-
netic energy are shown only for Re = 21580, for all Reynolds
numbers studied it was observed that when using the ordinary



k−ω model the local maximum ofk near the stagnation point
was in fact the solution maximum. This stagnation point maxi-
mum is precisely the incorrect result which the T-limitedk−ω
model ameliorates. When the T-limitedk−ω model is em-
ployed levels ofk at the stagnation point drop significantly and
overall maximums ofk occur within the wake region.

Figure 4: Contours of Turbulent Kinetic Energy (m2/s2) for Re
= 21580 steady state T-limitedk−ω solution.

By observingk we can witness the T-limited model’s effects
upon turbulence but it is the heat transfer in which we’re ulti-
mately interested.

Heat Transfer Results

In general all cases displayed the correct characteristic shape
of surfaceNu around the cylinder. A local maximum ofNu at
or close to stagnation point is proceeded by a decreasingNu
as one moves towards the top (or bottom) of the cylinder. A
minimum Nu occurs close to the top of the cylinder which is
associated with separation, where local recirculation could re-
strict heat transfer away from the surface. Moving further into
the wake regionNu increases as the turbulent wake allows heat
to again be removed more effectively. Figures 5 to 7 show the
Nu profiles for the three Reynolds numbers studied including
experimental data from [3] and considering the overall compar-
ison between experiment and simulation, a perfectly accurate
matching remains elusive. The horizontal axis in figures 5 to 7
is circumferential angle in degrees, where zero degrees is the
leading edge or front stagnation point of the cylinder and 180
degrees is the trailing edge or rear.

A flow’s capacity for convective heat transfer will be affected
by, amongst other factors, levels of turbulence close to the heat
transfer surface. Qualitatively it makes sense that abnormally
high levels of turbulence will lead to abnormally high heat trans-
fer due to turbulence affecting the flow’s ability to transport heat
away from the wall. Thus the ordinaryk−ω turbulence model
which over predicts levels ofk close to the stagnation point also
over predicts stagnation point heat transfer. This can be seen in
figures 5, 6 and 7 where ordinaryk−ω cases all display over
predicted levels of Nusselt number at the front stagnation point
Nuf sp.

Figures 5, 6 and 7 also clearly show the significant reduction
in front stagnation point Nusselt number,Nuf sp, when the T-
limited k−ω model is employed. Reduced stagnation point
heat transfer is obviously related to the reduced levels ofk at the
stagnation point but specifically it is through the heat transfer
relation that the T-limited model is able to achieve improved
heat transfer results. Eddy viscosityµt appears in the heat flux

Figure 5: Surface Nusselt number for Re = 21580. Experimen-
tal data from [3].

tensor as follows:

q̇t =
µtCp

Prt
∇T (7)

where T=temperature. With its reformulation ofµt the T-limited
model is able to influence heat transfer directly through the heat
flux tensor. In this way, combined with its effect on levels of
turbulence, the new T-limited turbulent viscosityµt plays its part
in reducing heat transfer.

Figure 6: Surface Nusselt number for Re = 7190. Experimental
data from [3].

These improvements in the simulation of heat transfer are sig-
nificant due the erroneously high results obtained using ordi-
nary k−ω models. Table 1 summarizes the results across the
three Reynolds numbers considered. Unsteady results were
completed for Re=21580 only.Nuf sp refers to the Nusselt num-
ber at the front stagnation point (fsp) andNuavg circ is the cir-
cumferentially averaged surface Nusselt number.

It should be noted that higher Reynolds numbers yielded a
greater relative error inNu compared to the experimental
values. Furthermore the T-limitedk− ω models bore less
favourable results at high Reynolds number. This is also evident



Figure 7: Surface Nusselt number for Re = 50350. Experimen-
tal data from [3].

steady unsteady steady unsteady
k-ω k-ω k-ω k-ω Exp [3]

T-lim T-lim

Re=7190
Nu

( f sp) 112.6 – 79.0 – 89.1
% di f f
f rom exp 26.4% -1.2%

Nu
(avg circ) 67.3 – 52.5 – 51.0
% di f f
f rom exp 32.0% 2.9%

Re=21580
Nu

( f sp) 243.1 247 136.2 139.7 148
% di f f
f rom exp 64.2% 66.9% -8.0% -6.0%

Nu
(avg circ) 149.3 148 105.7 108.8 103.4
% di f f
f rom exp 44.4% 43.1% 2.2 % 5.2%

Re=50350
Nu

( f sp) 453.3 – 212.5 – 216.8
% di f f
f rom exp 109.1% -2.0%

Nu
(avg circ) 284.5 – 191.1 — 149.9
% di f f
f rom exp 89.8% 27.5%

Table 1:

in figure 7 where theNu plot has a poorer qualitative compar-
ison with the experimental data. Assuming the minimumNu
is associated with separation it is evident from figure 7 that the
highest Re simulation displayed the greatest error in the location
of separation. Indeed the best alignment of minimumNu with
the experimental minimum occurred for the lowest Reynolds
number investigated, Re=7190.

Comparing Unsteady and Steady State Simulations

The purpose of conducting unsteady simulations was to test the
solution’s ability to depict vortex shedding accurately and to
compare time averagedNu results with their steady state coun-
terparts. Figure 5 shows all unsteady and steady state results
together. The unsteady plots ofNu v Theta were time averaged
over several vortex shedding periods. Although it was shown
earlier how the unsteady results depicted vortex shedding rea-
sonably well this did not transfer into advantageous heat trans-
fer results. For Re=21580 theNu v Theta plot for the time av-
eraged unsteady ordinaryk−ω case did not differ drastically
from the steady state ordinaryk−ω plot. Figure 5 also shows
how the unsteady time averaged T-limitedk−ω plot of Nu v
Theta is qualitatively worse than the steady state T-limitedk−ω
case. However Table 1 shows that the circumferential average
andNuf sp for the unsteady T-limited case is nonetheless well
matched with the experimental data.

Concluding Remarks

In general the T-limitedk−ω turbulence model fulfilled its ob-
jective to reduce heat transfer close to the stagnation point. Heat
transfer in the wake region however was not significantly al-
tered by the T-limitedk−ω model. The reduction in stagnation
point heat transfer nonetheless had a significant reducing effect
on circumferentially averaged Nusselt numbers due to the fact
that stagnation point over-prediction was largely responsible for
over predicted averages.

Unsteady simulations of the cylinder depicted vortex shedding
behaviour satisfactorily. However when compared with steady-
state simulations, and for Reynolds numbers studied, unsteady
simulations did not yield significant benefits in predicting heat
transfer.

The highest Reynolds numbers studied produced heat transfer
results least similar to experiments. This was the case for both
the ordinaryk−ω turbulence model at Re=50350 and the T-
limited k−ω model. Thus further high Reynolds number stud-
ies would be recommended in order to test the capabilities and
limitations of these type of numerical models.
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Abstract

In this study the influence of the exit tube geometry on the over-
all flow properties of cyclones is investigated using detached
eddy simulation. The results for different exit pipe shapesand
lengths reveal that under certain conditions the outlet hasan up-
stream effect on the flow behaviour within the cyclone. This
can in turn result in poor build-up of swirl in the crucial region
of the cyclone and substantially reduce the efficiency of thecy-
clone as a particle-separation device.

Introduction

Cyclones are widely used in the industrial cleaning process,
where particles are removed from particle-laden carrier flows
without the need for using particle filters. The performanceof
these maintenance-free devices depends to a large extent onthe
swirl velocity within the cyclone as this quantity directlydeter-
mines the centrifugal force imposed on the particles and at the
same time limits the ability to separate particles from the flow.
In cyclone design it is therefore vital to accurately calculate the
flow in order to be able to predict the overall performance of
the cyclone. The work here deals only with single-phase flow
of carrier fluid, as this must be correctly predicted before the
solids phase can be considered.

Owing to the technological relevance of cyclones, flow simula-
tions have been carried out in the last decades, as appropriate
computational techniques have been developed [1, 2]. Sincethe
Reynolds numbers for cyclone flows are usually in the order
of Re=106 and the flow itself is inherently very complex due
to strong streamline curvature and anisotropic turbulent struc-
tures, these flows require sophisticated turbulence modelling in
order to obtain reliable and trustworthy results. Of the avail-
able models to be applied to the Reynolds-averaged Navier–
Stokes (RANS) equations, full Reynolds-stress transport mod-
els (RSTM) are best able to cope with turbulence anisotropy and
satisfactorily predict these flows [1].

Wall-resolving large eddy simulation (LES), which directly re-
solves the main turbulent flow structures down to the wall, while
potentially the most accurate approach, remains extremelyex-
pensive in terms of computational effort and is therefore not
useful in product design. However, combinations of RANS and
LES, such as detached eddy simulation (DES, [7]) provide at-
tractive alternatives, since this numerical method combines the
advantages of LES and RANS. Like LES, DES is capable of re-
solving unsteady flow features but utilises wall models similar
to RANS in order to reduce the spatial resolution in the crucial
near-wall region.

Previous results based on LES and DES revealed differences
in the flow predictions depending on the inflow conditions, and
exhibited deficiency in predicting the swirl level in the cyclonic
part of the cyclone [3]. Perhaps more importantly, the results in
the present study show that in order to successfully predictflow
within the cyclone, care must be paid to the treatment given to
the exit tube, downstream of the vortex finder, and external to

the cyclone body. It will be demonstrated that the swirl velocity
within the cyclone can be influenced dramatically by changing
the length and shape of the vortex finder. Highly swirling flows
can promote propagation of flow information upstream, against
the mean flow direction, by pressure waves, similar to pressure
waves in compressible flows [10].

Our results further suggest that the performance of the cyclone
in an industrial environment will be greatly influenced by the
actual inflow and outflow conditions. Hence, cyclone design
should not be restricted to the cyclone itself, but also encompass
the surrounding ductwork.

Detached Eddy Simulation

This numerical technique based on the solution of the three-
dimensional unsteady Navier–Stokes equations was first intro-
duced by Spalart et al. [7] for the simulation of flows past air-
foils at high angles of attack, which feature massive flow separa-
tion and the shedding of large vortical structures into the wake.

In terms of numerical modelling, this approach combines meth-
ods solving the Reynolds-averaged Navier–Stokes (RANS)
equations with large-eddy simulation (LES). Owing to the fact
that (like LES) DES resolves the turbulence spectrum up to a
certain cut-off wavenumber, it is capable of capturing helical
vortices which form around the centreline of a cyclone, a fea-
ture common to many swirling flows. At the same time, by
avoiding the necessity for fine (eddy-resolving) mesh structure
near the walls, DES is substantially cheaper than LES.

From a turbulence modelling point of view, DES is obtained
by a slight modification of the destruction term in the Spalart–
Allmaras one-equation RANS model [6], resulting in a lim-
itation of the length scale by the grid spacing. This hybrid
approach employs the unmodified RANS model in wall areas
while turning itself into a one-equation subgrid-scale model in
regions located off the wall. The model has been implemented
and validated for internal and external high Reynolds number
flows [4, 5].

Numerical Method

The Navier–Stokes equations are discretised using a cell-
centered finite-volume method based on block-structured
grids [11]. All diffusive fluxes are approximated with a central-
differencing scheme (CDS). For the convective fluxes, the use
of blending functions ensures that in the RANS region a third-
order upwind-biased QUICK scheme is used, while in the LES
region, CDS is recovered [8]. The time integration is of sec-
ond order, using a fully implicit three-level scheme, ensuring
CFL stability even in coarse regions of the mesh where the
CDS would produce unphysical solutions owing to high Peclet
numbers. The flow solver is parallelised using a blockwise do-
main decomposition technique employing message passing li-
brary MPI for inter-block communication. Computations were
carried out using 28–34 nodes on the APAC Alpha cluster with
the same set of boundary conditions, timestep and total integra-



tion time for each configuration, allowing valid comparisons to
be made.

Flow Configuration

The cyclone (figure 1a) features an outer diameterD = 2R and
a half-angle ofα=20◦ in the conical region and an underflow-
exit pipe at the bottom end for the collection of particles. In
this study this outflow is closed for all simulations as only the
carrier flow is investigated. Hence only the outflow through the
vortex finder with a diameterd at the top of the cyclone is used
and convective outflow boundary conditions are imposed on this
outlet plane.

All velocities presented here are normalised by the bulk veloc-
ity in the inlet duct. The kinematic viscosity of the fluid was
set so that the Reynolds number based on this velocity and the
cyclone body diameterD wasRe= 1×106, matching the cor-
responding experiments [9]. Dimensions are normalised byR,
and the reference axial location,z0, is placed in line with the
bottom of the cylindrical cyclone outer body. The vortex finder
terminates atz∗/R= (z−z0)/R≈ 0.5.
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Figure 1: Cyclone geometry and block-structured grid.

Exit Tube Geometries

The results of previous cyclone LES [3] using a spectral-
element method on a domain comparable to the one shown in
figure 2a, showed a strong under prediction of the swirl veloc-
ity component in the cyclone. DES results confirmed that the
choice of a short exit tube length (cf. figure 2a) has an adverse
effect on the swirl velocity within main part of the cyclone and
contributed to the lack of agreement with the experiments [9].

The main goal of this paper is therefore to examine the effects
of different outflow geometries on the swirl velocity in the cy-
clone. The work concentrated on both the extension of the
axisymmetric exit tube as well as different outlet geometries,
namely a short, medium and long straight exit (figures 2a-c),an
outlet with centre-body blocking the core of the flow at the exit
(figure 2d), a radial outlet ring surrounding the exit area (fig-

SHORT MEDIUM LONG LONG-CENTRE

LONG-RADIAL SHORT-BEND LONG-BEND

(a) (b) (c) (d)

(e) (f) (g)

Figure 2: Cyclone outlet geometries: short (a), medium (b) and
long (c) straight outlet; long with blocked centre part (d);long
with radial outlet (e); short with bend (f) and long outlet with
bend similar to the experimental setup (g); arrows indicateout-
flow direction.

ure 2e) as well as a short/long straight pipe with an additional
bend and extension tube (figures 2f/g). The original experimen-
tal setup included an elongated rectangular inlet duct and aout-
let geometry similar to the one depicted in figure 2g.

Results

The figures 3a-c show the distribution of the time-averaged
swirl velocities at three locations within the cyclone for all ge-
ometries including the previously mentioned simulation based
on theSHORT geometry (cf. fig. 2a). Obviously the simulations
based on geometries with a longer exit are in much closer agree-
ment with the measurements, except the geometry with the long
vortex finder and the blocked centre (cf. figure 2d), which gives
swirl velocity profiles comparable to those for theSHORT ge-
ometry. In part, this setup was chosen because in the previous
spectral element LES an axisymmetric centre body was placed
in the outlet area in order to prevent any flow re-entering the
domain and de-stabilising the numerical scheme. The DES of
this configuration suggests that this body slows down the swirl
velocity in the cyclone and contributes to the poor quality of
the results. Comparing the results of the other geometries,it
becomes clear that beyond a certain exit tube length, the shape
of the geometry does not have a strong impact on the swirl in
the cyclone. Even the inclusion of the bend does not affect the
solution significantly.

The mean axial velocities are shown in figures 4a-c. Below
the entry plane of the vortex finder (figure 4a) the results are
mainly influenced by the length of the exit tube as the solutions
tend to approach the results with bend included in the outlet
geometry. The shorter the outlet, the more the velocity peak
drops and evens out the steep velocity gradients. In the con-
ical part of the cyclone (figure 4b, c) the differences become



W

0

1

2

3

W

0

1

2

3

W

0

1

2

3 EXP
SHORT
MEDIUM
LONG
LONG-CENTRE
LONG-RADIAL
SHORT-BEND
LONG-BEND

(c)

(b)

(a)

Figure 3: Time-averaged tangential velocity profiles at: (a)
z∗/R=1.0, (b)z∗/R=−0.25 and (c)z∗/R=−1.25.

larger and two areas can be identified: a near-axis region, which
gives good overall agreement of all solutions, and an internal
part, located between the axis and the surrounding walls. Inthe
latter region, the axial velocities of all solutions miss the ex-
periments and tend to flow counter to the experimental results.
The computations exhibit three radial locations where the veloc-
ity changes direction, whereas the experiments do not suggest
such behaviour. As only the solutions where swirl velocities are
under-predicted exhibit this behaviour, the results indicate that
depending on the swirl more than one flow pattern may exist in
the cyclone body.

At the lower end (figure 4c), these differences become more
obvious and the geometries with longer exit tubes tend to agree
more with the experimental data than the low-swirl solutions.

Influence of Exit Tube Geometry

The differences in the results of the shorter cyclone geometries
(SHORT/MEDIUM) compared to the other cases can be traced to
figure 5, where tangential velocity is represented by grey tones
ranging fromW = 0 (black) toW = Wmax (white). The location
of the vortex core can be clearly identified as the dark region
meandering around the centre line of the cyclone. It can be seen
that especially for the shorter geometries (figures 5a/b) the core
becomes increasingly perturbed and non-axial.

In part, this behaviour can be linked to flow at the entry to the
vortex finder where, for the shorter geometries, the vortex core
is inclined to the exit plane, thereby promoting localised reverse
axial flow. As the solution evolves in time these instabilities
eventually wash away for the longer domains (figures 5c/d) but
prevail in the shorter domains and prevent the flow from settling
into a stable flow pattern. This state can be classified in terms of
flow criticality as a high swirl-number case, as discussed in[10].
According to their findings, swirling flows can have either a low
or a high swirl number called either supercritical or subcriti-
cal respectively. Insupercritical flows no information from a
downstream point can be transported upstream, whereas insub-
critical flows a downstream disturbance can propagate upstream
hence changing the flow patterns there.
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Figure 4: Time-averaged axial velocity profiles at: (a)z∗/R=
1.0, (b)z∗/R=−0.25 and (c)z∗/R=−1.25.
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Figure 5: Location of the centre vortex for different exit tube ge-
ometries visualised by time-averaged swirl velocity: short (a),
medium (b) and long (c) straight outlet; long with blocked cen-
tre part (d)

Figure 6 displays the axial velocity profiles in the vortex finder
starting just downstream of the entry plane atz∗/R≈ 0.5. The
velocity evens out the asymmetry linked to the swirl velocity
and begins a recovery towards a rotating pipe flow. At the most
downstream location (figure 6c) massive reverse flow occurs in
the central part, resulting from by the strong vortex and thelow
pressure associated with it. As even the geometries with the
longest exit tube have reverse flow at these locations, this re-
verse flow in itself cannot be the main reason for the lack of
swirl observed in the short geometries. As only the blockagein
theLONG-CENTRE geometry prevents this backflow, it seems to
be entirely driven by low pressure in the vortex core.
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Figure 6: Time-averaged axial velocity profiles in the vortex
finder at: (a)z∗/R=1.0, (b)z∗/R=2.0 and (c)z∗/R=3.1.

In figure 7 the swirl numbers〈S〉= (
R R
0 wur2 dr)/(R

R R
0 u2 rdr)

in the vortex finder (averaged in the circumferential direction)
are shown. While most solutions have rather high but almost
constant swirl numbers just above〈S〉=2, the low swirl of the
SHORT domain can also be seen. The swirl number drops signif-
icantly in the short vortex finder (cf. figure 2a), indicatingsome
kind of non-settled behaviour. The cases with longer exit tubes
apparently have a more stable flow pattern owing to the distance
of the exit from the cyclone itself, and hence disturbances orig-
inated in the outlet area do not tend to feed back into the main
part of the cyclone chamber.
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Figure 7: Swirl number〈S〉 in the vortex finder averaged in
the azimuthal direction at downstream locations; note thatthese
values are only determined in the straight part of the exit tube.

Conclusions

Flow simulations of cyclones with different exit tube geome-
tries have been carried out using detached eddy simulation.The
DES method predicts the main flow properties quite accurately,
however, depending on the length of the vortex finder two dif-
ferent flow pattern can be identified. In case of a short vortex

finder, flow can enter the domain and alter the dynamics in the
main cyclone chamber resulting in poor swirl velocities. Inge-
ometries with a longer vortex finder, these effects do not arise,
although even for the geometries which include a bend, reverse
flow can occur without any serious consequence on the overall
results.
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Abstract 
An experimental study of the velocity and concentration (scalar) 
fields of a propeller is presented. Field and laboratory 
measurements were undertaken. The former were up to 50 
diameters downstream. Important findings were that the mean 
velocity and scalar fields quickly become Gaussian while further 
downstream they both become irregular sometimes approaching 
approximately linear profiles. Propeller turbulence causes rapid 
mixing giving an initial concentration dilution factor of 1/20,000 
after fifty propeller diameters. Some preliminary comparisons 
with field measurements of an actual boat in a natural waterway 
are made. Considerably more work is needed to gain a full 
understanding of the complex problem of propeller mixing.  
 
Introduction 
In Queensland alone, boats and ships release approximately 4.5 
ML of oil into marine environment each year, while this figure is 
about 1.0 million tonnes world wide [4]. In addition, significant 
quantities of unburned fuel, toxic combustion by-products and 
well over 14 M tonnes of antifouling agents (tri-butyl tin) are 
directly released into the water and dispersed by the vessels’ 
propellers annually. Such pollutants have been shown to impact 
directly on Australia’s coastlines, including the Great Barrier 
Reef. Inland waterways, dams, and estuaries are even more 
critically affected by pollution from vessels because dispersion is 
drastically limited by weak background flows and small water 
volumes. In all situations, propellers create considerable 
turbulence, which thoroughly mixes pollutants and chemicals 
into the water. It is of great importance to quantify pollutant 
concentrations in the jet region, and hence to estimate the 
effective contaminant concentrations emitted by vessels. Figure 1 
shows a schematic diagram of dispersion of emissions in the 
propeller jet of a vessel. While there has been considerable 
research on propellers for ship propulsion, very little research has 
been done on the dispersing action of the propeller. We report 
results of the first study of its kind to experimentally quantify the 
dilution of a conserved scalar by a vessel type propeller. The 
present work aims to comprehend the fundamentals of mixing 
processes occurring in a propeller jet.  

Near Intermediate Far 

 
Figure 1: Schematic of boat propeller jet plume and regions of interest. 

Experimental Method and Data Collection 
New experiments were conducted to measure both the velocity 
and scalar concentration fields in a propeller jet. The introduced 
scalar was dye (Methylene Blue). No horizontal profile was 
performed because of experimental limitations, but flow 
visualisations indicated approximately horizontal symmetry of 
the flow field. Measurements were performed at several 
longitudinal locations ranging from near-field, x/D=2, to far-
field, x/D=50, where x is the distance downstream of the 
propeller and D is the propeller diameter (tip-to-tip). 
 
The tests were conducted in the closed loop flume of the 
Department of Mechanical Engineering at Kyoto University, 
Japan. The flume dimensions were 12 m (L) x 0.4 m (W) x 0.2 m 
(H). The water level was controlled by a sharp-crested weir at the 
channel downstream end. The water depth (h1+h2) was 0.150 m 
and held constant for all experiments (Fig. 2). The volume flow 
rate was held constant and resulted in a water surface velocity of 
0.040 m/s, used for all experiments. The background turbulence 
intensity was low (rms/mean < 1%). 
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Figure 2: Schematic diagram of experimental set-up. 

The experimental set up comprised a two-bladed propeller, 
powered by a variable speed electric motor with flexible cable 
transmission, held in space by a wing shaped frame where the 
long axis coincided with direction of flow. The propeller 
diameter, D was 20 mm. Velocity measurements were conducted 
with a 2D Dantec Laser Doppler Anemometer. 
 
Dye concentrations (mean and fluctuations) were measured with 
a Komori concentration probe [5] held in place by an adjustable 
frame. The Komori probe has a sample rate of 1 kHz and a 
frequency response of up to 100 Hz. The data collection was 
conducted with a Sony PC208Ax digital recorder. The dye was 
released upstream of the propeller, 8 mm above the rotation axis 
and 4 mm upstream of the propeller blades (Fig. 2). The inside 
diameter of injection pipe was 1 mm. The flow of injected dye 



 

was maintained constant by a syringe pump. Experimental 
conditions are shown in Table 1 listing initial dye concentration, 
Co and injected flow rate, Q. The background concentration of 
dye steadily increased over time because the flume volume was 
fixed and the water was recirculated. The upward drift in 
background concentration was accounted for by measuring the 
background concentration in between each profile, about every 
thirty minutes. At each measurement point, the measured 
background concentration was subtracted from the reading to 
give the true concentration. Background fluctuations were 
eliminated by mixing the flow in a tank with an impeller. 
Spectral analysis was used to compare fluctuations in the flume 
before and after dye injection. No significant differences were 
observed even with relatively high background concentrations. 
The Komori probe exhibited a linear voltage response to 
variations in concentration. The probe was calibrated in clean 
water (0 ppm) and in solutions of known concentration up to the 
maximum range of the instrument (8 ppm). 
 
The total experimental campaign consisted 600 point 
measurements. At each point, 120,000 instantaneous 
measurements were recorded with a sampling rate of 1 kHz. The 
data were processed by a FORTRAN program to obtain the 
concentration statistics, including the first four moments of the 
scalar concentration, although the paper focuses on mean 
concentration results. Velocity and scalar experiments were 
conducted separately. 
 

Co Q Sample time
ppm mL/min minutes

2 4000 5 2
10 4000 10 2
20 25000 10 2
50 25000 10 2

x/D

 

Table 1: Experimental conditions for upstream dye injection at 3000 rpm. 

 
Velocity field 
The mean velocity field was recorded in the longitudinal and 
tangential axes from x/D = 2.5 to x/D = 50 for two propeller 
speeds, 1500 and 3000 rpm. Downstream of the propeller, the 
evolving jet can be represented by a Gaussian profile once it is 
established [1]. Typical results are shown in Figure 3 for 3000 
rpm. The data have been presented in a normalised format to 
emphasise jet flow field evolution. The data are compared with 
the Gaussian equation: 
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as used by Brown and Bilger [2] for a study of reactive plumes in 
grid turbulence where Um, r, r´ and σ, are the maximum jet 
velocity, radial distance from centreline (shown as y on the 
figures), radial offset of curve centerline from x=0 and standard 
deviation of Gaussian profile, respectively. Overbars represent 
mean for velocity. Gaussian curves were fitted (with a least 
squares criteria) to the data, using a steepest descent, 
unconstrained multivariable curve fitting procedure. Equation (1) 
was chosen because it comprised fundamental parameters that are 
clear descriptors of the jet shape.  
 
 
A power law was fitted to σ obtained from Eq (1) (Fig. 4, Table 
2): 
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and a similar expression for decay of Um: 
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where Up is the jet velocity immediately downstream of the 
propeller. 
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Figure 3: Mean velocity field 
mUU / at 3000 rpm with profiles from Eq             

(1); (a), (b), (c), (d): Dx / = 2.5, 5, 20, 50, respectively. 
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(a)                (b) 

Figure 4: Evolution of Gaussian Profile statistics for mean velocity at 
3000 rpm: (a), standard deviation; (b) mean. 

 
At 3000 rpm, the jet velocity data exhibited some scatter in 
relation to the Gaussian profile. In particular, at the farthest 
downstream position (x/D=50), the velocity data exhibited a 
breakdown in jet profile whereas a slower jet (1500 rpm, results 
not shown) maintained a Gaussian distribution. There are a few 
likely causes of jet breakdown in this far field. It is conceivable 
that the jet was interacting with the wall. It is important to note 
that both jets shared a same rate of spread and that the jet did not 
break down in the far-field at 1500 rpm, although it touched the 
walls somewhat. Hence the evidence available did not support 
some jet impingement on the flume wall. The writers hypothesise 
instead that the higher velocity and flow of the 3000 rpm jet may 
have induced some instabilities leading to the jet break down 
observed at 3000 rpm. This matter is under further investigation. 
 
Scalar Concentration Field 
Since it was shown that submerged jets exhibit a Gaussian 
velocity profile ([1] and present study), the distributions of 
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conserved scalar were compared also with Gaussian curves using 
a similar method to Eq (1): 
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where C and Cp are the concentration at a point P(x,r) and peak 
concentration, respectively.  
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Figure 5: Vertical profiles of normalised mean centreline concentration at 
3000 rpm. 

 
Figure 5 shows vertical profiles for consecutive downstream 
locations, for x/D=2, 5, 10 and 50. The downstream location, x, 
and the radial location, y, are normalised against propeller 
diameter, D. Concentration, C, is normalised with the peak 
Gaussian concentration, Cp.  
 
Drift of the plume centerline, r’  has not been subtracted from the 
data so the reader can see the variability of the experiment. The 
maximum drift was less than D for all experiments. Despite some 
scatter, most data (Fig. 5a,b,c) compared favourably with 
Equation (4). Yet there were two obvious experimental variables 
that contributed to data scatter. Both were addressed through 
careful experimental procedure and post-processing of the 
results. First, the calibration of concentration probe was prone to 
drift, as expected of high frequency measuring probes. The 
calibration was re-checked over consistent periods in time during 
the experiment and systematic data were available to make 
corrections during the processing phase. Second, the background 
concentration of dye increased with time. Although the 
background concentration was measured periodically, the 
inherent randomness of the process and the limiting resolution of 
the equipment contributed toward some data scatter that could 
not be completely accounted for. 
 
The evolution of dye concentration plume is of significant 
interest. Figure 5 illustrates that the plume originated, in the near-
field region, with an approximately Gaussian shape (Fig. 5a) and 
evolved by outward spreading, eventually developing into an 
approximately linear distribution (Fig. 5d). The initial Gaussian 
shape was expected, based on previous results of near-field 
propeller jet. However, the observed linear profile in the far field 

(x/D=50) was a new finding. It is hypothesised that greater 
longitudinal dispersion of dye took place in the high-velocity 
flow region next to the free-surface, while, next to the bottom, 
dye transited at lower flow velocities in the boundary layer, 
hence with a higher concentration. The influence of swirl may 
also contribute to this effect. Indeed the data showed that, next to 
the bottom, the scalar concentration was approximately fifty per 
cent larger than that next to the free surface (Fig. 5). Such a result 
would be amplified in a rough, coarse natural channel leading 
possibly to a greater concentration gradient between lower and 
upper flow regions. 
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Figure 6: Evolution of Gaussian profile statistics for mean concentration; 
(a) standard deviation, σ; (b) mean on centreline, Cp. 

 
 Velocity Scalar 
 σ/D Um/Up σ/D Cp/Co 
m 0.63 -0.59 1.00 -0.76 
k 0.42 0.31 0.23 7.40E-04 

 

Table 2: Coefficients for line of best fit for axial change of mean velocity 
and mean scalar concentration at 3000 rpm corresponding to 
Figures 4 and 6, respectively. 

 
Figure 6 shows the longitudinal variations of Gaussian profile 
properties, σ and Cp. The downstream change in radial offset of 
the plume (not shown) drifts by approximately one propeller 
diameter 
 
 
Figure 6(a) shows the growth in plume width, σ, with increasing 
downstream distance, using a Log-Log scale. A power-law curve 
was fitted to the growth trend of σ/D: 
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The least squares fit was carried out to ascertain the magnitudes 
of the coefficients, k and m, where m is the gradient of the 
straight line in Figure 6(a) and k takes the value of 10c where c is 
the y- intercept of the same straight line of best fit. The values of 
m and k are shown in Table 2. 
 
Figure 6(b) shows the decay in peak concentration, Cp, with 
increasing downstream distance, using a Log-Log scale. As with  
Figure 6(a), a power-law curve was fitted to the growth trend of 
Cp/C0: 
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The values of m and k for best data fit in Figure 6(b) are shown in 
Table 2. The total dilution of the peak concentration is of 



 

significant interest. In Figure 6(b), the peak concentration was 
reduced by a factor of 1.48E-6 (i.e. ~ 1/20,000) by x/D=50. 
 
It should be noted that since the results at x/D=50 did not exhibit 
a Gaussian profile, the graphs in Figure 6(a) does not include 
data from this axial location. Furthermore, in Figure 6(b), for the 
data point at x/D=50, the measured data at the propeller 
centreline was used as an estimate of Cp since the profile 
exhibited did not allow a Gaussian profile to be fitted. It should 
also be noted that in Figure 6, graphs (a) and (b), both axes have 
been normalised against D. 
 
Corresponding experiments with reduced propeller speed (1500 
rpm) exhibited similar trends to the 3000 rpm results with an 
increased growth of σ and faster decay Cp. Further experiments 
with a dye release point downstream of the propeller and with the 
same propeller speed produced results (not shown) that supported 
those described above and shown in Figure 5 and Figure 6. The 
results from the downstream dye release showed a less 
pronounced shift of the centreline, a similar rate of change of 
plume width (although with slightly lower magnitudes) and 
similar decay rate of peak concentration. However, the difference 
in peak concentration between the free surface and bottom was 
more pronounced, with a three-fold change, fifty per cent higher 
than that exhibited by the upstream experiment. 
 
Present results can be used to quantify the dispersion and mixing 
of scalars by a propeller. As shown in Figure 6(b) and Table 2, 
the decay exponent for Cp/C0 is m=-0.76 in the range 2<x/D<50. 
Such a result is lower than that for a plume for which m=-1 [2], 
but larger than that typically obtained for a jet. However, in the 
range x/D<10 the exponent m was considerably greater : i.e., m=-
1.5, suggesting that the near flow field is characterised by a 
greater decay of peak concentration. Overall significant mixing 
occurs with a dilution of approximately 1/20,000 by x/D=50. 
 
Field Experiment 
In parallel with the present study a series of field tests [3] were 
conducted in cooperation with the Environmental Protection 
Authority and the University of Queensland to contribute to a 
broad environmental assessment of Eprapah Creek, Brisbane, 
which included: continuous water quality sampling, creek 
velocity measurements, bird and fish activity monitoring. All 
measurements were maintained for up to 8 hours continuously.  
 
During the course of the field test several different outboard 
motor / boat combinations were driven past the sampling area at 
different load/velocity combinations which were carefully 
monitored. Boats with outboard motors were driven past the 
measurement point for a range of speeds and configurations. 
Figure 7 shows the effect of a non planing outboard motor on the 
velocity field at the point of measurement which was 0.5 m 
below the surface and approximately 1 m from the passing boat 
horizontally. The results in figure 7 showed high turbulence 
caused by both propeller and bow wave corresponding to that 
observed in the present study. These effects were detected in the 
turbulent velocity data for a period of less than one minute 
typically, but the velocity autocorrelation function showed some 
effects lasting at least eight minutes, while water quality 
observations showed some important levels of fluctuations for 
several minutes after boat passage (e.g. in terms of turbidity, 
conductivity and temperature [3]). Overall the data suggested 
some mixing induced by wake waves and by the propeller. 

Further comparison of the velocity and scalar fields in the 
laboratory and field are continuing.  
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Figure 7: Instantaneous velocity disturbance caused by an outboard 
motor. (coordinates: x, y, z; parallel to creek, transverse, vertical, 
respectively.  

 
Summary and Conclusion 
The initial conclusion of this study of dye mixing by a propeller 
indicates that contaminant mixing is rapid giving a reduction in 
peak Gaussian concentration by a factor of 1.48E-6 after fifty 
propeller diameters. With an actual boat in a natural waterway, 
the situation will be different because the incoming velocity to 
the propeller will be higher and interactions with low level 
environmental turbulence will occur. Considerably more work is 
needed to gain a full understanding of the complex problem of 
propeller mixing.  
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Abstract 
The airflow distribution and non-uniformity across the radiator of 
a full-size, Australian made Ford falcon was tested at the RMIT 
Industrial Wind Tunnel.   The cooling air intakes of the vehicle 
were shielded by a quarter, one-half and three-quarters and fully 
blocked. Four different possibilities of shielding methods were 
investigated with the aim of determining the best method of 
shielding to be employed. Results from these tests have shown 
the optimum method for shielding the front-end of the vehicle in 
terms of airflow uniformity to b the horizontal method followed 
by the vertical method. These shielding methods also produced 
the higher average airflow velocity across the radiator which is 
analogous to better cooling.  
 
Introduction  
The aerodynamic drag coefficient of most passenger vehicles is 
now around 0.3. The use of body shape and external detail 
optimisation has led to this low drag coefficient. The remaining 
areas of exploration and optimisation are the underbody and 
cooling system. The cooling system of a typical passenger 
vehicle contributes between 6 and 10 percent to the overall drag 
of the vehicle [5]. Furthermore engine cooling systems are 
designed to meet two rare and extreme conditions. Firstly, 
driving at maximum speed and secondly driving up a specified 
gradient at full throttle while towing a trailer of maximum 
permitted mass. At all times, in fact the majority of the time, the 
cooling system operates below maximum capacity while 
incurring a drag penalty [4].  
 
A system that matches the required cooling airflow through the 
radiator to the operating condition of the vehicle has been 
recently proposed. It involves the varying of the cooling air 
intakes by the use of servomotors and controllers such that in the 
majority of the cases described above, the cooling air intake areas 
are less than the baseline condition. 
 
It is generally known that the velocity of the airflow through the 
radiator is a function of the vehicle speed and the “heat 
transferred by a radiator is a function of the airflow rate across 
the radiator” [6]. However, the non-uniformity is another factor 
to determine in engine cooling. Others like Chiou [2] have 
suggested that radiator heat transfer effectiveness “deteriorates 
due to two-dimensional flow non-uniformity on both the air and 
coolant sides”.  Therefore an experimental program was designed 
that investigated methods of reducing the airflow through the 
radiator and engine compartment by shielding the front-end of a 
passenger vehicle. The velocity distributions as well as the non-
uniformity of the cooling airflow across the radiator were also 
measured.  
 
Test Vehicle and Experimental Set up 
The vehicle used in this investigation was an Australian made 
Ford Falcon AU. This vehicle is a middle range family vehicle 
that weights approximately 1550kg. It comes with a four-speed 
automatic transmission as standard equipment. The air 

conditioning and engine-cooling components that are pertinent to 
this investigation consisted of a condenser, fitted in front of the 
radiator, and a mechanically driven centrifugal water pump, dual 
electric fans with shroud combination and an airdam. The airdam 
aids in engine cooling by creating a favourable pressure gradient 
for the cooling airflow. The front-end cooling air intakes consist 
of a decorative grille and a lower intake area.  
 
To study the variable front-end geometry, four front-end 
shielding methods were employed. In each of the methods the 
front-end cooling air intakes were shielded by an area of ¼, ½, ¾ 
and totally shut. These shielding methods employed were 
vertical, horizontal, side-to-side and side-to-centre as illustrated 
in Figure 1 to Figure 4. In the vertical shielding method evenly 
distributed vertical strips were used. The underlying principle for 
this type of shielding is that many vehicles already have vertical 
strips as part of their decorative grille and lower cooling intakes. 
To implement this type of shielding one could envisage plates 
sliding behind each other that would change the area of the 
cooling air intakes.  
 
However, other vehicles exhibit the opposite by having 
decorative grilles and lower cooling air intake openings that are 
covered by horizontally placed strips. The analogous method of 
shielding that is envisaged is that of having horizontal plates 
sliding behind each other. The other configuration investigated 
was closing the intake opening from one side to the other. This 
configuration was chosen as it can be applied to small vehicles 
that have very small radiators and even smaller condensers 
placed in front of these radiators. Instead of this normal 
arrangement, it is envisaged that the condenser could be placed 
besides the radiator. Then, in periods of extended non-operation 
of the condenser like winter, one could entirely block off the 
condenser side to the cooling airflow. The last option considered 
is to symmetrically shield both the grille and lower cooling air 
intake from both sides to the centre. This last method was used to 
investigate the interaction between external and internal flows.  

 
 

Figure 1: Vertical method (1/2 cooling air intake area shielded). 



 

 
Figure 2:  Horizontal method (1/2 cooling air intake area shielded). 

 

 
Figure 3: Side-to-side method (1/2 cooling air intake area shielded). 

 
 

 
Figure 4: Side-to-centre method (1/2 cooling air intake area shielded). 

 
 
Test Facilities, Equipment and Parameters 
The vehicle was tested at the RMIT Industrial Wind Tunnel. This 
tunnel has a 3m wide, 2m high and 9m long working test section 
and a 2:1 contraction ratio. It has been described in detail in the 
works of Watkins [10] and Ng et al. [8]. This tunnel has a 
blockage ratio of 0.35 for a full-size Australian passenger 
vehicle. Although this blockage is very high for aerodynamic 

testing, it was shown by Ng et al. [8] that it can be used 
adequately for evaluating the cooling performance of a passenger 
vehicle. Others [3, 7] had earlier shown that it could be used to 
evaluate the cooling performance of the front section of a 
passenger vehicle. 
 
The choice of equipment available to quantify airflow 
distribution across the radiator was limited by the cost and 
complexities involved. A pressure based technique established by 
Ng et al. [9] to quantify airflow distribution across an automotive 
radiator was used in this investigation. The equipment consisted 
of 24 pairs of hypodermic tubes inserted into the radiator and 
condenser assembly, a pressure measuring unit, a PC computer 
and the associated software. The technique is relatively low cost, 
robust and suitable for measuring complex airflow. For a detailed 
description please refer to Ng et al. [9]. 
 
The airflow non-uniformity index (i) was used to quantify the 
non-homogeneity of the airflow. If the radiator is segmented into 
a finite number n of areas elements. The non-uniformity was then 
defined by Lee and Hong [6] as follows; 
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Where; 
AK = size of one area section, 
AR = Area of radiator matrix, 
m� K = mass flow rate through one section and 

m� tot = Total mass airflow. 
 
When the sectioned areas are of equal size then the non-
uniformity simplifies to; 
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Where; 
VK= the airflow velocity of one section and  
Vav=the average airflow velocity across the radiator. 
 
Results and Discussion  
Once the results were obtained both contour plots of the velocity 
distributions as well as the average velocity of the airflow and the 
airflow non-uniformity index were analysed. The velocity 
distributions were plotted using a commercial software called 
Tecplot. The data points were extrapolated to the full area of the 
radiator using the Kriging method of spatial statistical 
interpolation available in the software. The Kriging method uses 
a general trend and a specified number of points to weigh from 
and adds a random noise component to find the value of the point 
being interpolated [1]. 
 
Figure 5 in the following pages shows the airflow distribution at 
the radiator as being highly non-uniform. This is for the baseline 
configuration for the simulated road speed of 100km/h. It can be 
seen that the top and bottom sections show higher airflow 
velocities. This was due to the fact that these regions are behind 
the flow inlets and is consistent with the physical location of the 
decorative grille panel and lower intake area. The middle section 
exhibits very low velocities due to being located directly behind 
the bumper bar. It was found that the airflow velocities ranges 
between 2.6m/s and 7.5m/s compared to a free-stream velocity of 
22.8m/s. These velocities are the average for each location 
recorded over a 30 second period. As the area of the front-end 



 

cooling air intakes were shielded the distribution of the airflow 
across the radiator changed.  

 
Figure 5: Baseline vehicle airflow distributions (100km/h road speed). 

 
Presented in Figure 6 to Figure 9 are the airflow distributions 
across the radiator when one-half of the cooling intake areas are 
shielded. These velocity contour plots are for the simulated road 
speed of 100km/h. Due to the blockage of the tunnel a lower air 
speed of 82km/h was used which was confirmed by previous on-
road tests to be equal to 100km/h road speed [8]. Figure 6 and 7 
show a comparatively uniform airflow than Figure 8 an9. The 
vertical and horizontal shielding methods show a higher degree 
of airflow uniformity and are comparable to the baseline 
configuration but exhibit some dead zones.  These dead zones are 
mainly the signature of the engine block. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6: Airflow velocity distribution ½ intake area shielded (Vertical). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7: Airflow velocity distribution ½ intake area shielded 
(Horizontal). 

However, the side-to-side and side-to-centre shielding methods 
show a high level of non-uniformity. Figure 8 shows the region 
directly behind the shield to be a dead zone with little or no flow. 
Similarly, Figure 9 shows the side-to-side shielding method 
produces areas with no or little airflow directly behind the areas 
where the shields were employed. It should also be noted for 
each case the average cooling airflow velocity was 2.6m/s and 
3.2m/s respectively.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8: Airflow velocity distribution ½ intake area shielded (Side-to-
side). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: Airflow velocity distribution ½ intake area shielded (Side-to-
centre). 

 
 
It is important to note that the errors arising from the pressure –
based system greatly increased as the velocities being measured 
reduce. It was found that as more areas of the front-end intakes 
were shielded, the average airflow velocities across the radiator 
decreased and the errors involved increased. Using a vane 
anemometer, it was fond that the pressure-based technique 
resulted in an error of about 5% when the velocities being 
measured were higher than 2m/s. This is simply as a result of the 
measured pressure being reduced significantly as the front-end 
intake area is reduced. As with any pressure-based measuring 
systems as the quantity being measured reduces significantly, the 
accuracy of the system diminishes. 
 
Significant differences between the methods were found when 
plotting the velocity contours for the different configurations. 
However, this was not replicated when the average cooling air 



 

velocity through the radiator were analysed. It should be noted 
that the cooling fans were not operating throughout the tests but 
were in place together with the fan shroud. Figure 9 shows the 
vertical shielding method yields the lowest velocity while the 
horizontal shielding method consistently produced the higher 
velocities. This is explained by the fact that the vertical strips 
used in shielding the front-end allow the airflow, while passing 
over the upper and lower intake area, to stay attached as it travels 
over the bonnet. This diverts the airflow from entering the engine 
bay and results in less internal flow and increased external flow. 
In a contrary fashion, it was observed (with the aid of wool tufts) 
that the horizontal strips allow the airflow to split and be ingested 
into the cooling system. This explains the higher velocities 
recorded for the horizontal shielding method. It was surprising to 
observe the side-to-side shielding method leads to higher average 
core velocities that the side-to-centre method.  
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Figure 9: Average airflow velocities behind the radiator for the simulated 
road speed of 100km/h. 

 
The cooling airflow non-uniformity index was also calculated as 
the front-end intake areas were shielded. AS defined before, 
airflow is highly non-uniform when i is low and verse versa. The 
vehicle at the baseline condition had a non-uniformity index of 
about 0.3. This rises to more than 0.8 when the side-to-centre 
shielding method is employed and ¾ of the intake area is 
shielded. It can be seen in Figure 10 that the vertical followed by 
the horizontal shielding method contribute to a more uniform and 
hence better airflow distribution across the radiator. In contrast, 
the side-to-centre shielding method performs poorly in terms of 
airflow velocity distribution across the radiator. 

Conclusions 
The results showed that the best method to shield the front-end of 
a passenger vehicle would be to employ a horizontal method.  
This shielding method produced the more uniform cooling 
airflow distribution compared to the other methods. By extension 
it should also produce the least reduction in cooling capacity for a 
given intake area. 
 
It was found and was expected that the non-uniformity index 
increased significantly as the front-end air intake area was 
shielded. This increase in the non-uniformity index is expected to 
correlate with reduced cooling capacity of the vehicle. 
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Figure 10: Fraction of cooling intake area shielded vs airflow non-uniformity index. 
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Abstract 
Laboratory experiments and dimensional considerations were 
used to investigate the spreading radius of axisymmetric fountains 
after they impinged upon the free surface of the initially 
homogeneous and quiescent ambient environment. The distance 
to which the fountain fluid spread, before plunging downwards as 
the result of negative buoyancy, was found to be a function of the 
source radius, the source Froude number and the depth at which 
the fluid was injected. For example, the greater the source Froude 
number (and hence initial momentum) the greater the spread of 
the surface flow for the same injection depth and source radius. 
Experimental data and simple scaling considerations were used to 
an equation for predicting the spreading distance. The results 
show the need for further studies to quantify mixing processes 
and dilution rates. 
 
Introduction 
When a dense fluid is steadily injected vertically upward into a 
miscible and less dense fluid, a fountain-type structure forms 
[1,2,3,4]. The denser fluid penetrates to a finite height, 
whereupon it stops, and then falls back as an annular plunging 
plume around the upward flow. Surrounding ambient fluid is 
constantly being entrained into the plunging plume, while the 
rising inner jet can entrain only outer plume fluid. The net result 
is that, as the injected fluid travels through the ambient, its 
volumetric flow rate increases and its mean density decreases. 
Fountains also occur in the reverse case, when lighter fluid is 
injected vertically downward into a denser ambient [5]. 
 
For submerged fountains with a relatively large momentum in 
comparison to the negative buoyancy, the maximum height of rise 
will be considerably greater than the radius of the source [4]. This 
means that the source is effectively a point and the virtual origin 
of the flow is at the injection point. The maximum height of rise 
of a submerged vertical fountain within a homogeneous quiescent 
ambient, zm, can therefore be written as (following the notation of 
[4]): 
 

o
o

m CFr
r
z

=         (1) 

 
here or  is the source radius, C is a constant, 

2/1)'/( oooo grwFr =  is the source Froude number, ow is the 
average flow velocity, ( ) aaoo gg ρρρ −='  is the reduced 
gravity, oρ  is the initial fountain density, aρ  is the density of 
the ambient and g is the acceleration due to gravity, all of which 
are defined at he source. The value of C has been found to be in 
the range 2.46-3.7 [3,4,6,7,8]. 

 
When zm exceeds the depth (H) of a homogeneous quiescent 
ambient with a free surface, the momentum contained within the 
negatively buoyant fountain fluid will deform the surface 
upwards. The resultant horizontal pressure gradient and 
remaining momentum then forces the fluid to spread laterally as a 
radial surface jet. At some radius, the negative buoyancy of the 
jet will cause it to fall below the surface and plunge downwards 
(see Figure 1). Impinging fountain-type structures are found in 
many engineering applications; for example, the heating of large 
open structures is often achieved by using fan-driven heaters at 
the ceiling level [4]. It is expected that as Fro increases (for the 
same H and ρo) the plunge point radius will increase, as is the 
case for energetic bubble plumes (eg [9]). Baines et al. [4] found 
that for impinging fountains in a confined tank (where the side-
walls play an important role in the overall mixing behaviour) there 
was an expansion is diameter of the surface flow as the ratio zm/H 
was increased. However, no values or relations were given for this 
in their work. 
 
While various studies have examined the height to which a 
fountain can rise no experimental or numerical work has been 
sighted that specifically examines the lateral spread of impinging 
fountain fluid as it moves along a free surface. Using laboratory 
experiments and scaling considerations this paper examines this 
issue when the receiving ambient is initially quiescent and 
homogeneous. 
 2R 

H 

2ro 

Figure 1. Schematic representation of a vertical fountain impinging 
on a free surface. Dashed arrows indicate dominate flow directions 
while dashed arrows indicate dominant entrainment paths.. 



Experimental Methodology 
To support the experimental objectives of this study, detailed 
experiments were conducted within a 2 x 2 x 0.4 m glass sided 
tank. This tank was found to be large enough to avoid strong 
recirculation patterns developing in the ambient by the fountain 
flow, given that experiments were run only for short periods once 
the fountain flow was well established. Trials revealed that strong 
convection cells did not establish (even though the Rayleigh 
number was high), which again was the result of the short 
experiment times. 
 
A solution of salty water (initial fountain fluid) was pumped 
upward into the fresh water-filled tank through a vertical tube of 
1 cm diameter and length of 10 cm. Before entering the tube the 
water passed through a 2 m long 1 cm diameter hose. Only one 
inlet diameter was chosen for this study, as past investigations of 
jets have shown that the behaviour can be readily characterised 
using non-dimensional expressions such as Eq. [1].  Fountain 
fluid inflow rates were monitored using a calibrated rotometer, 
with the flow rates adjusted so that the fountain always impinged 
on the free upper surface. A total of 33 experiments were 
completed with 6 < Fro < 54, 5 < H < 25 cm and 756< Re <3182, 
where  Re = 2woro/ν is the source Reynolds number and ν is 
viscosity. 
 
The radius at which the impinging fluid plunged below the 
surface, which was always significantly less than the width of the 
tank, was determined from data collected 5 mm below the water 
surface by horizontally traversing a calibrated in situ microscale 
conductivity and temperature probe across the tank. Transects 
were always conducted using the same azimuthal and radial angles 
and commenced shortly after pumping commenced when it 
appeared a steady state developed (which usually took only 
about 30 sec). The microscale probe (Precision Measurement 
Engineering, USA, Model 125) has sensor resolutions of 1x10-3 
°C and 2x10-5 Sm-1, spatial resolution of +/- 2 mm, and time 
responses of approximately 0.02 and 0.004 s respectively, with 
the traversing mechanism having a spatial resolution < 1 mm. 
Signals from the probe were recorded electronically and stored for 
analysis. A number of traverses (typically 6 at 4 cms -1) were 
made for each experiment and the average width value determined. 
Traverses were performed at intermittent steps to avoid adding 
significantly to mixing across the fountain and within the tank. 
The amount of fountain fluid injected into the tank was small in 
relation to the initial tank volume; meaning changes in total water 
depth during an experiment were negligible. Further the water 
within the tank was changed and monitored on a regular basis to 
ensure the water surface was not contaminated. 
 
Results and Discussion 
Figure 2 presents an example of a vertical impinging fountain 
striking a free surface (ie zm > H). The dyed rising jetting water 
was issuing upwards from the nozzle before striking the surface 
and spreading radially outwards (along the free surface). At some 
radial distance (R) the spreading fountain water detached from the 
free surface and plunged downwards into the ambient as an 
annular plume that had some degree of unsteadiness. That is, the 
water did not fall as a simple stream, but instead it had a blobby 
type nature (as typically found in any annular plume type flows 

– eg. [9]). Visual observations of the plunging point indicated that 
it experienced some wondering, but that the mean radius appeared 
to remain constant with time. 
 
Figure 3 presents an example of the conductivity signal recorded 
as the microscale probe was traversed across the tank. For clarity, 
the conductivity signal recorded during each traverse has been 
displaced sequentially by 0.05 Sm-1. The region of highest 
conductivity marks the central core of the fountain, while 
adjacent to this is the zone of lower conductivity marking the 
plunging annular ring. The conductivity is lower because the fluid 
has had more time to entrain the surrounding ambient fluid 
Adjacent to the plunging fluid is the ambient region having the 
lowest constant conductivity values. In keeping with general 
unsteady nature of jet/plume behaviour, the central region was 
found to wander from one traverse to another. The outer radius of 
the falling fluid is clearly marked by a conductivity signal (the 
radius for traverse 5 is shown). While the probe sensors were 
positioned 5 mm below the water surface, it is expected that there 
would be little change in diameter of the plunging radius was 
observed from when it initially falls below the free surface. In this 
study, the constant C from Eq [1] had to exceed 3 in order for the 
development of impinging fountains. As discussed earlier, this is 
in keeping with previously published works. 
 
 
If the properties of submerged fountains impinging on a free 
surface are governed by ro, Fro and H then dimensional reasoning 
and Eq. [1] suggest that the average radius to which the fluid can 
spread out across the surface (R ) for a given set of initial 
conditions would be given by: 
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where C1 and n are constants. 
 
 
 

 
 

Figure 2. Example of a negatively buoyant fountain impinging of a 
free surface. For clarity the fountain fluid is dyed. 
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Figure 3. Surface conductivity as a function of distance traversed by 
the microscale probe as it moved backwards and forwards through a 
fountain impinging on the free surface. Each line represents one 
traverse (traverse number is shown in square brackets) with each line 
sequentially displaced vertically by 0.05 S. In this experiment Fro= 
22, H = 11.8 cm and Re = 3200. 
 
 
Now, in the first instance if it is considered that the fluid 
elements within the fountain travels a distance R+H (= zm in a 
vertically unbounded system when R = 0) before negative 
buoyancy dominates, causing the fluid to plunge downwards, 
than Eq. [3] becomes: 
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FrC

r
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1=+  , (3) 

 
Figure 4 presents the experimentally derived data. The line of 
best fit to the data shows how that Eq [3] can be used to predict 
the spreading radius with C1= 4.8 and n = 0.74, and a squared 
correlation coefficient of 0.921. That is: 
 

74.08.4 o
o

Fr
r

RH =+  , (4) 

 
Eq [4] will have an upper limit of application, which are yet to be 
determined. This limit is reached when the fountains have 
sufficient momentum to break through the free surface and exit 
the ambient. Recently, [9] found a similar formulation for 
submerged fountains impinging on a rigid surface. However in 
their study n (=0.4) was different and C1 was found to be 
dependant upon the ratio H/ro, such that they found for a rigid 
surface 4.0

000 )/(7.2/)( FrrHrRH =+ . In this study the extra 
dependence on H/ro was not observed, suggesting the type of 
surface on which the fountain impinges plays a significant role in 
the spreading dynamics. Further studies are required to quantify 
this. 
 
Conclusions 
Detailed laboratory experiments and simple dimensional 
considerations have been used to investigate the spreading radius 
of water fountains when they impinge on the free surface of the 
receiving ambient. It was observed that as the fountains struck 
the free surface the fountain fluid spread out radially before 
plunging below the surface. The plunging distance was found to 
be a function of the source radius, the ambient fluid depth and the 
source Froude number. 
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Figure 2. Normalised radius of fountain as a function of Fro. The 
solid line is the line of best fit 74.08.4/)( oo FrrRH =+  with a 
squared correlation coefficient of 0.921. The vertical error bars 
indicate one standard deviation. 
 
 
 
 
This investigation indicates that a number of important aspects of 
fountains striking a free surface warrant further investigation. Yet 
to be determined is the amount of energy lost in the formation of 
surface motions generated by impinging fountains, the dilution 
rates within the fountain flow and a formulation to describe the 
behaviour of the observed plume wondering. The influence of 
viscosity and diffusion rates (which are different for air and water 
systems) on the spreading distance also warrants further 
investigation, so that universally applicable relations can be 
derived. 
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Abstract 
The Queensland Urban Drainage Manual gives four methods for 
the preliminary sizing of detention basins, but it does not give 
any guidelines as to when to use each method. This paper 
develops some guidelines based upon the modelling of numerous 
detention basins and comparing the modelled detention volumes 
to the estimates given by each of the four methods. 
 
Introduction  
Urban stormwater management systems typically include 
detention and retention facilities (basins) to mitigate the negative 
impacts of urbanisation on stormwater drainage. These basins act 
as a filter mechanism and are primarily designed to hold water 
and slowly release it at a rate similar or less than that of 
encountered before urbanisation. That is, the intent is to allow 
water out of the urbanised region at an artificial, but pseudo 
natural, rate. 
 
To size a basin for the quantity control of stormwater runoff an 
initial estimate is obtained from one of the numerous preliminary 
sizing methods described in literature, (eg. [1, 2, 3, 4, 5, 6, 7, 8, 
9]). From this preliminary estimate and the site topography, the 
basin, including the outlet structure can then be designed. To 
determine the efficiency of the basin, various runoff hydrographs 
are then routed through the basin using stormwater management 
software. The basin and the outlet structure are then reconfigured 
until the outflow hydrograph satisfies the criteria set by the 
designers. 
 
The Queensland Urban Drainage Manual (QUDM) [10] gives 
four methods for the preliminary sizing of a detention basin. 
However, QUDM does not give any guidelines as to when to use 
each method, but it does state ‘these procedures may give widely 
different answers and should be used with care’. This paper 
develops some guidelines as to which method to use for any 
given situation. 
 
 
Queensland Urban Drainage Manual 
The four methods for the preliminary sizing of detention volumes 
given in QUDM [4] yield the following four equations: 
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where Vs is the storage volume, Vi is the inflow volume, and r is a 
reduction ratio calculated by: 
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Qi and Qo are the peak inflow and outflow rates of the detention 
basin. 
 
Equations 1-4 are referred to, after the authors of which each 
method is based, as the Culp, Boyd, Carroll and Basha methods 
respectively. 
 
Method Comparisons 
The pre- and post-development catchment hydrology details were 
obtained for several urban developments using the rational 
method as described in QUDM [10]. A detention basin for each 
catchment was then designed to reduce the post development 
flow rates to below the pre-development flow rates. 
 
 
 

 
Figure 1. The general shape of the inflow hydrographs that were routed 
through the detention basins.  

 



 

To model the detention basins, a commercial software package 
entitled XP-SWMM was used. XP-SWMM is a link-node model 
that performs hydrology, hydraulics and quality analysis of 
stormwater and wastewater drainage systems including sewage 
treatment plants, water quality control devices and Best 
Management Practices (BMP’s). For the modelling of detention 
basins, the stage versus area relationship and the outlet structure 
were defined set. The software uses the St. Venant dynamic flow 
equations to route flows through the basin. 
 
The flows that were routed through the basins were hydrographs 
from storm events up to a 1 in 100 year storm. These 
hydrographs were derived from the rational method. A triangular 
hydrograph as shown in Figure 1 was used, with a peak flow rate 
of Qp (from the rational method), and the time to peak flow being 
equal to the time of concentration of the catchment. Typical peak 
flow rates through the basin ranged between 0.3 and 8.0 m3s-1, 
however some basins had flow rates up to 15m3s-1 routed through 
them. 
 
The typical basin shape consisted of a square base, and side 
slopes equal to 1 vertical to 6 horizontal. The length of the basin 
base was determined so that the storage from a 1 in 20 year storm 
was chosen to be no deeper than 1.2 m. The lengths ranged 
between 8 and 55 m, but the majority were between 10 and 20 m. 
 
A typical outlet structure of the detention basins consisted of two 
pipes and a weir. For smaller reductions in the flow, a greater 
number of pipes were used, the greatest consisting of six pipes 
and a weir.  
 
The preliminary estimates from Equations 1-4, an average of 
these estimates, and the detention volume given by the 
stormwater management software for each storm event were then 
compared. For each of the basins the typical results are shown in 
Figure 2. These results show that the modelled detention volumes 
lie between the estimates obtained by using the Basha and Boyd 
methods. However, there was one catchment where the modelled 
volume was better represented by the Carroll method. Figure 3 
shows these results. 
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Figure 2. Typical results obtained from the comparison of the preliminary 
and modelled detention volumes.  
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Figure 3. Results showing the modelled detention volumes are more 
accurately estimated by the Carroll method.  

 
 
 
A comparison of the catchment data, including size, slopes and 
shape showed that this catchment did not differ greatly from the 
majority of the others. However, the extent of the development of 
this catchment did differ greatly being that it was the sole 
catchment that is completely contained within the development. 
Due to this a greater reduction in the post-development flow rate 
was needed. Figures 4 and 5 show the pre and post development 
hydrographs calculated by using the rational method, along with 
the outflow hydrographs given by the flood routing software. 
What should be noted is that the reduction in the post-
development peak flow rates in Figure 5 is much greater than that 
of Figure 4. 
 
 
 
 

 
Figure 4. Typical hydrographs where the modelled detention volume is 
best estimated by the Basha or Boyd methods.  

 



 

 
Figure 5. Hydrographs from the same catchment as that for figure 3. 

 
 
The results suggest that there may be a relationship between the 
accuracy of each preliminary method and the reduction in the 
flow that is to be achieved. However, the majority of the 
catchments that were modelled had reduction ratios between 0.2 
and 0.3. To determine the relationship between the preliminary 
methods and the reduction ratio, r, numerous detention basins 
were designed and modelled for a number of catchments with 
reduction ratios between 0.05 and 0.95. Figures 6 through 8 show 
the modelled and preliminary estimates of the detention volume 
for a single catchment with detention basins designed for varying 
reductions in the peak flow rate. Figure 6 shows the results after a 
reduction of 15%, and as can be seen the modelled volume is best 
represented by the Basha estimates. As the reduction in the flow 
increases the modelled volumes decrease with respect to the 
preliminary estimates. 
 
 

 
Figure 6. A comparison of the preliminary and modelled detention 
volumes showing the Boyd method produces the best approximation for a 
reduction ratio of 0.15 for this catchment. 

 

 
Figure 7. A comparison of the preliminary and modelled detention 
volumes showing the Basha method produces the best approximation for 
a reduction ratio of 0.35 for this catchment. 

 
 

 
Figure 8. A comparison of the preliminary and modelled detention 
volumes showing the Carroll and the Culp methods produce the best 
approximation for a reduction ratio of 0.55 for this catchment. 

 
 
This trend was typical of each of the catchments that were 
modelled. As the reduction ratio increased the modelled volume 
tended towards the smaller estimates obtained from the Carroll 
and the Culp methods. 
 
Using the results from the catchments obtained from the urban 
developments, and the results from the additional catchments 
with varying degrees of reduction, guidelines for the use of each 
preliminary estimation method were produced and are given in 
Table 1. 



 

Table 1. Recomendations for the use of the preliminary detention storage 
methods given in QUDM [1]. 

Condition Method 

0.00 = r = 0.25 Boyd Method 

0.25 = r = 0.45 Basha Method 

0.45 = r = 0.60 Carroll Method 

0.60 = r = 1.00 Culp Method 

 
 
 
Conclusion 
By modelling numerous detention basins, and comparing the 
modelled detention storage volumes to the preliminary estimates 
obtained by four methods outlined in the Queensland Urban 
Drainage Manual, it was found that the use of each preliminary 
method was dependent on the required mitigation of the flow. 
Recommendations for the use of each equation, based on the 
reduction ratio, have been presented in table 1. The results show 
that no one method was suitable for all cases. 
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Abstract 
In this paper we explore issues in designing a heat exchanger for 
a microfluidic channel. Among important issues specific to heat 
exchangers in microfluidics are axial conduction and shear rate 
dependant phenomena. A heat exchanger has been designed for 
use in a further study to examine the effect of liquid contact angle 
on the convective heat transfer coefficient. We show that by 
applying a constant heat flux to the outer channel wall surface, 
axial conduction causes the boundary conditions to change from 
uniform temperature at lower Reynolds numbers, to approach 
uniform heat flux at higher Reynolds numbers.  
 
Introduction  
Microfluidics, the generic name given to the study of fluid flow 
in confined channels with dimensions generally less than 
approximately 1mm, has exploded onto the fluid mechanics 
scene in the last 5 years or so [1]. In general, microfluidics 
research has been driven by two main application areas: high 
surface area heat sinks for high-flux computer chip cooling using 
multiple microchannels arrays [2]; and functional devices on a 
chip for biotechnology (lab-on-a-chip or micro total analytical 
systems) that increase the speed and sensitivity of processes that 
often involve heating and temperature control of reagents and 
products [3]. As both these applications involve convective heat 
transfer from a solid to a fluid, a fundamental understanding of 
microscale processes is required for device design. The question 
then arises: Can we use standard macro scale heat transfer 
correlations for microscale flows? 
 
There has been considerable debate in the literature over the 
applicability of macro scale Nusselt number (non dimensional 
heat transfer coefficient) correlations to microfluidic flow. This is 
due, primarily, to the particularly large variation in experimental 
data (see for example [4-9]). There are various reasons for the 
lack of consistency in the experimental data but most are due to 
the following:  
• Approximations and assumptions made due to the difficulty 

in measuring bulk fluid temperatures where it is almost 
impossible to place a temperature measurement device in a 
microchannel without effecting the flow [5, 8] 

• Heat loss due to the increased surface area to volume ratio in 
microchannels relative to macrochannels [10]  

• Relative dimensional tolerances in fabrication (e.g one 
micron tolerance in a 30 micron channel is significant 
compared to a 0.1mm tolerance in a 100mm channel) 

• Axial conduction due to the thickness of the wall relative to 
the channel destroying ideal conditions [10, 11]  

• Ill-defined surface variability such as roughness and  
hydrophobicity [9] 
 

Slip flow, where there is exists a none zero fluid velocity at a 
solid wall, has been well documented in the literature both 
experimentally [12-15] and by using molecular dynamics 
simulations [16-18]. Slip flow is important as it may allow a 
significant reduction in the friction pressure drop and thus the 
pumping power required for micro heat-exchangers and other 
microfluidic devices. While the underlying physical cause of slip 
is not fully understood, what is clearly known is that an apparent 
slip occurs more readily on non-wetting surfaces (hydrophobic), 
on rough surfaces, and at high shear rates. The last two 
phenomena are why slip may becomes important in 
microchannels, for it is in microchannel flow where surface 
roughness becomes significant relative to the channel size and 
where it is possible to obtain large shear rates (see shear rate 
section below). 
 
Given that there must be a weaker interaction between the fluid 
and wall molecules for slip to occur, the corollary to the reduced 
pressure drop is a reduced heat transfer coefficient. To date in the 
literature there is only one study that investigates the effect of 
hydrophobicity on the heat transfer rate [9].  This study is limited 
to flow inside silicon and hydrophilic glass microchannels, and it 
shows an increase in the Nusselt number for the glass 
microchannels, relative to the silicon channels equal to 
approximately 10% (depending on the Reynolds number). 
 
In this paper we consider several issues in the design of a heat 
exchanger for a microchannel that will be used for testing the 
effect of different fluid/wall contact angles on heat transfer 
coefficient. The main design considerations were surface access 
prior to assembly to allow surface modification via plasma 
polymerisation, small enough hydraulic diameters to obtain high 
enough shear rates to expect slip, the ability to measure the heat 
transfer surface temperature accurately and the minimisation of 
expensive microfabrication techniques. 
 
Experiments 
Figure 1 shows the schematic design of the heat exchanger. It has 
been designed to mimic flow between parallel plates (width >> 
channel depth) with one wall at a constant heat flux (or 
temperature depending on the flow rate) and the other wall 
adiabatic. This corresponds to a well studied geometry for which 
the Nusselt number is a constant 5.35 (or 4.86) [19]. 
 
The heat transfer surface consists of 2mm thick brass that has 
been imbedded into a Poly(methyl methacrylate), (PMMA or its 
trade name Perspex) base and polished flat using a Logitech PM5 
precision lapping and polishing machine (the RMS roughness as 
measured by an atomic force microscope was found to be 
approximately 50nm). PMMA is a good thermal insulator (see 
table 1) meaning that the flow should be hydrodynamically fully  
developed before flowing over the brass heat transfer surface.  



 

 
Figure 1: Schematic of the microfluidic heat exchanger. 

 
The channel is formed by spinning a photoresist (in this case we 
used SU8, due to its excellent mechanical strength and solvent 
resistance) on to a 100mm diameter Pyrex wafer to the desired 
thickness (10-50µm) and removing the 8mm by 50mm channel 
(by UV exposure through a mask and developing). The wafer 
was then cut into the desired size (75mm by 25mm). The glass 
wafer with channel was sealed to the heat exchanger with a 
clamping system. The channel depth was measured with a 
microscope after sealing. Heating was provided by a 10W 47Ω  
resistor bonded to the back of the brass using high thermal 
conductivity epoxy (Tra-Con 2902) and heated with a calibrated 
HP power supply. Six 70µm diameter type T thermocouples were 
imbedded in the brass, and one thermocouple was imbedded on 
each side of the brass in the PMMA, with their tips at the centre 
of the channel. Small diameter wires were used to minimise 
conduction losses. A thermocouple was also placed at the centre 
of the inlet and outlet channels.  
 

Table 1: Physical properties of heat exchanger material. 
 
The temperature measurement system was calibrated against a 
traceable platinum resistance thermometer in a uniform 
temperature water bath. Data was captured to computer via a high 
precision National Instruments 4350 data logger and a constant 
temperature terminal block.  
 
Theory 
Shear rate 
The velocity profile for flow between parallel plates is given by 
[19] 
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where u is the velocity, um  is the mean velocity, y is the distance 
between the channel walls with the origin at the centre of the 
channel, and w half the channel height. The maximum shear rate 
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where ReDh is the Reynolds number based on the hydraulic 
diameter, Dh=2w, and ν is the kinematic viscosity. Equation (2) 
illustrates the fact that for the same Reynolds number the 
maximum shear rate scales as the reciprocal of the channel height 

squared. That is why it is much more likely to observe slip in 
microchannels. In fact there tends to be a critical value where slip 
has been observed as summarised in Table 2. 
 

 Critical shear 
rate  (s-1) 

Comments 

Wu and Cheng, 2003 
[9] 

~50,000 Roughness 
~10nm 

Zhu and Granick 
2002 [13] 

~10,000 Roughness 
~10nm 

Choi et al 2002 [12] ~10,000  
Table 2: Example of some critical shear rates extracted from the literature 
from which either a critical slip length was specified or for which it has 
been inferred from the departure of hydrophobic and hydrophilic data. 
 
The maximum channel height used for this heat exchanger is 
approximately 50µm, which, with the available flow rates from 
our pump corresponds to a maximum shear rate of approximately 
106s-1. 
 
Axial conduction 
The ratio of conduction heat transfer through a channel wall, to 
the convective heat transfer to the fluid from the wall, assuming 
the same temperature difference for the two processes, has been 
presented previously as a non-dimensional number to define 
compact heat exchanger efficiency [20] (see equation 3). This 
number, re-arranged, has been recently applied to microfluidics 
where walls are generally thicker than the fluid channels [11, 21] 
and is given by: 

PeLA
DA

ff

shs 1
κ
κλ =  ,    (3) 

where As and Af
  are the cross sectional areas of the solid wall 

and fluid respectively, L is the channel length, κ is the thermal 
conductivity, and Pe is the Peclet number given by ReDhPr. 
Given a constant heat flux on a channel outer wall (as in Figure 
1) for low values of λ (<0.01) axial conduction can be considered 
negligible, and the fluid/solid surface boundary condition can be 
considered as having constant heat flux. For higher values of λ 
axial conduction becomes more important, and the boundary 
conditions approach constant temperature for infinite λ.  
Microfluidic channels are generally characterised by large As/Af 
and low Pe, hence the tendency for axial conduction to become 
significant.  
 
Numerical Simulations 
In order to aid in the understanding of the heat transfer processes 
in the heat exchanger design the commercial package CFD-ACE 
(ESI-Group) was used to solve the coupled flow, convection and 
conduction heat transfer. The mass conservation, the Navier-
Stokes and the energy -in the form of total enthalpy- equations 
were solved by numerically integrating over each of 
computational cells or control volumes defined by the grid.  
 

 
 

 
Figure 3: Three dimensional grid used for the numerical modelling. 
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Results and Discussion 
Inlet configuration 
In order to assume flow between parallel plates, the flow from a 
single inlet should spread evenly along the width of the channel. 
The 3D CFD model was used to determine the uniformity of the 
flow under various conditions. Numerical simulations and flow 
visualisation experiments indicate that a spreader at the inlet is 
not required. It has been found that with the flow entering the 
microchannel from the top through an inlet with diameter much 
greater than the channel height, the impinging jet tends to spread 
the liquid evenly across the channel width. This was verified 
experimentally with streak line visualisation using fluorescent 
2µm particles.  Figure 4 shows a superposition of streak lines 
from experiments with those from CFD results for Re = 2 (note 
that the inlet was not perfectly centred in the channel for the 
experimental streaklines).  

 
Figure 4: Streak line images taken using a long working distance 
fluorescent microscope and by using CFD simulations for Re =2. Flow 
from the inlet in the direction as indicated by the arrow.   
 
Figure 5 shows the predicted velocity profiles at the centre plane 
in the y direction (middle of the channel depth) for a range of 
Reynolds numbers. The excellent uniformity along the width of 
the channel further than 200µm from the wall indicates that the 
assumption of flow between parallel plates is reasonable. Figure 
5b shows that the flow becomes fully developed within 5mm 
from the inlet, before which little heat is transferred to the fluid 
(see next section).  
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Figure 5: Plots of velocity profile from CFD simulations across the width 
(a) and the length (b) of the channel. In both plots the data is taken in the 
centre line of the channel. 

 
Heat transfer results 
The effect of different Reynolds numbers on the wall temperature 
distribution in the heat exchanger is shown in Figure 6 from both 
experiments and from the simulations. For the low Reynolds 
number where the effect of wall conduction is more significant 
the simulations tend to under-predict the amount of heat being 
transferred axially to the PMMA. This discrepancy requires 
further investigation but it is most likely at least partly due to the 
fact that the heat transfer coefficient is not uniform over all the 
external surface area. Future experiments with more insulation 
should help reduce the axial conduction. The agreement between 
experiments and the simulations is better for the higher Reynolds 
number case where heat loss and axial conduction effects are 
reduced. In general however the results show that the brass wall 
is almost at a constant temperature at Re =2 and slightly 
increasing at Re =20. 
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Figure 6: Measured and simulated wall temperatures along the wall of the 
heat exchanger with a heat input of 0.53W, for two different Reynolds 
numbers. The simulation includes a perfectly insulated case (adiabatic) 
and a simulated heat loss case that assumed a convective heat transfer 
coefficient of approximately 1W/m2.K (calculated from cooling 
experiments). 
 
The Nusselt number is the standard non-dimensional heat transfer 
coefficient and is defined as: 
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where h is the convective heat transfer coefficient, 

∫=
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cUAmT 1 is the mean fluid temperature, Tw is the 

wall temperature, q ′′ is the wall heat flux and κ the thermal 
conductivity of the fluid. One of the major issues with 
experimental evaluations of the Nusselt number in microfluidics 
is that it is almost impossible to measure the mean fluid 
temperature, especially because the temperature gradients, like 
the velocity gradients, are so large across the channel. Thus it is 
probably not the most useful number to use for experimental 
micro heat exchanger data.  
 
Figure 7 shows the normal heat flux distribution from the channel 
wall into the fluid along with the Nusselt number calculated 
using equation (4) from numerical simulations. Due to axial 
conduction the brass plate is closer to a uniform temperature 
boundary condition than to the uniform heat flux boundary 
condition that was applied to the outer wall. As the Reynolds 
number is increased, however, the heat flux becomes more 

b 



 

uniform along the channel length due to the decrease in the axial 
conduction effect (see equation (3)).  
 
An interesting feature of the Nu results is the drop to a negative 
value just before the brass heater. As the glass lid has a thermal 
conductivity five times higher than the PMMA, heat is conducted 
axially towards the inlet. In the region adjacent to the heater the 
glass wall is hotter than PMMA surface and the fluid is heated 
primarily from the glass. Thus the fluid temperature is slightly 
warmer than the PMMA surface adjacent to the brass. This gives 
rise to the negative Nusselt number shown in figure 7.   
 
The important feature from figure 7 is the fact that although a 
uniform heat flux was applied to the external wall the internal 
wall is essentially at a uniform temperature with a Nusselt 
number very close to the theoretical value of 4.86. In the PMMA 
which heated via conduction from the brass, the Nusselt number 
is very close to the uniform heat flux theoretical value of 5.35, 
although an insignificant amount of heat is transferred in that 
region. 
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Figure 7: Local heat flux and Nusselt number distributions for the same 
cases given in Figure 6. 
 
Conclusions 
We have demonstrated a heat exchanger design for microfluidics 
that will allow the testing of the effect of contact angle on the 
heat transfer coefficient at high wall shear rates. We have shown 
using CFD that due to the large channel wall cross-sectional area 
relative to the fluid channel dimensions, the affect of axial heat 
conduction becomes important. In fact, when the Reynolds 
number, or more importantly the axial conduction ratio, λ, is 
small, it is not possible to achieve the preferred constant heat flux 
boundary condition on the channel wall. However at higher  
Reynolds numbers and thus shear rate, where apparent wall slip 
effects will become visible, λ increases and the boundary 
conditions tend to constant heat flux, which is more desirable to 
measure small changes in temperature due to slip. Finally the 
complex nature of the Nusselt number variation along the flow 
direction indicates how experimental studies of heat exchangers 
for microfluidics can become rather confused if detailed coupled 
simulations are not carried out simultaneously. 
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Abstract 
Planar-laser-induced fluorescence (PLIF) measurements have 
been used to investigate the mean flow pattern of a zero-net-
mass-flux elliptical jets in cross-flow (ZNMF-EJICF). This 
particular jet is generated using the working fluid without net 
transfer of mass across the system boundary during one period of 
oscillation. The investigation involves the measurement of the 
mean jet profiles of the elliptical JICF. Two distinct flow regimes 
are observed namely single trajectory and multiple trajectory jets. 
Single trajectory jets demonstrate mixing of the bulk of the fluid 
outside the upstream boundary layer, while multiple trajectory 
ZNMF-JICF can penetrate more deeply into the ambient cross-
flow. Ensemble-averaged PLIF images of two elliptic jets of 
aspect ratios (AR) of 2 and 3 exhausting normally into a cross 
flow with velocity ratios (VR) ranging from 2 to 5 have been 
studied and compared.  
 
Introduction  
Jets in cross-flow (JICF) have many important practical and 
industrial applications, a few of which include combustion, 
industrial mixing, injection cooling, pollution transport, cooling 
of turbine blades, missile control system, etc. Over the past few 
decades, the JICF has attracted a considerable amount of research 
interest. Substantial research has been done on jets over the years 
to reveal their trajectory, spreading and mixing as a function of 
various flow parameters such as Reynolds number, Strouhal 
number and ratio of jet-flow to cross-flow momentum [1,2,5]. 
Previous research based on continuous, pulsed or Zero-Net-
Mass-Flux jets suggest that a presence of cross flow enhances the 
mixing of the jet as compared to a free jet [4,14]. 
A ZNMF jet is a fluid stream with non-zero mean stream wise 
momentum formed by the interaction of vortices. The vortices 
are generated by the periodic oscillation of a fluid. Since there is 
no net mass of fluid added to the system, the jet formation occurs 
within the working fluid stream. In the present study, the time-
averaged flow across the jet orifice is equal to zero, thus forming 
a zero-net-mass-flow jet in cross-flow (ZNMF-JICF). 
While most studies on JICF phenomenon concentrated their 
efforts on the circular jet geometry, it is believed that jets of other 
geometries can also be of immense potential, especially in the 
area of passive mixing. Previous studies have shown that even in 
the free jet configuration, continuous or pulsed non-circular 
geometries (i.e., square, rectangular, elliptic and lobed) exhibit 
higher mixing rates than a circular geometry [6-13]. Therefore 
the motivation of this study is to investigate qualitatively the flow 
pattern of ZNMF-EJICF. 
 
Experimental Apparatus And Method 
 
The experimental investigation was carried out in a square 250 
mm closed-circuit vertical water tunnel at the Laboratory for 

Turbulence Research in Aerospace and Combustion (LTRAC) at 
Monash University, Melbourne, Australia. 
 

 
 
Fig. 2. The experimental setup used for firing the laser and acquiring 
images using a digital camera. 
 
The tunnel, shown in figure 1, has a 1.5m long working section 
made of 15mm thick Perspex. Water is introduced into the 
settling chamber using a spray system at the top, which is then 
passed through a perforated plate, four stainless steel wire 
screens, a honeycomb and a 16:1 contraction before entering the 
working section of the water tunnel. 
The creation of the ZNMF jet is produced through an orifice by a 
piston oscillating in a cylinder. The piston is connected through a 
scotch-yoke mechanism driven by a stepper motor. The entire 
set-up is mounted on a horizontal support plate bolted to the 
tunnel test section wall 550mm below the contraction exit. The 
arrangement of the apparatus is shown in figure 2.  
The scotch-yoke mechanism, which is driven by a stepper motor 
is controlled by a software program running in Windows 
operating system. The scotch-yoke mechanism can be driven at 
amplitudes of 1, 2, 4, 6, 10, 14 and 22mm. It is capable of 
producing frequencies as low as 0.01Hz. The upper limit of 
frequencies depends on the choice of the amplitude of motion of 
the piston and is shown in the table1.  
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Fig. 2. Arrangement and details of zero-net-mass-flux injection 
apparatus in the vertical water tunnel [15]. 
 

a (mm) 1 2 4 6 10 14 22 
fmax Hz) 5 6 8 8 6 4 2 

 
Table 1. The upper limit of frequencies depends on the choice of 
the amplitude of motion of the piston 
 
PLIF Technique 
 
Fluorescent dye flow visualizations were carried out to provide a 
qualitative picture of these ZNMF-EJICF using a laser sheet 
generated by a Quanta System 200 mJ dual cavity Nd: YAG laser 
at a wavelength of 532nm. The sheet was aligned with the orifice 
center in the z=0 plane. 
The entire PLIF image acquisition system was controlled using 
an in-house developed Real-time Linux (RTAI) computer 
program. The trigger signal, coming from the sensor mechanism, 
references the maximum forward position. This signal is sent to 
the Real-time Linux Computer Program, which synchronizes the 
images acquisition and the laser firing with a time delay 
corresponding to the phase of interest. 
24 instantaneous flow visualization images of the ZNMF-JICF, at 
12 different phases (Nπ/12, N integer number, 1 ≤ N ≤ 12) and in 
a region measuring 250 x 180 mm, were recorded using a 12 bit 
1.3 Mega Pixel (1280 x 1024) PCO Pixelfly CCD camera. The 
camera was mounted on a vertical rail and the position was 
measured using a set of rulers installed in the x, y and z-axes. In 
addition, 256 images of the dye fluorescence in a region 
measuring 250 x 180 mm were also acquired at random points in 
the jet cycle. These were then averaged to reveal the mean flow 
pattern for each jet.  
 
Flow parameterization 
 
The dimensional parameters governing the flow are the hydraulic 
diameter of the elliptical orifice Do = 10 mm, the diaphragm 
diameter Dp = 20 mm, the frequency of oscillation f, the 
amplitude of oscillation a, the characteristic jet velocity Uj, and 
the cross-flow velocity U. These form the non-dimensional 
groups shown below. These groups are identified as: the 
Reynolds number (Re), the Strouhal number (St), and the 
Velocity Ratio (VR), respectively.  
 

 
(1) 

 
(2) 

 
(3) 

The momentum jet velocity, Uj, through the orifice can be 
calculated from the root mean square piston velocity Vprm using 
equation (4): 
 

 
(4) 

 
Making use of the following relationship between the root mean 
square and peak velocity for a pure sinusoidal oscillation, 
 

 

(5) 
 

 (6) 
And after substituting Equations (4), (5) and (6) appropriately 
into equations (1), (2) and (3), the following equations were 
obtained, 
 

 
 

(7) 
 

 
 

(8) 
 

 
(9) 

 
Equations (7), (8) and (9) indicate that the above parameters 
depend entirely on the geometrical aspects of the experimental 
set-up and the frequency of motion of the piston. 
 
Experimental Conditions 
 
To identify the various flow regimes of the ZNMF-EJICF, 40 
different jets were formed by varying the tunnel speed U`, the 
oscillation frequency, the amplitude of the diaphragm oscillations 
and the aspect ratio. 
 

VR Re a (mm) St f (Hz) Uj (m/s) U (m/s)

2 1066 2 0.563 6.00 0.107 0.053
2 1066 4 0.281 3.00 0.107 0.053
2 1066 6 0.188 2.00 0.107 0.053
2 1066 10 0.113 1.20 0.107 0.053
2 1066 14 0.080 0.86 0.107 0.053

3 1066 2 0.563 6.00 0.107 0.053
3 1066 4 0.281 3.00 0.107 0.053
3 1066 6 0.188 2.00 0.107 0.053
3 1066 10 0.113 1.20 0.107 0.053
3 1066 14 0.080 0.86 0.107 0.053

4 1066 2 0.563 6.00 0.107 0.027
4 1066 4 0.281 3.00 0.107 0.027
4 1066 6 0.188 2.00 0.107 0.027
4 1066 10 0.113 1.20 0.107 0.027
4 1066 14 0.080 0.86 0.107 0.027

5 1066 2 0.563 6.00 0.107 0.027
5 1066 4 0.281 3.00 0.107 0.027
5 1066 6 0.188 2.00 0.107 0.027
5 1066 10 0.113 1.20 0.107 0.027
5 1066 14 0.080 0.86 0.107 0.027

 
Table 2. Jet parameters used for qualitative PLIF experiments. 
 



 

The generation parameters for elliptical jets of AR = 2 and AR = 
3 are summarized in Table 2.  Only certain necessary 
characteristics of the ZNMF-EJICF have been discussed in this 
study. 
 
Results 
 
Instantaneous Flow Pattern 
 

 

AR = 2, VR = 3, St = 0.19 
 

t = 0  

 

t = 0.25T 

t = 0.5T  t = 0.75T 

 
Fig 3. Instantaneous PLIF measurements of a single trajectory. 
 

 
Fig. 4 Instantaneous PLIF measurements of a multiple trajectory. 
 
The instantaneous PLIF measurements of single and multiple 
trajectory ZNMF elliptical-JICF are shown in figures 3 and 4 
respectively. They clearly show the emergence of the jet and 
formation of a vortex ring pair that is gradually carried into the 
cross flow. At cycle start time, t = 0, the piston is at its maximum 
back position in the cylinder and hence, the velocity of the piston 
is zero at this particular point. The backward stroke of the piston 
caused the fluid to be “sucked in” from the mainstream into the 

cylinder. At t = 0.25T, the piston is moving forward in the 
cylinder and hence “pushing” the fluid out of the orifice plate, 
which results in the generation of the ZNMF jet. At the next 
phase, t = 0.5T, the entire fluid in the cylinder has been expelled 
for the creation of the jet. The piston is at its maximum forward 
position in the cylinder and is at zero velocity. As a result there is 
no sucking or pushing occurring. At the last phase, t = 0.75T, the 
piston is moving back towards the trigger signal [15].  
The major differences in the instantaneous patterns of the two 
jets were the frequency of shedding of the vortex ring pair and 
the concentration of the dye in the flow frame captured. In the 
multiple trajectory jets, the dye is convected away by the free-
stream fluid a lot slower than the single trajectory jets. This last 
difference is critical as explained further in the mean flow pattern 
in the next section. 
 
Main Flow Pattern 
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Fig. 5 Main flow pattern for elliptical jets of aspect ratio AR = 2   
and velocity ratio VR=2 and VR = 3, and St = 0.56, St = 0.28 and 
St = 0.19. 
 
The different mean flow patterns are obtained by an ensemble 
average of 256-single exposed dye flow visualization images and 
are shown in figures 5 and 6 for the single and multiple trajectory 
ZNMF-EJICF respectively. The obvious observation made is the 
dependence between the jet penetration, the elliptical aspect ratio 
AR and the velocity ratio VR. Penetration of the jet increases 
with orifices of less aspect ratio as expected. As seen from 
figures 5 and 6, the mean penetration of the dye also increases 
with increase in the velocity ratio. A critical Strouhal number was 
found for the generation apparatus that can be used to distinguish 
between the two regimes: single trajectory ZNMF-EJICF and 
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t = 0.5T t = 0.75T 



 

multiple trajectory ZNMF-EJICF. By comparing the main flow 
pattern of figure 5 with those of figure 6, it seems the critical 
Strouhal number is dependant on the aspect ratio AR. Indeed 
whereas the critical Strouhal number is for AR = 2:  0.19 < Stcrit 
< 0.28, for AR = 3 the value of the critical Strouhal number 
increases: 0.28 < Stcrit < 0.56. This shows that the critical 
Strouhal number is dependant on the aspect ratio of the orifice 
chosen to perform the experiment. 
In the two elliptical jets, AR = 2 and AR = 3, the two flow 
structures: single trajectory and multiple trajectory are only 
dependent on Strouhal number when 2 ≤ VR ≤ 5.  
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Fig. 6  Main flow pattern for elliptical jets of aspect ratio AR = 3 
for velocity ratios of VR=2 and VR = 3, and St = 0.56, St = 0.28 
and St = 0.19. 
 
 
Conclusions 
 
As for circular ZNMF-JICF, single trajectory jets are 
characterized by a single section of high concentration along the 
trajectory of the jet whereas multiple trajectory jets are seen to 
have multiple areas of high concentration. In this case, the 
multiple trajectory jets are seen to have two distinct areas of 
maximum concentration, one parallel to the cross flow and the 
other in the direction of the jet trajectory. 
Yet, for elliptical jets the aspect ratio seems to influence the 
penetration and the value of the critical Strouhal number: the 
penetration increases with a low aspect ratio and the critical 
Strouhal number increases with aspect ratio. 
Finally, for a fixed aspect ratio and for 2 ≤ VR ≤ 5, the two flow 
structures: single trajectory and multiple trajectory are only 

dependent on Strouhal number. As decreasing VR increases the 
distance between the upper and the lower trajectories of multiple 
trajectory jets, more experiments should be done to investigate 
the eventual dependence between the critical Strouhal number 
Stcrit and the velocity ratio VR. 
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Abstract 

The current experimental study on a two-dimensional 
oscillating aerofoil aims to isolate and explore the effects of wing 
twisting, one of the most basic aspects of insect locomotion.  
Particle Image Velocimetry (PIV) is employed to study the 
effects of reduced frequency as well as angular amplitude on an 
impulsively started aerofoil oscillating which is initially at rest.  
The forced oscillation is of a sinusoidal nature about a mid-
chord, spanwise axis and all investigations are carried out at a 
Reynolds number of 1000, with amplitudes in the range of 20º to 
60º, typical of the regime that insects tend to operate within.  A 
piston tank facility is used to generate the impulsively started 
motion.  The ensemble averaged results obtained suggest that 
both the reduced frequency and angular amplitude are important 
governing parameters which influence the development of 
leading edge structures and subsequent wake vortices.  In the 
limiting case (i.e. fixed angle of attack), the resulting flow field is 
one fairly similar to that of a bluff body, with the distinct, 
periodic formation of a von Karman vortex street.  In the lower 
reduced frequency cases, the flow displays characteristics similar 
to the former, except that the effect of the aerofoil oscillation 
imposes a velocity component on the flow which seems to retard 
the leading edge separation.  In contrast, in the higher reduced 
frequency cases, where the velocity component imparted by the 
oscillatory motion is much higher than that of the freestream, the 
effect of the freestream velocity seems to be almost non-existent.  
Vortices are generated in an anti-symmetric manner at both the 
leading and trailing edges, but whilst the trailing edge vortices 
are advected downstream, the leading edge vortices are negated 
before advection can occur. 
 
Introduction  

Over the past two decades, the advancement of non-intrusive 
experimental techniques and DNS solvers has given scientists the 
impetus to undertake the study of unsteady aerodynamic 
problems with newfound resolve.  Peculiar to this class of flows 
is the topic of oscillating aerofoils.  Traditionally one which has 
been applied to flutter analysis, gust response and regarded as a 
possible avenue of alternative thrust production, this field has 
incited renewed interest due to its applications to aircraft 
maneuverability and relevance to insect flight.   

From the perspective of the former, the attractiveness of a 
pitching aerofoil mainly stems from the fact that studies have 
shown that such a motion is able to generate high levels of lift 
even when operating beyond the stall angle [1]-[3].  This 
phenomenon is very similar to the lift overshoot observed during 
the nascent stages of the flow past a fixed incidence aerofoil [4].  
Yet, from a totally different dimension, wing oscillation has also 
been known to be an integral part of insect wing motion.  In 
recent times, scientists have begun to explore the possibility of 
applying this concept of dynamic wing motion to future Micro 
Aviation Vehicles (MAVs).  This has in turn contributed to a 
surge in studies hoping to piece together a sufficiently workable 
model of insect flight which can subsequently be applied to these 
man-made vehicles [5]-[6]. 

Fundamentally speaking, the investigation of both these 
applications primarily differs in the incidence angles and the 
Reynolds number regimes that they operate in.  Whilst 

conventional aerodynamic applications usually span the order of 
106-108, insect flight is centred around a relatively lower range of 
10-104.  Additionally, insects typically flap their wings at mean 
angles of attack in excess of 40º [7], well within the deep stall 
regime of most aircraft. 

The focus of the current study is on the flow past an 
impulsively started elliptical cylinder subjected to a sinusoidal 
oscillation at a nominal Reynolds number of 1000.  Such a 
configuration is aimed at mimicking the twisting motion of an 
insect wing, one of the basic elements of insect flight.  Whilst 
attempts have been made at producing dynamically scaled 
models to study the motion of such creatures in their entirety [8], 
here our emphasis is on examining the artefacts of wing twisting 
in isolation.  Particle Image Velocimetry (PIV) is employed to 
study the effects of the reduced frequency and angular amplitude 
on the flow.  For the purpose of comparison, the flow past an 
elliptical cylinder at fixed incidences is also investigated.   

Extensive flow visualization studies have previously been 
conducted to examine the effect of parameters such as the 
reduced frequency and angular amplitude on the flow field of an 
oscillating aerofoil [9, 10].  The reduced frequency has generally 
been found to have a more pronounced effect on the evolving 
flow structures compared to other parameters like the angular 
amplitude.  In addition, studies have also found that the flow 
field of an oscillating aerofoil at low reduced frequencies is very 
similar to that of an aerofoil in static stall whilst at higher 
reduced frequencies, the flow is primarily due to the rotational 
motion of the wing.  Computational studies have also shown 
good agreement with the above [11, 12]. 
 
Experimental Setup 

The experiments were carried out in a piston tank facility 
shown in figure 1.  The entire setup consists of a stepper motor-
driven square piston used to generate the impulsively started 
flow, and an additional stepper motor used to generate the 
sinusoidal oscillation.  The test section has a square cross section 
of 198mm by 198mm and a length of about 400mm.  In addition, 
the motion of the piston is restricted to a maximum horizontal 
displacement of 300mm.   

An elliptical cylinder made of brass, with a chord of 60mm, 
thickness 7.5mm and aspect ratio of 3.25, is used throughout the 
experiments and spans the entire width of the water tunnel.   

A Nd:YAG laser capable of generating 2x300mJ pulses of 5ns 
duration is used as the illumination source, and produces a 
uniform light sheet of 2mm thickness.  Polyamide particles with 
a mean diameter of 20µm are used to seed the flow.  Images are 
captured via a 12 bit digital CCD camera with a 1280px by 
1024px resolution. 

The stepper motors, CCD camera and laser are all computer 
controlled and linked via an Ethernet interface.  TTL signals are 
used to synchronize all the devices and ensure that they are 
triggered off simultaneously. 

A multigrid cross correlation digital PIV (MCCDPIV) 
algorithm [13] is used to analyse and process the captured single 
exposed images.  Data validation is carried out using three 
techniques, the global histogram test, median value operator test 
and the dynamic mean value operator test.  A velocity vector is 
rejected unless all the criteria are met. 



 

 

 
Figure 1: Schematic of piston tank facility. 

The opacity of the elliptical cylinder results in a lack of 
illumination beneath the wing.  In order to obtain a complete 
field of data, two sets of experiments are performed: one with the 
orientation and motion of the wing reversed and the other as per 
normal.  The two datasets are then merged together.  Each 
realization is repeated a total of 100 times and ensemble 
averaging is performed. 
 
Experimental Conditions 

For all experiments conducted, the flow is impulsively started 
from rest with an initial linear acceleration, ao, of 100mm/s2.  The 
Reynolds number, Re, is defined as 

υ= ∞cURe  

(1) 
where U∞ is the constant, post acceleration, freestream velocity, c 
is the aerofoil chord and υ is the kinematic viscosity of water.  

For the oscillatory cases, the imposed oscillation is that of a 
sinusoidal nature, given by the equation: 

tsino ωθ=θ  
(2) 

where θ is the angular displacement, θo the angular amplitude, ω 
the temporal frequency of oscillation and t is the time elapsed.  
The varied parameters are the angular amplitude, θo, and the 
oscillation frequency, which is represented by the dimensionless 
reduced frequency, κ.  The reduced frequency is defined as, 

∞
=κ U2

fc  

(3) 
where f = ω/2π is the oscillation frequency.  The time elapsed is 
also non-dimensionalized by the freestream velocity and aerofoil 
chord to give, 

c
tU*t ∞=  

(4) 
 

Results & Discussion 
Fixed Incidence Case 

The case of an elliptical aerofoil at a fixed incidence of 40º is 
presented here for reference.  The flow is impulsively started 
from rest and attains a constant velocity corresponding to a 
Reynolds number of 1000 at t*=0.048.  The PIV results reveal a 
flow field typical of an aerofoil in deep stall.  During the initial 
stages of the flow, a starting vortex is seen to emanate from the 
trailing edge of the wing.  This is accompanied by a 
corresponding separation at the leading edge which culminates in 
the formation of the well-known leading edge vortex or 
separation bubble.  The consequent flow is then characterized by 
shear layer instabilities of a Helmholtz nature just above the 
leading edge, which result in the eventual shedding of the leading 
edge vortex.  At the same time, the flow is marked by the growth 
of a secondary vortex, opposite in sign to that of the leading edge 
vortex, at around the quarter chord position.  One possibly 
attributes the occurrence of this vortex to the adverse pressure 

gradient encountered by the flow entrained by the leading edge 
vortex.  Figure 2 clearly shows the presence of this secondary 
vortex as well as the growth of a new leading edge vortex.  
Finally, as the initial leading edge vortex is advected downstream 
beyond the visual field, the growth of a vortex at the trailing edge 
marks the development of a periodic von Karman vortex street 
often associated with bluff bodies.    
 
Oscillatory Case: κ = 0.1, θo=40º  

An investigation is carried out for two different reduced 
frequencies of κ=0.1 and κ=0.5, both with a corresponding 
angular amplitude of 40º. 

The lower reduced frequency configuration results in a flow 
field which is distinguished by its resemblance to the static case 
described above.  The vortical structures such as the initial 
starting vortex as well as the consequent growth of the leading 
edge and secondary vortex are all similarly observed (see figure 
3A).  However, a few differences are worthy of mention.  The 
rotational velocity imposed by the sinusoidal oscillation appears 
to inhibit the separation characteristics of the aerofoil.  Primarily, 
one observes a delay in the formation of the leading edge vortex 
during the pitching up motion which is in good agreement with 
other studies.  Similarly, apart from the initial starting vortex, the 
shedding of trailing edge vortices seems to be practically 
negated, and is instead replaced by a wavy-like structure.  In 
addition, the pitching motion of the aerofoil repositions both the 
leading edge and secondary vortex, which traverse the top 
surface of the aerofoil and are shed into the wake during the 
course of an oscillation cycle.   
 
Oscillatory Case: κ = 0.5, θo=40º  

In contrast to the above case where the translational flow 
seems to adapt fairly well to the variation in incidence, the flow 
pattern for the reduced frequency of κ=0.5 is dominated by the 
rotational motion of the aerofoil.  This is due to the fact that the 
tip velocities of the aerofoil are much larger than that of the 
freestream.  As such, vortices are generated in an anti-symmetric 
manner as shown in figure 3B, with the growth of secondary 
vortices perceptibly missing.  Also, it is interesting to note that 
the vortices produced in the vicinity of the leading edge are not 
advected downstream as in the previous cases.  The low pressure 
region at the leading edge caused by the forceful pitching motion 
seems to provide a suction effect which prevents these vortices 
from moving downstream.  These vortices are then periodically 
annihilated during the ensuing motions of the aerofoil.  It is also 
observed that the wake is characterized by the formation of a 
reverse von Karman jet structure due to the shedding of trailing 
edge vortices. 
 
Oscillatory Case: κ = 0.5, θo=20º  

A brief investigation of the effect of angular amplitude is 
conducted for the case of κ=0.5, with θo=20º.  Interestingly, the 
results display a combination of characteristics of both the 
oscillatory cases mentioned above.  The leading edge vortices are 
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repositioned by the aerofoil and shed downstream whilst the 
trailing edge vortices form a reverse von Karman street (see 
figure 3C). 

The foregoing discussion suggests that the ratio of the 
maximum tip velocity of the aerofoil to that of the freestream 
plays an important role in determining the characteristics of the 
flow.  More specifically, this dimensionless number establishes 
the degree of modification of the effective angle of attack at the 
leading edge.  This is evident in a comparison of the two 
different reduced frequency cases shown in figures 3A and 3B.  
In the case of the former, the additional velocity component 
imparted by the aerofoil oscillation is small and only serves to 
retard the flow evolution characteristics.  However, its influence 
in the latter case is much larger and the flow is virtually dictated 
by the oscillatory motion.      

To a certain extent, the reduced frequency as defined in this 
study provides a reasonable approximation for this ratio, but a 
more accurate representation of the aerofoil tip velocity should 
include the angular amplitude and account for any differences in 
the location of the pitching axis.   

 
Concluding Remarks 

A preliminary study of an impulsively started elliptical 
cylinder in oscillatory motion has been conducted.  The results 
show that the ratio of the aerofoil tip velocity to that of the 
freestream is the main parameter which governs the flow.  When 
this ratio is small, as in the reduced frequency case of κ=0.1, the 
flow continues to display characteristics reminiscent of an 
aerofoil in static stall, albeit with a delay in the separation at the 
leading edge during the pitch up motion.  This brings to mind the 
classical, linearized theory of oscillating aerofoils which predicts 
that the solutions of an aerofoil conducting small amplitude 
oscillations are merely functions of the static cases with a certain 
phase difference.   

When this ratio is large, the flow is dominated by the pitching 
motions of the aerofoil and characterized by the formation of a 
reverse Von Karman vortex street.  Although the reduced 
frequency provides a reasonable estimate of this ratio, it is 
proposed that a more complete representation should include the 
angular amplitude of the oscillation, as well as the location of the 
pitching axis. 
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Figure 2: Streamline and vorticity plots for an elliptical aerofoil at 40º incidence, Re=1000, t*=1.7.  Flow is from left to right. 
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Figure 3: Streamline and vorticity plots for an elliptical aerofoil in sinusoidal oscillation.  A) Re=1000, κ=0.1, θo=40º, θ=-10º, t*=2.04.  B) 
Re=1000, κ=0.5, θo=40º, θ=-40º, t*=1.76.  C) Re=1000, κ=0.5, θo=20º, θ=-17º, t*=0.85.  
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Abstract 
Two-dimensional wake structures of a sinusoidally heaving 
airfoil are investigated using Particle Image Velocimetry at a 
Reynolds number of about 1000. The advance ratio and reduced 
frequency are varied from 0.0919 to 0.276 and 0.1 to 2.0, 
respectively. Results show that thrust generation occurs 
consistently at moderately low reduced frequency of between 
0.25 and 0.5 for all the advance ratios investigated.   
 
Introduction  
 
An airfoil in a heaving motion perpendicular to a uniform free 
stream can under certain conditions, produce thrust. In this paper, 
we examine the effect of the variation of the advance ratio and 
the reduced frequency on the wake structures behind a heaving 
airfoil. The objective is to determine the conditions under which 
a thrust generating reverse von Karman vortex street is produced.  
 
In the case of a pitching and oscillating airfoil, high thrust 
efficiency of up to 87% have been obtained by Anderson et al. 
[1] for advance ratio of 0.15, phase angle of 75 degrees and a 
heave to chord ratio of 0.75. He also found that optimal thrust 
production occurred when the advance ratio was between 0.125 
and 0.20 and the heave to chord ratio was of the order of one. A 
subsequent study by Read et al. [4] obtained a thrust efficiency of 
71.5% for a similar motion with a phase angle of 90 to 100 
degrees between the pitching and oscillating motions.  
 
In a simply heaving airfoil, the thrust-generating flow was also 
investigated by Freymuth [2] using flow visualization for an 
advance ratio of 0.17 and reduced frequency of 0.86. And he 
found that increasing the plunge amplitude or advance ratio led to 
some severe leading edge vortex separation, causing deterioration 
in the thrust generation. Moreover, a reduction in reduced 
frequency led to wider spacing of the vortices, causing the 
propulsive wake to be overcome by the drag of the airfoil profile.   
 
Computational studies by Wang [6] on single wing strokes of 
simple heaving wing motion show that the optimal advance ratio 
is linked to maximizing the angle of attack during the motion.  
For a fixed advance ratio, it is found that the reduced frequency 
determines the time window available for vortex growth and 
leading edge vortex shedding. Peak results are obtained at 
maximum relative angles of attack of 45 to 60 degrees, which 
correspond to advance ratios of 0.16 and 0.276, respectively.  
 
In a study on a simply pitching airfoil, Koochesfahani [3] 
observed a case whereby double wake vortical structures of the 
same rotational sense were produced in the same half cycle for 
amplitude of 4 degrees and frequency of 1.85, corresponding to a 
reduced frequency of 0.53. 
 
In this paper, Particle Image Velocimetry is used to study a 
simply heaving wing with no pitching motions. The Reynolds 

number based on chord length and free stream velocity is about 
1000. The advance ratios considered are 0.0919, 0.16 and 0.276, 
which correspond to maximum relative angle of attack of 30, 45 
and 60 degrees, with the reduced frequency ranging from 0.1 to 
2.0.  
 
Experimental method and setup 
 
The experiments were conducted in a recirculating water tunnel 
using an elliptical airfoil of 20mm chord, 2mm thick, and 196mm 
long.  The airfoil spanned the Perspex test section with additional 
endplates mounted 2mm from both ends of the airfoil to reduce 
three dimensional effects and spanwise flow. A further horizontal 
Perspex plate was placed in contact with the free surface of the 
water so as to minimise free surface effects.  
 
A servo motor which is linked to a linear actuator was used to 
control the heaving motion of the airfoil. The motor was in turn 
controlled by a Labview program through National Instrument 
DAQ cards which sent out pulse train of positional signals to 
achieve a motor spatial resolution of 0.1mm.  
 
The water was seeded with 10 micrometer diameter hollow glass 
beads and illuminated with the laser sheet from a pair of Nd-
YAG lasers at the mid-span of the airfoil. A Kodak MegaPLus 
ES1.0/ Type 16 (30Hz) 1 Megapixel PIV camera was used to 
capture the image pairs of dimensions 130.9mm by 131.9mm (or 
1008 by 1016 pixels). Both the lasers and the camera were 
coordinated by a Dantec PIV system and were triggered by the 
same Labview program upon commencement of motion. 
 
The time interval between each image pair was set at 8.309 
milliseconds or the time taken for a particle to travel 20% of the 
length of the 16 by 16 pixel interrogation area. All the image 
pairs were then masked to remove the shadow cast by the airfoil 
and processed with 3 step adaptive correlation of interrogation 
area of 16 by 16 pixels and with a 25% overlap. The resultant 
vectors were further smoothed with moving average validation 
and average filtering over an area of 3 by 3 pixels.  
 
A total of 20 runs were conducted for each case, and the results 
were then ensemble-averaged over 20 realizations.  A further 20 
runs were conducted with the wing in a reverse motion, the 
purpose is to provide the flow field within the shadow cast by the 
airfoil. The two averaged results were then combined to produce 
complete streamline and vorticity plots for all the 18 cases. 
 
Results  
 
The advance ratio and reduced frequency used here are defined 
as follows: 
 

U/fASta =                                  (1) 

U/fcStc =                         (2) 



 

Where f is the sinusoidal heaving frequency in Hz, A the 
maximum heaving amplitude, c the chord length (20mm) and U 
the free stream velocity (fixed at 50mm/s). 
 
Three types of wake structures were observed. The first type was 
a normal Karman vortex street similar to that observed behind a 
stationary bluff body, an indication of a drag profile. The second 
type was a reverse Karman vortex street, which caused the flow 
between the vortices to be directed downstream as a jet, thus 
generating a thrust. The third type was a double wake structure, 
where vortices of the same sign were shed on each half cycle of 
the oscillation, thus creating a pattern of near vertical twin 
vortices of identical circulation alternating with twin vortices of 
the opposite circulation. In some cases, the shed vortices were 
found to dissipate rapidly downstream. 
 
The results obtained here are summarised in Tables 1-3 for 
differing advance ratio.  The first column shows the reduced 
frequency, follows by a heaving frequency, heave to chord 
amplitude and the resulting wake structures observed.   
 

Stc f (Hz) A/c Wake structures 
0.1 0.25 0.919 Dissipation 

0.25 0.625 0.3676 Weak thrust 
0.5 1.25 0.184 Double wake 

0.75 1.875 0.092 Weak drag 
1.0 2.5 0.046 Thrust  
2.0 5 0.023 Alternating vortices 

 
Table 1. Parameters and observations for Sta = 0.0919. 

 
Stc f (Hz) A/c Wake structures 

0.1 0.25 1.6 Dissipation 
0.25 0.625 0.64 Thrust 
0.5 1.25 0.32 Double wake/ Thrust 

0.75 1.875 0.16 Weak thrust 
1.0 2.5 0.08 Weak thrust 
2.0 5 0.04 Weak thrust 

 
Table 2. Parameters and observations for Sta = 0.16. 

 
Stc f (Hz) A/c Wake structures 

0.1 0.25 2.76 Dissipation 
0.25 0.625 1.104 Thrust/ Dissipation 
0.5 1.25 0.552 Double wake/ Thrust 

0.75 1.875 0.276 Thrust 
1.0 2.5 0.138 Weak thrust 
2.0 5 0.069 Weak thrust 

 
Table 3. Parameters and observations for Sta = 0.276. 

 
Streamline and vorticity plots for two of the cases studied are 
presented in fig 1-5, with the time t given in periods T of heaving 
oscillations.  The flow direction is from left to right. Fig. 1-3 
show the double wake structures which occur when the advance 
ratio is 0.16 and the reduced frequency is 0.5. Likewise, fig. 4 
and 5 show the thrust producing reverse Karman vortex street 
structure when the advance ratio is 0.276 and reduced frequency 
is 0.75.  
 
Discussion  
 
It was observed that thrust generation was generally present at 
reduced frequencies of between 0.25 and 0.5 for all the three 
advance ratios studied.  
 
At lower reduced frequencies, the vortices took longer to rollup, 
resulting in an increased distance between them. Also, for the 
high amplitude to chord ratio cases, severe leading edge vortex 

separation was found, resulting in the vortices dissipated within 2 
to 3 chord lengths downstream. Based on the wake structure, 
very little thrust was produced in this case.  
 
Although the reverse Karman vortex street structure was 
generally seen for higher reduced frequencies, the lower 
amplitude to chord ratio meant that the vertical separation 
between the top and bottom row decreased, thus limiting the 
amount of thrust generated. The transition to drag producing 
structures was not observed for the advance ratios of 0.16 and 
0.276, even at the maximum reduced frequency of 2.0.  At this 
point, the heaving cycle was just at the limit of the time window 
suggested by Wang [6]. For advance ratio 0.0919 and reduced 
frequency 2.0, the vertical separation was virtually nonexistent; 
yielding a pattern of a single row of alternating signed vortices.  
 
At the reduced frequency of 0.5, the double wake structure was 
observed for all the advance ratios. This was similar to the flow 
visualization results of Koochesfahani [3] for a pitching airfoil of 
4 degrees amplitude and equivalent reduced frequency of 0.53. 
For the advance ratio of 0.16, a “pure” case of vertical alternating 
pairs of same signed vortices was observed. And for advance 
ratios of 0.276 and 0.0919, the pair was slightly tilted and the one 
further downstream was found to have a higher strength. The 
double wake structures have previously been found in a pitching 
case only [3], and as far as we are aware, this is probably the first 
time that they have been observed in the heaving case. The 
mechanism for their generation, and the role they play in thrust 
production remain unclear.  
 
For the advance ratio of 0.0919, and at the reduced frequencies of 
0.5 and 1.0, a thrust generating reverse Karman vortex street 
structure was observed. Interestingly, at the intermediate reduced 
frequency of 0.75, a normal Karman vortex street was found 
instead. Why this is the case remains unclear. This anomaly 
requires further investigation  
 
The advance ratios of 0.16 and 0.276 tended to have a wider 
range of reduced frequency for which thrust was produced.  At 
the advance ratio of 0.0919 when heave to chord ratio is small, a 
smaller vertical separation of the top and bottom vortices is likely 
to lead to a smaller average horizontal thrust force.                 
 
Conclusion  
 
For an elliptical airfoil at constant zero angle of attack in 
sinusoidal heaving motion and Reynolds number 1000, the 
parameters of advance ratio and reduced frequency were found to 
govern the type of wake structures produced. 
 
Thrust generating conditions were observed for most of the cases 
but primarily for moderate reduced frequencies of 0.25 and 0.5 
for the three advance ratios of 0.0919, 0.16 and 0.276. Weaker 
thrust conditions were also found for higher reduced frequencies 
of up to 2.0 for advance ratios 0.16 and 0.276. Double wake 
structures appeared consistently for all advance ratios at the 
reduced frequency of 0.5.  
 
Although the present study provides valuable information about 
the wake structure, quantitative thrust forces are needed before a 
clearer insight into optimizing the choice of the two parameters 
can be better obtained.  
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Figure 1a.  Streamline plot Sta=0.16, Stc=0.5, t = 5T, airfoil descending. 

 

 
Figure 2a. Streamline plot Sta=0.16, Stc=0.5, t = 5.125T, airfoil 

descending. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 

 
Figure 1b. Vorticity plot Sta=0.16, Stc=0.5, t = 5T, airfoil descending. 

 

 
Figure 2b. Vorticity plot Sta=0.16, Stc=0.5, t = 5.125T, airfoil 

descending. 
 
 
 
 
 
 
 
 
 



 

 
Figure 3a. Streamline plot Sta=0.16, Stc 0.5, t = 5.5T, airfoil ascending. 

 

 
Figure 4a. Streamline plot Sta=0.276, Stc=0.75, t = 5.0625T, airfoil 

descending. 

 
Figure 3b.  Vorticity plot Sta=0.16, Stc=0.5, t = 5.5T, airfoil ascending. 

 

 
Figure 4b. Vorticity plot Sta=0.276, Stc=0.75, t = 5.0625T, airfoil 

descending. 
 

 
Figure 5a. Streamline plot Sta=0.276, Stc=0.75, t = 5.625T, airfoil 

ascending. 

 
Figure 5b. Vorticity plot Sta=0.276, Stc=0.75, t = 5.625T, airfoil 

ascending. 
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Abstract  
 
Planar laser induced fluorescence (PLIF) has been used to 
investigate the mean structure of circular Zero-Net-Mass-Flux Jet in 
Crossflow (ZNMF-JICF). The flow structure of these jets is 
primarily characterized by the Reynolds number (Re), the Strouhal 
number (St) and the velocity ratio (VR). The prime focus of this 
study is to investigate the effect of different VR and St numbers on 
the mean structure of the ZNMF-JICF. The Reynolds number for all 
the ZNMF-JICF experiments was kept constant at 1066. Four 
velocity ratios, VR = 2,3,4 and 5 were used in the investigation of 
the ZNMF-JICF. For each VR, the ZNMF-JICF experiments were 
carried out for Strouhal numbers ranging from 0.08 to 0.56. PLIF 
experiments revealed that there is a critical Strouhal number in the 
range between 0.11 to 0.19 that separates the mean structure of the 
ZNMF-JICF into a single trajectory ZNMF-JICF for St < 0.11 and a 
multiple trajectory ZNMF-JICF for St ≥ 0.19.  
 
 
Introduction 
 
The flow of turbulent jets in crossflow is encountered in a variety of 
applications including pollutant discharges, STOVL (Short Take off 
Vertical Landing), combustion processes, film cooling of turbine 
blades and missile control systems. Even though extensive research 
has gone in the investigation of jets in crossflow many aspects of the 
flow remain unexplored. The primary reason being that these flows 
are difficult to predict accurately due to the inherent complexity of 
the jet-crossflow interaction.  
 
The majority of the studies reported in the 1970’s and 1980’s were 
motivated by VSTOL-related applications and several flow 
visualization and experimental studies were conducted to understand 
the characteristics of the jet-crossflow interactions.  

This study reports the measurements of a zero-net-mass-flux jet in 
crossflow (ZNMF-JICF). A zero-net-mass-flux jet is a mechanically 
excited fluid stream formed by no addition of external fluid to the 
system during the generation of the jet. These jets have non-zero 
mean streamwise momentum formed by the interaction of vortices. 
The vortices are generated by the periodic oscillation of a fluid 
boundary and propagate due to the non-linear term in the governing 
equations of motion. [2] found that the spreading rate of a round 
turbulent ZNMF jet is greater than an equivalent continuos jet 
throughout the measured domain. Previous research based on 
continuous, pulsed or ZNMF jets suggest that a presence of cross 
flow enhances the mixing of the jet as compared to a free jet. Pulsing 
the flow further improves the mixing of the jet [9,10]. Investigation 
reported by [8] revealed that a fully modulated jet always penetrates 
more than the corresponding steady jet at the same time-averaged 
velocity. Recent studies of ZNMF jets show that they have a higher 
entrainment rate compared to their continuous counterparts [2,11]. 
The present study investigates the observed characteristics of single 
and multiple-trajectory ZNMF jets created using a piston-cylinder 
assembly coupled with a scotch-yoke mechanism. 

 
Experimental Setup  
The experimental investigation was carried out in a square 250 mm 
closed-circuit vertical water tunnel at the Laboratory for Turbulence 
Research in Aerospace and Combustion (LTRAC) at Monash 
University, Melbourne, Australia. The tunnel has a 1.5 m long 
working section made of 15mm thick Perspex. Water is introduced 
into the settling chamber using a spray system at the head of the 
tunnel, which is then passed through a perforated plate, four stainless 
steel wire screens, a honeycomb and a 16:1 contraction before 
entering the working section of the water tunnel. The contraction 
provides smooth, uniform flow in the working section of the tunnel 
with the freestream turbulence intensity of less than 1% [1].  
Sinusoidal oscillation of a 20 mm diameter piston (Dp) in a 
cylindrical bore through a 10mm diameter orifice (Do) generated the 
ZNMF-JICF. The piston-cylinder apparatus was mounted on a 
horizontal rail and attached the water tunnel wall. This setup is 
shown in Figure 1. The piston is connected via a coupling to a 
scotch-yoke mechanism, which is driven by a PC controlled stepper 
motor. The ZNMF apparatus was specifically constructed to achieve 
low excitation frequencies ranging from 0.5 – 6 Hz. The 
displacement history of the piston was recorded by a LVDT axially 
aligned with the piston-cylinder setup. The static pressure of the 
water column in the tunnel did not have an effect on the motion of 
the piston [3]. 

The water tunnel flow was seeded with 11 µm diameter hollow glass 
spheres with a density of 1100 kg/m3 prior to the PIV experiments. 
The ratio of the relaxation time for the particles to the excitation 
frequency of 5Hz was in the order of 10E-6 and even smaller for 
lower excitation frequencies. This suggests that the particles will 
follow the fluid motion in the tunnel with high fidelity. These 
particles were illuminated using a 2 mm thick pulsed laser light sheet 
produced with an appropriate cylindrical/spherical lens arrangement 
and a Quanta System dual cavity Nd: YAG laser. It is capable of 
producing 6-ns, 200-mJ pulses at a repetition rate of 15Hz 
 
The mean jet velocity (Uj) was 106.6mm/s for all the experiments 
and the velocity ratio was adjusted by changing the velocity of the 
freestream fluid (U∞). The jet velocity was kept the same to allow 
exactly the same flowrate of dye through the orifice.  
 
The single exposed images of the seed particles were acquired with a 
12 bit 1.3 Mega Pixel (1280 x 1024) PCO Pixelfly CCD camera. The 
camera was mounted on a bevel-geared vertical railing system and 
the position was measured using a set of rulers positioned in the x, y 
and z-axes.  A micrometer installed in the z direction controlled the 
minute motion of the camera in that direction. An optical sensor 
monitoring the stepper motor was used to trigger the laser.  
The entire image acquisition system was controlled using an in-
house developed Real-time Linux (RTAI) computer program.   
 
 
 



 

 
 

Fig 1. Vertical Water Tunnel Setup 
 
The flow was visualized using Kiton Red 620 fluorescent dye, which 
has a Schmidt number of approximately 5000.  Eight dye injection 
ports are located on the circumference of the cylinder in which the 
piston oscillates. The Kiton Red dye, driven by a gravity-based 
system, enters the cylinder via these ports. During the injection of 
the dye in the cylinder the piston is oscillated at the required 
frequency (f) and amplitude (a) to facilitate mixing of the dye in the 
cylinder. After the cylinder is completely filled with dye, an 
injection valve is turned off to preserve the zero net mass flux nature 
of the system. The piston is oscillated for about 30 seconds after the 
valve has been shut to allow the steady dye flow through the orifice. 
The co-ordinate axes have been shown in Figure 2 relative to the 
location of the orifice plate and the tunnel.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Schematic of ZNMF-JICF in the test section and coordinate 
axes   the tunnel.  
 
 
 

Flow Parameterization 
 
The parameters governing the flow are shown by equations 1-6 . 

      St =  
f Do

Uj
  ;  Re = 

UjDo

ν                        Eq(1) 

 
From [3], the angular velocity (ω) of the piston is given by  
                                         ω = 2πf              Eq(2) 
The maximum velocity of the piston (Vmax) is given by  

 
         Vmax = ωa = 2πfa                         Eq(3) 

 
The rms velocity of the piston (Vrms) is equal to Vmax/√2. 
From [3], 

        Vrms Dp = Uj Do                            Eq(4) 
 
Hence,  

        Uj = 
√2π f a Dp

Do
               Eq(5) 

Substituting Eq (5) into Eq (1), St and Re are modified as shown in 
Eq (6), 
 

St = 
Do

2

√2π Dp a
 ;    Re = 

√2 π f a Dp

ν   ;    VR = 
Uj

U∞
           Eq(6)                     

The Strouhal number shown by Eq(6) does not depend directly on 
the frequency of oscillation. The reason is that the product of 
frequency and amplitude is a constant as shown by Table 1. 
The jet velocity, Uj, is a velocity scale chosen based on the mean 
momentum flow of the jet through the orifice. Table 1 shows the 
parameters for the twenty ZNMF-JICF.  
 
 

VR A (mm) f (Hz) St 
2 2 6 0.56 
2 4 3 0.28 
2 6 2 0.19 
2 10 1.2 0.11 
2 14 0.86 0.08 
3 2 6 0.56 
3 4 3 0.28 
3 6 2 0.19 
3 10 1.2 0.11 
3 14 0.86 0.08 
4 2 6 0.56 
4 4 3 0.28 
4 6 2 0.19 
4 10 1.2 0.11 
4 14 0.86 0.08 
5 2 6 0.56 
5 4 3 0.28 
5 6 2 0.19 
5 10 1.2 0.11 
5 14 0.86 0.08 

 
       

Table 1. The table of parameters for the ZNMF-JICF. 
 



 

 
 
 
 
 
 
 
 
 
 
 
                    
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Table 2. The structure of twenty round ZNMF-JICF at different Strouhal numbers and velocity ratios. 
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Results 
 
The mean intensity images of the twenty ZNMF-JICF obtained from 
the PLIF experiments are shown in table 2. The area of interest is 
225 mm x 180 mm which corresponds to 22.5 Do x 18.0 Do. The 
main emphasis is on the structure of the jets and its interaction with 
the crossflow and hence the analysis is purely of a qualitative nature. 
As a result the spatial resolution of the flow field is quite low to 
record the evolution of the complete jet structure. As seen from 
equation 1, the Strouhal number is a function of amplitude and not 
the frequency of oscillation of the piston. As seen from table 2, five 
different St numbers were chosen for a particular VR. The 
freestream fluid was flowing from left to right as shown in the table. 
For 0.08 ≤ St ≤ 0.11, it can be seen that there is only a primary 
trajectory of the jet issuing out of the orifice. As the jet penetrates 
into the crossflow, it bends and tries to align with the freestream 
fluid. With increase in VR, the ZNMF jet tends to align more axially 
with the orifice. This is because at higher velocity ratio the jet 
momentum is more dominant than the freestream momentum and as 
a result the mean dye concentration in regions away from the jet 
center increases. In this range of Strouhal numbers, the jet is known 
as the single trajectory jet by virtue of its solitary trajectory issuing 
out of the orifice.  
As the Strouhal number is increased, there is a definite transition 
from the single trajectory structure to a multiple trajectory structure. 
This is shown by the flow visualizations at St = 0.19 in table 2. The 
primary trajectory is one that penetrates further into the freestream 
but there is a secondary trajectory that emerges from the primary one 
forming an acute angle. This angle between the two trajectories 
increases with increase in VR due to the progressive alignment of 
the primary trajectory with the axis of the orifice.  
For St ≥ 0.19, there is a well defined multiple trajectory structure. 
The angle between the two jet trajectories can be seen to be a 
function of St and VR. 
In continuous jets, the trajectory based on the maximum velocity 
represents the streamline originating at the orifice center. This is not 
the case with the ZNMF-JICF. This is due to the intermittent 
formation of the jet with a duty cycle of 50%. For half the jet cycle, 
cross-flow fluid moves unrestrained through the jet trajectory. 
Hence, although injected fluid penetrates far into the cross-flow 
instantaneously, in an ensemble average, the cross-flow fluid at the 
jet center is displaced from the wall by a much smaller amount. 
A quantitative study in [5] shows that the penetration of the jet does 
not depend on VR and their experiments reported the same 
penetration for VR = 5 and VR = 30. The results obtained in this 
study show that increase in VR increases mean dye penetration 
slightly.  
 
 
Concluding Remarks 
 
The qualitative nature of twenty ZNF-JICF have been studied for a 
range of Strouhal numbers 0.08 ≤ St ≤0.56 and velocity ratio 2 ≤ VR 
≤ 5. Two definite jet trajectories were found for the ZNMF-JICF 
when the Strouhal number was varied. A critical range of St was 
found to lie between 0.11 – 0.19 where the transition from single to 

multiple trajectory takes place. Single trajectory jets are 
characterized by a single maximum concentration across the width 
of the jet along the trajectory while multiple trajectory jets are 
characterized by multiple regions of high concentration issuing from 
the orifice. 
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Abstract 
An existing water tunnel, used for testing stationary aircraft 
models, is being upgraded so that it will be possible to carry out 
tests with the model in motion.  Precise yaw, pitch and roll 
motions of a model can now be obtained independently.  A 
special roll mechanism has been designed so that dye can be 
discharged from ports on an aircraft and water can be sucked 
through the intake(s) on the aircraft, while it undergoes 
continuous roll, i.e. there is no twisting of dye or suction tubes.  
A sensitive five-component strain-gauge balance is currently 
being manufactured.  It will be possible to measure forces and 
moments and capture corresponding images of the flow while the 
model undergoes a specified dynamic manoeuvre.  The dynamic 
rig will be used to study unsteady aerodynamic effects associated 
with aircraft motion and to obtain data for use in aircraft flight-
dynamic models.  Some preliminary flow-visualization images 
are presented.  
 
Introduction 
Forces and moments on an aircraft model in a tunnel are 
generally measured with the model stationary and set at a known 
orientation, and similarly for the visualization of flow patterns 
over the model.  This static testing is the most common form of 
testing carried out in tunnels and there is an abundance of useful 
static measurements reported in the literature. 
 
On the other hand, dynamic testing of an aircraft simply means 
that measurements are taken while the aircraft is in motion.  
Reported dynamic measurements are somewhat limited compared 
with static measurements.  There is a need to carry out dynamic 
testing on combat aircraft in tunnels to study unsteady aero-
dynamic effects associated with aircraft motion, which may have 
a major impact on the manoeuvrability and controllability of 
aircraft, especially at high angles of attack.  The ongoing interest 
in flying at high angles of attack to improve aircraft control 
necessitates developing testing techniques to investigate dynamic 
flow situations in this flow regime.  In a single manoeuvre, an 
advanced fighter aircraft can experience attached flows, vortex 
and vortex bursting flows, and totally separated flows.  In 
particular, these vortical and highly separated flows can be very 
sensitive to unsteady or time variant effects –see Suárez et al. [5].  
A clear understanding of the behaviour of the flow is an essential 
requirement for solving flight mechanics problems in the advan-
ced manoeuvring regime.  Dynamic force/moment data are also 
needed to determine approximate stability control derivatives, 
used in aircraft equations of motion in flight-dynamic models of 
aircraft.  Dynamic data taken in tunnels can be used in the models 
to supplement data from flight trials on full-sized aircraft. 
 
Most of the experimental dynamic studies reported in the 
literature have been limited to motion in one plane, either yaw, ψ, 
pitch, θ, or roll, φ.  Huang & Hanff [3] indicate that since the 
behaviour of a vortex and its breakdown are non-linear, it is not 
valid to superimpose the effects due to the motion in different 
planes.  There is a need for dynamic testing in which motions in 
all three planes can be obtained simultaneously. 
 
In this paper, details are given of how an existing water tunnel at 
the Defence Science and Technology Organisation (DSTO), used 

for testing stationary models, is being upgraded to measure flow-
induced loads on a model and simultaneously capture images of 
the flow over the model, while it undergoes a specified dynamic 
manoeuvre, with independent yaw, pitch and roll motions.  The 
DSTO dynamic testing system has similarities to that developed 
by Suárez et al. [5] for their water tunnel, but contains significant 
new features compared with their system.  For the DSTO system, 
water can be sucked through the intake(s) of an aircraft to 
simulate flow through the engine(s) while the aircraft undergoes 
continuous roll. 
 
Some preliminary images of the flow over an aircraft, obtained in 
the DSTO tunnel, are also given in this paper. 
 
Effects of Motion on Measured Data 
The instantaneous flow pattern over an aircraft as it passes 
through a given orientation is different from that on the aircraft 
when it is stationary at that orientation, and likewise for the 
loading on the aircraft.  This is due to the fact that the flow over 
the aircraft and the associated loading take some time to stabilize 
when the aircraft is moved to a new orientation, i.e. the flow lags 
the motion.  According to Brandon & Shah [1], there can be a lag 
time of up to 30 convective time units (one convective time unit 
is the time required for a fluid particle to travel across the wing) 
before the flow re-establishes itself to the stationary condition. 
 
Figure 1 shows a plot of normal force coefficient vs angle of 
attack, CN vs α, for a 70° delta wing in a wind tunnel, as obtained 
by Brandon & Shah.  Both static and dynamic data are shown.  
The dynamic data corresponds to the wing oscillating in pitch by 
±18° about 4 different mean values of α.  The measured dynamic 
CN vs α data for increasing α is different from that for decreasing 
α, creating a hysteresis loop in the plotted data.  The instant-
aneous loading on the model at say α = 40° varies over a wide 
range, depending on the motion of the model. 
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Figure 1.  Dynamic wind-tunnel tests for a 70° delta wing, as obtained by 
Brandon & Shah [1]. 
 

For real combat aircraft, α is continuously changing during 
manoeuvres so that static data taken in tunnels has limited 
applicability to aircraft in flight.  The work program at DSTO is 
concerned with many aspects of aircraft in flight and there was a 
need to develop a dynamic testing system to obtain dynamic data 
for use in investigations undertaken by researchers.  The question 

 



 
 
 

that had to be answered was “do we develop our dynamic testing 
system for a wind tunnel or for a water tunnel”. 
 
Wind Tunnel vs Water Tunnel 
A fundamental principle of dynamic testing is that the non-
dimensional rotation rate, Q = qC/2U0, of an aircraft model in a 
tunnel must be the same as that for a full-sized aircraft, where q 
is the rate of rotation of the aircraft, C is a characteristic length of 
the aircraft and U0 is the free-stream velocity –see Brandon & 
Shah [1].  Table 1 summarizes parameters for a typical full-sized 
aircraft, a model in a wind tunnel and a model in a water tunnel.  
For typical values of pitch rate, characteristic length and free-
stream velocity for a full-sized aircraft (see table 1), the value of 
Q is 0.0188.  Applying this to tests carried out in a wind tunnel 
and a water tunnel, for a 1/9 scale model in a wind tunnel 
operating at 60 m/s, the pitch rate of the model is 330 deg/s, but 
for a 1/48 scale model in a water tunnel operating at 0.1 m/s, the 
pitch rate of the model is only 3 deg/s. 
 

 Full-sized 
aircraft 

Wind-tunnel 
model 

Water-tunnel 
model 

Non-dimensional 
pitch rate of aircraft 

Q 

 
0.0188 

 
0.0188 

 
0.0188 

Free-stream velocity 
U0 (m/s) 65 60 0.1 

Mean aerodynamic 
chord of aircraft     

C (m) 

 
3.51 

 
0.39 

 
0.07 

Pitch rate of aircraft  
q (rad/s)           
q (deg/s) 

 
0.698     

40 

 
5.760         
330 

 
0.052         

3 
 

Table 1.  Modelling parameters for a high-performance aircraft. 
 
The required rotation rate in a wind tunnel to simulate a scaled 
dynamic manoeuvre is over 100 times that for a water tunnel.  
This suggests that problems may occur carrying out dynamic 
tests in wind tunnels, and that there would be significant 
advantages in undertaking such tests in water tunnels.  The fast 
model rotation rates required for wind tunnel tests are mechan-
ically difficult to implement (q = 330 deg/s) and the effects of 
model inertia on the measured forces and moments are signif-
icant, necessitating the need for inertial tare measurements when 
calibrating a strain-gauge balance –see Suárez & Malcolm [4].  
The fast model rotation also places demanding requirements on 
the data acquisition system to acquire data at high sample rates.  
In contrast, the model rotation rates required in a water tunnel are 
low (q = 3 deg/s), so that the effects of model inertia on the 
measured loads are negligible, and there is no need for inertial 
tare measurements when calibrating a strain-gauge balance [4].  
The response rates for the data acquisition system are also less 
demanding than for a wind tunnel and are more easily managed. 
 
Although most of the limited number of reported investigations 
on dynamic testing have been carried out in wind tunnels, rather 
than water tunnels, there are clearly definite advantages in using 
a water tunnel. 
 
Features of Dynamic Testing System 
Water Tunnel 
The Eidetics Model 1520 flow-visualization water tunnel, shown 
diagrammatically in figure 2, has a horizontal-flow test section 
1520 mm long, 510 mm deep and 380 mm wide, and the free-
stream velocity can be varied between 0 and 0.6 m/s.  It is a 
closed-circuit tunnel, in which the same water is recirculated, and 
there is a free water surface in the test section.  Further details of 
the tunnel are given by Erm [2]. 
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Figure 2. Diagrammatic representation of Eidetics Model 1520 flow-
visualization water tunnel. 

 
Control of Model Motion 
Models are mounted on a sting attached to a C-strut and are 
positioned so that all model angular motion is about the centre of 
rotation of the model.  In the original tunnel, it was only possible 
to alter the yaw and pitch angles of a model and this was done 
manually using motors controlled by a joystick, so that model 
motion could not be accurately controlled.  A roll mechanism  
(see below) has now been fitted and three PC-controlled stepper 
motors have been installed so that precise specified yaw, pitch 
and roll motions can now be obtained independently.  The setup 
of the upgraded model motion system is shown diagrammatically 
in figure 3.  Yaw, pitch and roll angles can be varied between 
-20° and +20°, 0° and 45°, and 0° and 360° respectively.  The 
input commands to the stepper motors consist of the required 
yaw, pitch and roll angles at chosen instants of time, say each 
1/15th of a second, as shown in figure 4 for a test dynamic 
manoeuvre.  Input commands can correspond to linear ramped or 
sinusoidal functions.  It is possible to oscillate the model in yaw, 
pitch and roll, with maximum rotational speeds of 8, 6 and 12 °/s 
respectively throughout the cycle.  With the current system, it is 
not possible to impart plunging or coning motion to the model. 
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Figure 3.  Diagrammatic representation of upgraded model motion system. 
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Figure 4.  Required yaw, pitch and roll angles for a test manoeuvre. 
 
Roll Mechanism 
A special roll mechanism has been designed so that dye can be 
discharged from circular ports on an aircraft and water can be 
sucked through the intake(s) on the aircraft, to simulate flow 
through the engine(s), while the aircraft undergoes continuous 
roll, i.e. there is no twisting of dye or suction tubes.  The roll 
mechanism is shown in figure 5.  The chassis of the mechanism 
is attached to the C-strut and does not rotate.  An input shaft from 
a stepper motor rotates the central shaft, the strain-gauge balance 
(see below) and the model via a worm wheel and pinion.  A dye 
reservoir is located between adjoining fixed and rotating parts, 
with the interface sealed with O rings, enabling dye to be 
transmitted to dye tubes, which rotate with the model.  The 
central shaft on the mechanism is hollow and is connected to the 
exhaust(s) on an aircraft using a suction adaptor, which can also 
rotate.  The adaptor shown is for an aircraft with twin exhausts, 
but adaptors can be made to suit the aircraft under test.  The 
adaptor fits inside the exhaust(s) of an aircraft, but does not 
actually touch with the aircraft, since this would bridge the strain-
gauge balance and invalidate measured loads on the aircraft.  The 
central shaft has been partitioned into two halves, enabling 
suction through each of the two water circuits to be controlled 
independently by suction pumps, if required.  The features of the 
system that enable a model to undergo continuous roll without 
twisting of dye or suction tubes are believed to be unique. 
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Figure 5.  Cross-sectional side- and plan-views of the roll mechanism. 
 
 

Strain-Gauge Balance 
A sensitive five-component strain-gauge balance is currently 
being manufactured and will measure downwards and sidewards 
forces, and yawing, pitching and rolling moments.  The balance, 
shown in figure 6, will be an integral unit.  Semi-conductor strain 
gauges are to be used, having a resistance of 1000 Ω, a gauge 
factor of 145, and dimensions of 2.03 mm by 0.15 mm (length by 
width).  The positioning of the gauges on the balance for each of 
the five components will be as shown (note that some gauges are 
obscured).  Gauges of this type have been successfully trialed at 
DSTO on a simplified two-component balance.  The gauges will 
be waterproofed using microcrystalline wax covered with silicon 
rubber.  The balance will be mounted in a sleeve, using the 
tapered attachment, and the sleeve will be inserted into a model, 
such as the delta wing shown.  The flow-induced loads on a 
representative 1/48 scale model of a combat aircraft are very 
small by conventional standards and the balance has been 
designed to measure downwards and sidewards forces of 1.0 N, 
yawing and pitching moments of 0.017 Nm and a rolling moment 
of 0.007 Nm (greater loads can be measured by the balance, due 
to inbuilt safety factors). 
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Figure 6.  Five-component strain-gauge balance 
 
Output Data From System 
For each chosen instant of time during a dynamic manouevre, an 
output file is created which contains yaw, pitch and roll angles, 
together with corresponding downwards and sideways forces, 
and yawing, pitching and rolling moments.  For each of the 
instants of time, side- and plan-view images of the flow are also 
captured with digital cameras using synchronization software.  
Thus it is possible to correlate precisely the instantaneous flow 
patterns over a model and the flow-induced loads on the model. 
 
Preliminary Experimental Results 
The dynamic testing system has been completed to the stage 
where it is possible to capture images of the flow over an aircraft, 
with or without suction through the intake(s), while the aircraft 
undergoes preset motions in yaw, pitch and roll.  It is not yet 
possible to measure forces and moments with the five-component 
strain-gauge balance.  Samples of typical instantaneous flow 
patterns over a 1/48 scale modern high-performance aircraft 
during a test dynamic manoeuvre are given in figure 7.  The flow 
was visualized using sodium fluorescein dye and there was no 
suction through the intakes of the aircraft. 

 



 
 
 

 
 

 
 
Figure 7. Instantaneous images for the test manoeuvre shown in figure 4. 

(a) t = 7.6 s; ψ = 7.6°, 1°/s; θ = 7.6°, 1°/s; φ = 38.2°, 5°/s. 
(b) t = 64.3 s; ψ = 12.3°, 1°/s; θ = 14.3°, 1°/s; φ = 98.6°, –5°/s. 

 
As can be seen, the flow over the aircraft is complex and is 
dominated by vortices formed by the rolling up of the flow as it 
separates along the leading edges of the aircraft.  The vortical 
flow field and associated loading on the aircraft change 
continuously throughout a dynamic manoeuvre.  Due to the low 
pressure in the cores of vortices, high-performance aircraft 
generate high lift at high angles of attack and this improves 
aircraft manoeuvrability and controllability when operating at 
extreme attitudes.  However, in this flight regime, the cores of 
vortices can become unstable and break down or “burst”.  The 
breakdown is characterised by a sudden expansion in the size of 
the vortex core, a rapid deceleration of the axial velocity in the 
core, a steep increase in the pressure and an increase in the 
turbulence downstream of the breakdown region.  The increase in 
the core pressure after the breakdown reduces the lift contributed 
by these vortices, which can cause the wing to stall, and the 
increased turbulence can result in significant wing buffeting.  The 
location of vortex breakdown is known to fluctuate in the stream-
wise direction and the breakdown can be asymmetric.  This 
behaviour results in significant loss of stability in roll and yaw. 
 
Many uncertainties exist when studying vortical flow behaviour 
over manoeuvring aircraft.  Questions remain about how aircraft 
instability in the extreme manoeuvring regime is influenced by 

the prevailing flow patterns over the aircraft.  Instabilities need to 
be explained in terms of the physics of the flow processes 
involved.  Hopefully, using the dynamic rig, the ability to corre-
late precisely the instantaneous flow patterns over an aircraft with 
the flow-induced loads experienced by the aircraft will help us 
resolve some of these issues. 

(a)

 
Concluding Remarks 
This paper describes how an existing water tunnel, used for 
testing a stationary model, is being upgraded so that it will now 
be possible to carry out tests with the model in motion.  There is 
a need to carry out dynamic testing on aircraft in tunnels to study 
unsteady aerodynamic effects associated with aircraft motion, 
which will lead to a better understanding of the behaviour of 
aircraft, especially in the advanced manoeuvring regime.  
Dynamic force/moment data are also needed for use in the data 
bases of flight-dynamic models of aircraft to predict their 
performance. 
 
Precise yaw, pitch and roll motions of a model can now be 
obtained independently.  A special roll mechanism has been 
designed so that dye can be discharged from circular ports on an 
aircraft and water can be sucked through the intake(s), while the 
aircraft undergoes continuous roll, i.e. there is no twisting of dye 
or suction tubes.  A sensitive five-component strain-gauge 
balance that uses semi-conductor strain gauges is currently being 
manufactured.  Some flow-visualization images corresponding to 
a test dynamic manoeuvre are given, but no force/moment 
measurements are yet available. 

(b)

 
Using the dynamic rig, it will be possible to directly correlate 
measured forces and moments with observed flow patterns when 
a model is undergoing a specified dynamic manoeuvre, and this 
may be beneficial when trying to understand and solve flight-
mechanics problems of manoeuvring aircraft. 
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Abstract

Past qualitative dye flow visualizations behind a finite-span flap-
ping foil have led to a model of the vortex skeleton. Subsequent
2D PIV experiments have highlighted some salient features in
the proposed model but the 2D measurements reveals limited
information about a highly 3D flow. This study proposes to use
3C 3D SPIV to quantitatively describe the flow geometry and
test the proposed model of the vortex skeleton. This informa-
tion is used to investigate the mechanisms responsible for thrust
production. Preliminary results from 2D 3C SPIV behind a 3D
NACA0012 flapping foil with an aspect ratio of 3, at a Strouhal
number of 0.35 at the plane of symmetry reveal qualitative in-
formation about the reverse Karman vortex street. The structure
as seen in the single measured plane, is phase locked with the
forced flapping motion of the foil, in agreement with previous
flow visualisations.

Keywords: Strouhal number, stereoscopic particle image ve-
locimetry, flapping/oscillating airfoil, vortical structures, un-
steady aerodynamics

Introduction

An understanding of the fluid dynamic interactions that exist in
the flow behind 3D flapping foils is paramount to harnessing
the potential technology that is available in the field of unsteady
propulsion. Vorticity control plays an important role in manipu-
lating the evolution of large scale structures in the flow, thereby
controlling the transport of momentum in the flow. An under-
standing of the mechanisms responsible for vortex interactions
behind heaving and pitching foils is important from a control as
well as thrust-production perspective [3].

In this study a deeper understanding of any momentum trans-
port mechanisms, that result from modification to the vortical
structure behind a flapping foil, is sought. Much of our present
understanding in this field comes from past research using air-
foils of infinite-span (2D airfoils). Parameters have been iden-
tified for optimal thrust production using flapping foils, with
up to 80% recorded [1]. The dimensionless Strouhal number
has been identified as a suitable parameter to describe the thrust
producing ability of a flapping foil. In a Strouhal regime of
0.25≤St≤ 0.35 2D airfoils produce thrust with maximum effi-
ciency. The flow behind a thrust producing foil is described by a
’reverse’ Karman vortex street in which the mean velocity pro-
file resembles a jet and momentum is added to the flow. In re-
ality, wings are three dimensional and have finite spans. In this
case the wingtip vortices add another dimension of complica-
tion to the vortical interactions and structure of the flow. Cheng
and Murillo [2] first raised concerns that results from studies
on 2D airfoils were over-estimated. Figure 1a shows a typical
qualitative flow visualizations as observed from the wingtip of
the airfoil. In contrast, the presence of wingtip vortices signif-

icantly alter the typical 2D vortex sheet as shown in the flow
visualisations of von Ellenriederet al in figure 2. In both cases
theSt= 0.35.The flow visualizations in figure 2 suggest that the
vorticity shed from the leading edge, trailing edge and wingtips
are connected. Based on these flow visualisation experiments
the authors propose a model of the vortical skeleton for a 3D
thrust producing foil[7] shown in figure 1b.

Since dye is a passive scalar and flow visualizations are restric-
tive in the information that they provide, more quantitative ex-
periments will be carried out. The purpose of this paper is to
report on SPIV measurements that provide 3C 2D information
of the flow for comparison with the previous flow visualisations.
Of interest is the relationship between the phase averaged struc-
ture of the flow, represented by the model of the vortex skeleton
in figure 1b and the forcing introduced into the flow.

Experimental Technique

Apparatus & method

The experiments are conducted in a water tunnel at the Labo-
ratory for Turbulence Research for Aerospace & Combustion.
The working section measures 500mm x 500mm x 1000mm.
The turbulence intensity levels in the core region is less than
0.35%. A full desciption of the experimental rig is provided in
[4].

A NACA0012 airfoil with chord, c = 25mm and AR = 8 is
suspended vertically above the test section. The airfoil per-
forms angular (pitch) and lateral (heave) oscillations using step-
per motors. The airfoil heaves in the y direction and simulta-
neously pitches about the quarter-chord position. The heave-
stepper motor performs the oscillations by virtue of a scotch
yoke. The scotch yoke wheel can be adjusted to accommodate
different heave oscillation amplitudes. The scotch yoke moves
a platform on which the pitch motor is mounted. The pitch mo-
tor drives the airfoil directly. A motion control program was
created in such a manner to allow different motion parameters
(such as frequency,f , maximum pitch oscillation amplitude,θ0
and phase angle between heaving and pitching oscillations,ψ)
to be independently varied. Thereby allowing for various mo-
tion profiles. Potentiometers are mounted along the heave and
pitch axes. These provide accurate feedback of the output tra-
jectory of the foils. Optical triggers have been placed at various
locations along the airfoil trajectory to provide the trigger sig-
nals to the laser and cameras.

The entire oscillating mechanism is mounted on a railing system
above the water tunnel, allowing the airfoil setup to be moved
to different locations, while the cameras and laser arrangement
is kept fixed. Further details of the motion parameters of the
experiment is provided in [4].



Data Acquisition

In order to quantitatively analyze the flow, digital particle im-
age velocimetry is utilized. PIV measurements are conducted
in the near wake region of the foil. A region 3.5c (y-direction)
by 3c (x-direction) is captured at a magnification of 0.095. Flow
visualizations by von Ellenriederet al [7] suggest this to be ad-
equate to capture the large scale structures in the flow over 1
complete forced oscillation cycle of the foil.

Two Pixelfly CCD cameras, with array sizes of 1280px x
1024px each, are mounted vertically onto a 3-axis translation
stage, below the test section. An angular-displacement stereo-
configuration is utilized with the cameras at 65◦ to each other.
The cameras are fitted with 55mmMicro Nikkor Nikon lenses
at f #2.8. To satisfy the Scheimpflug condition each camera
axis is titled by 3◦. 11µm seed particles are illuminated by
laser light from a dual-cavity New Wave Nd:Yag laser, puls-
ing 532nm light at 32mJ. A 3mmthick horizontal light sheet is
created in the midspan region of the airfoil using the necessary
collimating optics. The SPIV setup is optimised for good image
quality. A beam collector is placed on the far side wall of the
test section to collect light from the laser.

Stereo Acquisition

An in-situ calibration technique is utilized similar to [5]. Cal-
ibration images are acquired for the right and left camera at
several planes across the thickness of the laser sheet. Using
a template-matching digital image correlation approach, the ex-
act positions of calibration markers are found. A polynomial
with cubic dependence on the in-plane components,x andy and
quadratic dependence on the out-of plane component,z is used
to map the displacement in the object plane to an image plane
displacement. This is adequate to remove any higher order dis-
tortions one expects to encounter [5]. A least squares approach
is used to determine the mapping function for the cameras and
also to calculate the final displacements of the flow field.

Double exposed images are acquired in a horizontal plane bi-
secting the span of the wing. The laser firing is synchronized
with the motion of the foil. A trigger signal from a stepper mo-
tor is sent via a breakout box, to a RT Linux control computer
that regulates a return signal to activate the laser firing and the
camera acquisitions. This setup is shown in figure 1c. Phase-
averaged measurements are made at 8 locations within 1 heave
cycle. The period of 1 heave cycle is 640ms. 500 instanta-
neous images are acquired to achieve a statistical confidence of
99%, that the error in the mean is 1%. The acquired image pairs
are analyzed using a multigrid cross-correlation algorithm from
Soria [6]. From the stereo images, the three components of ve-
locity u,v andw are calculated in each plane and the vorticity is
derived from the velocity gradients.

Discussion of Results

The results of the stereo-PIV experiments are presented for
Re= 637, ψ = 90◦, θ0 = 5◦ and St = 0.35. Phase averaged
measurements are taken at 8 locations shown in figure 1d. The
data for every 2nd phase location is presented here, representing
the motion reciprocating motion of the foil in 1 cycle. The vi-
sualisations in figure 2 are at the same phase locations in order
to compare to the SPIV measurements. The preliminary mea-
surements are made in a plane bisecting the midspan of the foil
where the flow exhibits greatest complexity.

From the integrated streamline patterns of figure we observe
many critical points including nodes, saddle points and foci in
the in-plane field. Here the convection velocity has been re-
moved from the flow field. The orientation and location of the

airfoil in the flapping trajectory has been indicated by the inclu-
sion of the airfoil in the right of each image. As in the case of the
flow visualisation images, flow is from right to left. These re-
sults compare favourable with previous 2D PIV measurements
[4]. The location and orientation of the airfoil in the flow field
gives a sense of the disturbance introduced by the forcing mo-
tion of the foil. Figure shows iso-contours of the out of plane
vorticity. Regions of intense vorticity. Vorticity of opposite sign
is shed into the flow in 1 cycle. The vortex formations produces
a reverse Karman vortex street of counter-rotating vortex pairs.
From this measurement in the symmetry plane the results sup-
port the argument of phase locked vorticity control from von
Ellenriederet al[7]. The flow is characterized by a sequence of
coherent structures of positive and negative vorticity which shed
and evolve in relation to the phase of the foil. Vorticity of op-
posite rotation is shed at the extreme heave and pitch positions
of the airfoil.

SUMMARY

The flow measured at the midspan of the foil is inherently com-
plex and three dimensional. The flow sequence from the PIV
measurements differ from the flow visualizations images. These
differences are ascribed firstly, to the general limitation of flow
visualizations, as passive scalar measurements. Secondly, with
the current single-plane information further elaboration of the
mechanisms responsible for momentum transport or vorticity
evolution is speculative at best. Consequently, 3C 3D measure-
ments are planned for the future.
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(a) (b)

(c) (d)

Figure 1: (a) Dye flow visualization of the flow behind a 2D flapping airfoil, (b) Proposed 3D structure of the vortex skeleton behind
a 3D flapping wing. For the condition shown,St= 0.35,θ0 = 10◦ andψ = 90◦, (c) Schematic of the data acquisition and PIV control
system- a) heave and pitch motor trigger signal, b) RTLinux control PC, c) breakout box, d) camera control PC, e) CCD camera, f)
Nd:Yag laser, (d) Motion profile of the flapping foil highlighting the location of the phase averaged measurements.

(a) (b)

(c) (d)

Figure 2: Dye flow visualisation of the flow behind a 3D flapping foil atSt= 0.35.instantaneous images at: (a) phase 1, (b) phase 3, (c)
phase 5, (d) phase 7.



(a) (b)

(c) (d)

Figure 3: Integrated streamline pattern for theu,v in-plane velocity components measured behind a 3D flapping foil at (a) phase 1, (b)
phase 3, (c) phase 5, (d) phase 7. In both cases the velocity components are non-dimensionalised by the freestream velocity,u∞.

(a) (b)

(c) (d)

Figure 4: Contour plot of the out-of-plane vorticityωz/ωθ behind a 3D flapping foil at (a) phase 1, (b) phase 3, (c) phase 5, (d) phase
7; where vorticity is non-dimensionalised by the angular velocity of the pitching oscillation of the flapping foil.
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Figure 1: Schematic diagram of the experimental arrangements and the rig. 
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Abstract 
Experimental investigations were performed in a top-venting 
explosion chamber to assess the effects of multiple obstacles on 
local flame propagation. The chamber dimension is 235 mm in 
height with a 1000 × 950 mm2 rectangular cross section and a 
large vent area of 1000 × 320 mm2. Multiple cylinder obstacles 
with blockage ratio of 30 % were used. Temporally resolved 
flame front images were recorded by a high speed video camera 
to investigate the interaction between the propagating flame and 
the obstacles. The propagation velocity of local flame fronts 
around the obstacles was estimated.  
 
Introduction  
Gas explosions have a considerable implication on the safety in 
terms of potential loss of life, asset and business interruption 
risks. In particular, explosions occurring in confined and 
partially-confined regions of are of special concern due to the 
potential for domino effects and more serious consequences [1]. 
The interaction between the flame and the local blockage caused 
by the presence of equipments such as pip-work and vessels 
causes local flame acceleration of the propagating flame front [2]. 
The influences of such local blockage on explosion process were 
performed through laboratory-scale studies by many investigators 
[3,4,5,6].  
The studies based on large length to diameter (L/D) ratio 
revealed that there is a strong interaction between the turbulence 
level formed behind the obstacle and the resulting peak pressure, 
and the turbulent flame and turbulence interaction trapped behind 
the obstruction greatly enhance the speed of flame propagation 
and hence increase the rate of pressure rise. However, the more 
detailed data of the flame displacement velocities due to the 
propagating flame front and obstacles have not been reported.  

The present work aims at providing the experimental data of the 
local flame propagation velocities around the obstacle and 
investigating the underlying mechanisms of local flame/obstacles 
interactions in a partially confined enclosure with small L/D 
ratios and a large vent area. 
 
Experimental Set-Up 
Figure 1 shows a schematic diagram of the experimental set-up 
consisting of an explosion chamber, 235 mm in height, 1000 × 
950 mm2 in cross section and with a large top-venting area of 
1000 × 320 mm2. This gives a total volume of 223 liters of 
explosive mixture and a Av/V2/3 ratio of 0.8695. The rig was 
made of 20 mm thick transparent chemiglass restrained by bolted 
flanges and strong adhesives. Flammable gas (99.95 % CH4 by 
vol.) entered the box through the valve placed in the bottom of 
the side wall of the chamber. The fuel volume flow rates were 
monitored using a calibrated gas flow control system (TEI, 
Model GFC 521). 
Before gas filling, the large rectangular vent of area 1000 × 320 
mm2 was covered with thin plastic film (household plastic wrap). 
The film was sealed on a layer of blue tar lined around the vent. 
Air within the chamber during the filling sequence was 
continuously withdrawn via the open sample ports positioned at 
three different locations. The fuel/air mixture was circulated 
through the explosion chamber using a recirculation pump for 
several minutes to ensure a completely homogeneous mixture 
and then allowed to settle for several minutes before ignition. The 
fuel concentration was monitored by an infrared gas analyzer 
(GDA, Model LMSx) with an accuracy of ± 0.3%. The 
calibration of the apparatus was periodically checked by injecting 
calibration gases of known composition into the measurement 
system.  
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Figure 2: (a) Selection of a local area of interest; (b)
Example of image processing applied to the original flame
image in the area of interest.  

The flammable mixture in the chamber was ignited by a 15.5 KV 
electric spark positioned near the centre of the bottom wall, when 
the contact switch was closed. The flame images were 
photographed with a high speed video camera (KODAK Motion 
Recorder Analyzer, SR-ULTRA-C) operating at the rate of 500 
frame/s, providing a temporal resolution of 2 ms. The pressure 
was recorded using a dynamic pressure transducer with a range 
of 0-2.5 bar (KISTLER type 701 A). Signals from the pressure 
transducer were logged on a 16 bit A/D converter sampling at 2 
kHz, and a channel charge amplifier (KISTLER type 5019 B) and 
data acquisition computer were used to record pressure data. 
As shown in figure 1, multiple solid obstructions with blockage 
ratio of 30% were mounted inside the chamber and centred 117.5 
mm from the bottom of the chamber. The estimation of blockage 
ratio is an area percentage defined as the largest cross-sectional 
area blocked by positioning the obstruction in the explosion 
chamber divided by the cross-sectional area of the explosion 
chamber which is 1000 × 950 mm2 [5]. 
The methane concentration in air was (10±0.2) %, a slightly 
richer mixture than a stoichiometric methane/air mixture. Each 
test was repeated at least five times in order to ensure 
reproducibility and the results were averaged and the average 
results were presented. The reproducibility between all tests was 
found to be reasonable: the error was ±5% in time and ±5% in 
pressure.  
 
Image Processing and Flame Front Tracking  
The procedures to study the local flame-front characteristics are 
divided into the following three steps: 
(1) Identification of the region of interest. 
As shown in Fig. 2 (a), the local region of interest selected here 
was around the left obstacle. The sub-region area was 100 × 100 
pixels2 with the centre of the obstacle coincide with that of the 
region of interest.  
(2) Image processing. 
Fig. 2 (b) shows one example of image processing applied in the 
area of interest to the original flame image obtained at 120ms 
after ignition. Image analysis was done by using the Optical 
Multi-channel Analyser (OMA) program for all the images 
obtained form the high speed video camera. A 5 by 5 smoothing 
filter is applied initially before the image is made binary. The red 
colour represents the burnt area and the block one is the unburnt 
area including the circular obstacle. A sequence of images can be 
processed to study the flame propagation behaviour at the 
vicinity of the obstacles and the flame-front boundary is 
determined for each individual image. 
(3) Flame front tracking. 
The flame-front contour coordinates of each image can be 
extracted by using an in-house FORTRAN code. All points along 
the contour are separated by 1 pixel, and one pixel here is 2 mm. 
With the coordinates of the contour, the flame front length and 
local flame front displacement in the normal direction between 
two consecutive images were calculated. Local flame 
propagation velocity was determined along the flame front by 
dividing the distance along the normal line at each point by the 
time between images. 
 
Results and Discussions 
Figure 3 shows a sequence of temporally resolved flame-front 
images in the region of interest. The time shown below each 
image represents the elapsed time after ignition and subsequent 
flame images are at 2 ms intervals.  

The propagating flame front moves laterally toward the left 
obstacle and reaches the right side of the obstacle at about 96 ms 
after ignition. After impinging on the obstacle, the segment of 
flame front above the obstacle was found to propagate slower 
than the lower segment of the flame front.  
With increasing time after impingement, the flame starts to roll 
up around the obstacle, and the flame decelerates. This is seen in 
figure 4 (a) where the temporal increase of the burnt area, A, 
slows down slightly with time. After flame deceleration, the 
flame burns into the wake and the propagation flame front 
reconnects, the flame accelerates again. The flame surface area is 
greatly increased at this stage and hence the burning rate. Flame 
reconnection in the wake of the obstacle occurred at about 134 
ms after ignition.   
Figure 4 (b) shows a comparison of the average of the local flame 
propagation velocity, Sav, derived via two different methods 
from 80 ms to 140 ms after ignition. The first one is from the 
incremental burnt area, delta A, divided by the flame front length, 
L; the second is from the average of the local propagation 
velocity determined at each point along the flame front. In the 
first method, the flame front length touched with the obstacle is 
not included at the calculation of the flame front length. The 
results from both methods show good consistency, as expected. 
The local flame propagation velocity remains fairly constant at 
approximately 2 m/s before the flame impinges onto the obstacle. 
The much higher value of the flame propagation velocity than the 
laminar burning velocity is due to the expansion effect as actually 
it is the burnt gas velocity that is measured here.  
Much higher burning velocity is found at the early stage of flame 
impingement onto the obstacle. Despite some fluctuations, the 
general trend of the local propagation velocity is decreasing when 
the flame passes over the obstacle from 96 ms to 126 ms after the 
ignition. Only when the flame has passed over the obstacle does 
the local burning velocity rise again most likely due to turbulent 
generated at the wake of the obstacle. 
 
Conclusions 
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Figure 3: A temporal sequence of flame-front images in the region of interest showing flame propagation around the left obstacle during 
the course of the explosion. 
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Figure 4: (a) The flame area of local burnt area with time and (b) The incremental burnt area (delta A) divided by the flame front length
(L) and the average of the local flame propagation velocity (Sav) versus time after ignition for the local area 
 

High-speed images have been acquired for a propagating 
premixed flame interacting with multiple obstacles in an 
explosion chamber. The images were processed to obtain the 
temporally resolved flame-front contours in the region of interest 
around the obstacle. An in-house FORTRAN code is further 
developed to determine the local flame propagation velocity. 
The results show that overall the flame propagation slows down 
slightly after impinging onto the obstacle and accelerates again 
after flame front reconnection. The average of the local flame 
propagation velocity increases drastically when the flame 
impinges onto the obstacle. It follows then a decreasing trend and 
rises again after flame reconnection behind the obstacle wake. 
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Abstract

Stereoscopic PIV measurements are conducted on a 2D station-
ary circular cylinder at Reynolds number 15000, based on cylin-
der diameter. The experiments form part of the validation of an
in-house developed stereoscopic PIV reconstruction procedure.
The purpose of this paper is to discuss the difficulties associ-
ated with stereo PIV measurements in liquid flows in the context
of high Reynolds flow measurements past a cylinder. A liquid
filled prism can be used to correct for the radial distortions of
SPIV for liquid flows. This method significantly improves the
stereo-image focusing ability. The stereo method utilised here
is able to provide high quality data of the flow past the cylinder.

Introduction

Standard 2D PIV allows one to measure two components of ve-
locity with a single camera oriented orthogonally to the plane of
measurement.In reality most flows are 3D in nature. Due to the
physical nature of any experiment, even 2D flows experience
some out-of-plane components. In these cases more informa-
tion about the velocities in all 3 principal directions,u, v andw
would be useful. The principles of stereoscopic imaging is well
established and documented and is omitted here [1, 3].

The 3D PIV technique can be divided into measurement of the
velocity fields in a three-dimensional domain (3D 3C) and mea-
surement of the three velocity components in a two-dimensional
domain (3C 2D). This paper will focus on the latter. There are
two basic SPIV configurations. The translation method [2, 5],
which is omitted here and the angular offset method. The Angu-
lar offset configuration shown in figure 1 uses two cameras with
lens axis perpendicular to the imaging sensor. The problem is
that the best plane of focus is parallel to the image plane, not in
the plane of the laser sheet. In order to have the entire field in
focus a sufficiently large depth of field is required. This can be
achieved by decreasing the lens aperture, but this decreases the
image intensity as defined in the depth of field equation 1,

δz= 4(1+M−1)2 f #2λ, (1)

whereM is the camera magnification,f # is the f-number, and
λ is the wavelength of the illuminating laser. As a result an in-
crease in laser intensity is required to adequately illuminate par-
ticles in the object plane. When the camera angle is increased
the required depth of field increases as well. An optimal range
of camera angle between 30◦ and 45◦ is found to minimise the
error in the measured velocity components,eT , defined in equa-
tion 2.

eT = (ex
2 +ey

2 +ez
2)1/2, (2)

where each term in the expression represents the mean square
difference between the measured and actual velocity for a par-

ticular component of velocity. In order to obtain particles in
good focus over the entire image plane, the Scheimpflug con-
dition must be satisfied [2, 5]. The Scheimpflug condition is
satisfied when the object plane, image plane and lens princi-
ple plane intersect at a common point. This can be achieved
by mounting the camera at an angle and rotating the lens with
respect to the images sensor until all particles are in good fo-
cus. The combination of the Schiempflug condition, sufficient
laser intensity and adequate depth of field provides good quality
stereo data with an out-of-plane velocity component resolved to
a high degree of accuracy [2].

The aim of this study is to increase the accuracy of the mea-
sured out-of-plane velocity component by optimising the SPIV
methodology applicable to liquid flows. This is as much de-
pendent on the ability to acquire good quality PIV images from
each stereo camera as the ability to account for the physical lim-
itations of the experimental setup through optical or mathemat-
ical methods. In liquid flows, specifically with large contained
test sections the air-glass-liquid interfaces is a major source of
radial distortions that affects negatively the ability for the cor-
relation the PIV images from the stereo cameras. Utilising a
liquid filled prism corrects this distortion [5].

When viewing in liquid flows the variable index of refractions
further introduces radial distortions which transform circular
particles into ellipses which are smeared. This results in dis-
torted correlation peaks and erroneous measurement of the par-
ticle displacement from the image correlations. Furthermore,
the magnification varies over the entire field. This variation
can be accounted for in the mathematical mapping of the im-
ages from distorted to undistorted space, discussed in section ,
but the radial distortion remains. The radial distortion creates
blurred images that affect the quality of the PIV images from
each camera. Poor image quality at this level is further deterio-
rated during the reconstruction procedure resulting in very high
out-of-plane velocity error [5].

The purpose of this paper is to report on validation of a stereo-
scopic technique applied at the Laboratory for Turbulence re-
search in Aerospace & Combustion. The paper will focus on
the experimental technique as well as report on the results from
calibration and validation experiments. These experiments are
used to optimise the experimental methodology by ’fine-tuning’
the optical and mathematical algorithms used. Furthermore, as
a test case, some flow measurements behind a 2D cylinder at
high Reynolds number are presented.

Experimental Technique

Apparatus & method

The experiments are conducted in a water tunnel at the Lab-
oratory for Turbulence Research for Aerospace & Combus-



tion. The perspex working section measures 500mmx 500mmx
1000mm. The turbulence intensity in the core region of the test
section is less than 0.35% at the freestream velocity of 92mm/s.
Figure 2 illustrates the experimental layout. For the test case,
a 2D cylinder of diameter,d = 25mm is suspended vertically
above the test section as shown in figure 2. The cylinder is
mounted to an oscillating rig that can be towed along the top of
the test section on a railing system. The cylinder has a bow of
0.5mmover 500mmspan due to machining.

CCD cameras are mounted vertically onto a 3-axis translation
stage, below the test section. An angular- displacement stereo-
configuration is utilized. The cameras are fitted with 55mmMi-
cro Nikkor Nikon lenses. For SPIV acquisitions, the lens aper-
ture is operated atf #11. The Scheimpflug angle is 3◦. The
cameras view a common region in the test section through two
separate liquid filled prisms. 11µm Potter’s hollow glass fibre
beads are used to seed the water tunnel. The particles are il-
luminated by laser light from a dual-cavity New Wave Nd:Yag
laser, delivering 32mJ at a wavelength of 532nm. Using appro-
priate collimating optics and mirrors, a 3mm thick horizontal
light sheet is created in the midspan region of the cylinder as
shown in figure 2).

Stereo Acquisition

The ability to accurately determine the particle displacements is
dependent on how accurately one is able to map from distorted
image space to undistorted object space. This is dependant on
the calibration process. An in-situ calibration technique, similar
to Solof et al[6] it utilised here as it does not rely on accurate
knowledge of the geometry of the stereo-camera setup and is
able to account for all distortions encountered during the actual
experiment. Each camera acquires calibration images in mul-
tiple planes over a distance corresponding to the thickness of
the laser sheet. Using a template-matching digital image cor-
relation scheme, the exact locations of calibration markers in
distorted image space are found.

The calibration data is used to calculate the mapping function,
f , using a least squares approach. A vector-valued polynomial
with cubic dependence on the in-plane components,x andy and
quadratic dependence on the out-of plane component,z is used.
This function is expected to adequately track any distortions one
expects to encounter in PIV images and is discussed in greater
detail in Solofet al[6].

Double exposed images are acquired in a single planes along the
span of the cylinder (z-direction). Based on the variance in the
measured velocity 1000 instantaneous images are acquired. The
bias error in the measurements is 1% at 99% confidence level.
The acquired image pairs are analyzed using a adaptive multi-
grid cross-correlation algorithm from Soria [7]. From the stereo
images, the three components of velocityu,v andw and the out
of plane vorticity,(ωz) is derived from the velocity gradients us-
ing a local Chi-Sq fit of 13 data points. From the instantaneous
velocity fields, the mean velocity field is derived. The stereo
reconstruction algorithm, StereoMagikc©, interpolates the dis-
placement information from the two separate PIV images onto
a user defined regular grid by applying the mapping function. A
reverse mapping combines the two component image displace-
ments to three components of fluid displacements. The experi-
mental setup is discussed in detail in [4].

Solid Body translations

In order to validate the SPIV technique a method similar to
Bjorkquist [2] is adopted in which a known displacement is
measured using SPIV. A PIV test surface is translated by a fixed
distance. The displacement is measured using the SPIV tech-

nique and the variation between the actual and measured values
is calculated. 80 grit sandpaper is used as a test surface.

Discussion of Results

The results from translating the sandpaper 1mmin all principle
directions is shown in table 1. The values shown represent the
RMS of the difference between the measured and actual value.
It can be seen that the worst case is when the test block is trans-
lated in thez direction. In this case the RMS error in the trans-
lated direction is up to 4 times as high as the measuredy dis-
placement.

RMS σ∆x σ∆y σ∆z

1mm X 0.056 0.005 0.101
1mm Y 0.01 0.064 0.088
1mm Z 0.053 0.023 0.193

Table 1: RMS [px] error from solid body translations of 1mm.

Table 2 indicates the RMS error in locating the calibration
markers accurately from the distorted calibration images. These
values translate directly into the mapping of particles from dis-
torted to undistorted space. This quality is dependant on the
method employed to identify local points in the field of view,
The adopted template correlation scheme is the latest in several
improvements.

∆X1 ∆Y1 ∆X2 ∆Y2

0.102 0.080 0.209 0.106

Table 2: RMS [px] mapping error.

Table 3 indicates the RMS residual error from the final calcula-
tion of the fluid displacements. This quantity indicates how ac-
curately the SPIV reconstruction algorithm is able to determine
the displacements by recalculating the location of the particles
in image space once the displacements are determined. The su-
perscripts 1 and 2 indicate the X or Y location of a particle as
seen in camera 1 and camera 2 respectively.

∆X1 ∆Y1 ∆X2 ∆Y2

0.0008 0.0064 0.0006 0.0063

Table 3: RMS [px] residual error.

The largest residual error originates from the y-component
of each camera yet the mapping error is greater for the x-
component. In general, the values are small compared to 32px,
the interrogation window size selected for the PIV analysis. If
the perspective distortions are actually linear then the use of
higher order polynomials as is the case here, would introduce
error into the solutions for the fluid displacements. The largest
RMS error obtained is 10 times larger than those obtained by
Bjorkquist. [2]

Summary

The radial distortions associated with SPIV measurements in
large volume liquid flows can be alleviated by using liquid-filled
prisms. While the values obtained for both the mapping and
residual errors are larger than those SPIV errors obtained by
others, the errors are low. Furthermore, the validation exper-
iments show that the technique and setup has been ’tuned’ to
measure and resolve the three components of velocity in a 2D
plane to within 0.2px for the worst case. In the case of the mea-
sured test flow case at RE 15000, the mean profiles are similar



Figure 1: Stereo-camera angular offset configuration.

to other measured profiles for this flow regime. The RMS er-
ror is greatest in the core region of the wake but at overall low
levels indicative of the quality of the measurement and method-
ology. Further refinement and adaptation of the SPIV technique
is ongoing.

Acknowledgments

The authors would like to acknowledge the support of Dr.
Phillipa O’Neil and Dr. Simon Clarke in the formulation of
the stereo reconstruction algorithm. Also Mr. Ivor Mackay, Mr.
Eric Wirth and Mr.Adam Castle for the fabrication of the exper-
imental rig.

References

[1] Greated C. A. Arroyo M. P. Stereoscopic particle image
velocimetry.Meas. Sci. Technol., 2:1181–1186, 1991.

[2] Bjorkquist D. Design and calibration of a stereoscopic piv
system. In9th International Symposium on Applied Laser
Techniques to Fluid Mechanics, Lisbon, Portugal, July 13-
16 2001.

[3] Kompenhans J. Kahler C. J. Fundamentals of multi-
ple plane stereo particle image velocimetry.Exp. Fluids,
30:70–77, 2000.

[4] Soria J. Parker K., von Ellenrieder K. D. The flow of a
three-dimensional thrust producing wing. In Krogstad P.
A. and Andersson H. I., editors,Advances in Turbulence X.
Proceedings of the 10th European Turbulence Conference,
volume 49 ofFluid Mechanics and its Applications, pages
11–14, Trondheim, Norway, June/July 2004. CIMNE.

[5] Jensen K. Prasad A, K. Scheimpflug stereocamera for
particle image velocimetry in liquid flows.Appl. Optics,
34(30):7092–7099, 1995.

[6] Liu Z. C. Soloff S. M., Adrian R. J. Distortion compensa-
tion for generalized stereoscopic particle image velocime-
try. Meas. Sci. Technol., 8:1441–1454, 1997.

[7] J. Soria. Multigrid approach to cross-correlation digital PIV
and HPIV analysis. InProceedings of 13th Australasian
Fluid Mechanics Conference. Monash University, 1998.

Figure 2: Schematic of the experimental apparatus: a) test sec-
tion, b) laser sheet, c) stereo-CCD camera arrangement, d) im-
aged region of interest.

Figure 3: Mean velocity profile ofu-component velocity behind
a 25mmcylinder measured 6d from cylinder centre. Velocity is
non-dimensionalised by the freestream velocity,u∞.

Figure 4: Mean velocity profile ofv-component velocity behind
a 25mmcylinder measured 6d from cylinder centre. Velocity is
non-dimensionalised by the freestream velocity,u∞.



Figure 5: Mean velocity profile ofw-component velocity be-
hind a 25mmcylinder measured 6d from cylinder centre. Ve-
locity is non-dimensionalised by the freestream velocity,u∞.

Figure 6: Iso-contour of the mean square error inu-component
velocity, non-dimensionalised by the square of the freestream
velocity,u2

∞. Arrow indicates flow from right to left

Figure 7: Iso-contour of the mean square error inv-component
velocity, non-dimensionalised by the square of the freestream
velocity,u2

∞. Arrow indicates flow from right to left

Figure 8: Mean out-of-plane vorticity profile behind a station-
ary cylinder of diameter 25mmmeasured 6d from cylinder cen-
tre. Vorticity is non-dimensionalised by the convective time
scale,u∞/d.

Figure 9: Iso-contour of the mean square error inw-component
velocity, non-dimensionalised by the square of the freestream
velocity,u2

∞. Arrow indicates flow from right to left

Figure 10: Iso-contour of the mean square error in out-of-plane
vorticity components,ωz, non-dimensionalised by the square of
the convective timescale, (u∞/d)2. Arrow indicates flow from
right to left
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Abstract

A laboratory burner has been developed to study the combustion
characteristics of dilute sprays dispersed in a turbulent round jet
flow of air. The burner design is intended to extend previous
work with piloted jet diffusion flames into turbulent combustion
of spray jets. In this paper, the characteristics of a methanol spray
flame are compared with those of an acetone spray flame and a
non-reacting acetone spray jet. The Phase Doppler Anemometry
technique is applied to measure droplet size, two-component
velocity, number density and the axial volume flux. The results
show that, when the droplet carrier is air, spray flames are
premixed in nature with most of the droplets consumed in the
vicinity of local flame fronts and have quite different droplet
velocity profiles from those of the non-reacting spray jet.

Introduction
Spray combustion has a wide range of applications in power
generation, including internal combustion engines and airborne
propulsion. Its physical and chemical processes are made more
complex by the largely unknown interactions between droplets,
the turbulence, and chemical reactions involved. The capabilities
of numerical predictions are often limited by the empiricism in
the sub-models used for droplet evaporation, combustion and
turbulence, and also by the lack of suitable experimental data for
detailed comparison. A laboratory burner based on the spray jet
configuration has been recently developed [1] to avoid some of
the modelling difficulties often encountered in the near field,
such as high initial velocity, flow recirculation, steep axial
gradients, and non-uniform drop distribution. The well-defined
boundary and initial conditions provided by this burner are
particularly suitable for model validation purpose. Experimental
data of this kind are very much needed by the spray combustion
community [2].

The burner design extends the previous work with piloted jet
diffusion flames [3] into turbulent combustion of spray jets. A
nebulizer is placed upstream to generate droplets of different
sizes, the distribution of which becomes fairly uniform at the
burner exit. The slender shear flow field developed downstream
is fluid mechanically well understood. Such flow fields are easily
predicted with existing commercial CFD codes, so that the focus
can be placed on evaporation and other aspects of droplet
dynamics in turbulent spray flames. Similar burner design has
also been used to investigate effects of the droplet-size
distribution [4], burning modes of droplet clusters [5], and
droplet/turbulence interactions [6,7].

Salient features of droplet dispersion and evaporation in non-
reacting [1] and reacting [8] acetone spray jets generated by this
burner have been reported recently. The aim of this work is to
extend the current database to a different fuel and to investigate
its effects on turbulent spray combustion. Methanol is chosen
here because of the small difference in liquid density by less than

1%. It has also the same index of refraction at 1.36 as acetone,
but a lower vapour pressure and a larger binary diffusion
coefficient in air. This results in a longer evaporation time for
methanol than acetone droplets of the same diameter for a single
droplet in an infinite oxidizing environment.

The Phase Doppler anemometry (PDA) technique is applied to
measure droplet size, two-component velocity, number density
and the axial volume flux. The mean and rms velocities
conditional on different size classes are compared for methanol
and acetone spray flames. The differences in droplet dispersion
between non-reacting and reacting sprays are also explored. Both
the Sauter Mean Diameter (SMD) and the integrated liquid flux
are then compared to reveal the controlling factors on the bulk
fuel consumption rate.

Experimental Conditions
The schematic diagrams of the spray jet nozzle and burner are
shown in Fig. 1. A co-flowing air stream at a mean velocity of 3
m/s and less than 2 per cent turbulence intensity is applied to
shroud the spray jet and spray flame and to provide a well-
defined boundary condition. The inner diameter of the main fuel
tube, D, is the same at 9.8 mm. The main fuel tube is 75 mm long
for the spray jet nozzle and is 50 mm long for the spray burner.
Pressurized liquid fuel is fed into the nebulizer and its flow rate is
measured by rotameters to be within 3% accuracy.

Figure 1:  Spray jet nozzle (left) and burner (right) design.



On the thin burner lip, an annular premixed pilot flame anchors
the spray flames. The pilot flame is a stoichiometric H2/C2H2/air
mixture such that the C/H ratio equals that of the main fuel, and
its contribution to total heat release is 3.2 and 2.9 percent for
flames MHF and AHF, respectively.

The global conditions for the methanol spray flame MHF, the
acetone spray flame AHF, and the non-reacting spray jet LFS are
listed in Table 1. The carrier air flow rate is maintained the same
for both MHF and AHF flames to keep the jet Reynolds number
the same.

MHF AHF LFS

liquid fuel injected methanol acetone acetone

liquid fuel injection rate
(g/min)

26.3 21.1 7.0

carrier air flow rate
(g/min)

170.4 170.4 135

overall fuel/air
equivalence ratio

0.99 1.17 0.49

integrated vapour flux
at nozzle exit (g/min)

- 11.4 5.9

gas-phase equivalence
ratio at nozzle exit

- 0.63 0.41

D32 at nozzle exit
(µm)

19.2 18.0 13.7

mean flame height
(x/D)

15 ~ 20 15 ~ 20

Table 1:  Global operation conditions.

PDA measurements have been carried out that scan along the
radial direction at several axial stations downstream until less
than 5% of the injected fuel remains as liquid. Droplet diameters
as well as the axial, x-, and radial, r-, components of droplet
velocities are recorded with a PDA instrument (Aerometrics,
RSA 3100) arranged in 45° forward scattering mode, with 3
micron fringe spacing. More details about the settings for the
PDA system can be found in Ref. [8].

Results and Discussion
The thermal structure of methanol and acetone spray flames is
first compared in Fig. 2. Mean flame temperature measured with
a R-type thermocouple is shown at two axial stations. The bead
diameter is approximately 0.2 mm. At the near burner exit
location of x/D = 5, the methanol spray flame remains at ambient
temperature close to the jet centreline; whereas the acetone flame
is already at a higher temperature of approximately 300 ºC. The
much lower temperature near the centreline for the methanol
flame is attributed to both its longer droplet evaporation time and
relatively higher liquid fuel injection rate. Substantial droplet
evaporation is expected to occur at this axial station and reduces
the gas phase temperature. Further downstream at x/D = 15 in the
flame zone, the radial temperature profile becomes very similar
for the methanol and acetone flames.

The centreline axial mean, UCL , and rms, ′uCL , velocities
conditional on a particular size class are compared in Fig. 3
between the spray flame MHF and AHF. At axial locations of
x/D < 15, both spray flames have almost the same droplet
velocity for the same droplet size class. This indicates that

response of droplet dispersion to turbulent convection is almost
the same in both spray flames. Because the liquid density is the
same for methanol and acetone, the droplet relaxation time is
expected to be also the same for droplets of the same diameter.
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Figure 2:  Comparison of the radial profiles of flame temperature
at two axial stations for flames AHF and MHF.
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However, the methanol spray flame shows a faster decline of
UCL  as well as the corresponding earlier rise of ′uCL  than the
acetone flame at axial stations of x/D > 15 for both small and
large droplets. This is consistent with a slightly shorter flame
length for flame MHF as is also observed in the faster rise of
temperature along the centreline shown in Fig. 4. Despite a
smaller droplet evaporation time, the longer acetone flame length
is attributed to its slightly rich overall fuel/carrier air equivalence
ratio of the jet, as seen in Table 1. The corresponding laminar
burning velocity can be higher in the MHF than the AHF flame.
This is related to the premixed-dominated nature for both spray
jet flames investigated here.
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Figure 4. Comparison of the centreline flame temperature for
flames AHF and MHF.

The droplet velocity distributions measured in non-reacting spray
jets are quite different to those in the spray flames. Figure 5
compares the centreline axial mean and rms velocities of the
spray jet LFS with the corresponding spray flame AHF. The axial
mean velocity remains almost unchanged along the centreline up
to x/D = 20 for the spray flames. In contrast, the decline of UCL

occurs already at axial locations of x/D > 5 for LFS in Fig. 5,
indicating substantial droplet dispersion effects. The different
trends for both UCL  and  ′uCL  are clearly associated with the much
longer potential core in the spray flame than in the non-reacting
counterpart. A similar extension of the potential core length has
been observed before in turbulent premixed jet flames [9] where
the turbulent flame brush is located at a smaller radius than the
mixing layer, and thus retards the inward transport of turbulence
generated at the mixing layer.

The resemblance to a premixed jet flame of the spray flames
investigated here has been confirmed by OH-LIF imaging [10].
Almost all of the droplets are observed to evaporate within 1-2
mm of the local, instantaneous OH-fronts, irrespective of the fuel
type. As the gas flow does not decay within the lengthened
potential core, no apparent mean slip velocity is developed in the
axial direction. Thus, the values of UCL  for droplets of all the size
classes remain the same as the mean droplet velocity at the jet
centreline for x/D < 20 in spray flames.

The droplet Sauter Mean Diameter (SMD), D32, relative to that at
the burner exit is compared in Fig 6 for flames AHF and MHF.
The general behaviour of D3 2 , and the other mean droplet
diameters as well, is the same for both flames. At a particular
axial location, D32 remains almost constant in the jet core region

and increases gradually towards the flame zone as small droplets
are quickly consumed. Also, D32 increases monotonically along
the axial direction. At the near burner exit axial station of x/D =
5, the relative SMD remains the same for both flames. This
indicates that the difference in the droplet evaporation time and
the liquid injection rate does not change substantially the mean
droplet diameter.
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Further downstream from x/D = 10 to x/D = 20, the mean droplet
diameter is greater in the methanol flame than in the acetone
flame in Fig. 6. This difference in the Sauter mean diameter
suggests that small droplets are consumed faster in the former
than the latter flame. This is counter-intuitive since, by vapour
pressure consideration alone, acetone droplets are expected to
evaporate faster than methanol.  A higher burning velocity of the
methanol flame than acetone flame may be responsible for the
faster depletion of the small drops for the methanol spray jet. At
the axial location of x/D = 25, higher Sauter mean diameter is
found for the methanol spray jet and can be attributed to the
faster evaporation of acetone droplets.

Compared with the acetone flame AHF, the methanol spray
flame MHF has a higher fuel injection rate, but is slightly shorter
in flame height. The flame zones are located at approximately the
same radius at all axial stations judging from the temperature
measurements. All these imply a faster bulk fuel consumption
rate for the flame MHF. This is also supported by the integrated
droplet mass flux plotted along the flight time, t, in Fig. 7. The
flight time at a given axial location is obtained by integrating the
reciprocal of the centreline mean axial velocity along the axis. A
faster decline of the integrated droplet mass flux with time is
found for spray flame MHF. Dashed lines in Fig. 7 indicate the
erroneous PDA measurements at x/D = 0 and 10, where the liquid
flux shows an unphysical increasing trend with increasing axial
distance.
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Figure 7:  Comparison of the integrated liquid flux for flames
AHF and MHF. Data points at x/D = 0 and 10 are plotted in open

symbols to indicate that they may be susceptible to PDA
measurement error.

Conclusions
The Phase Doppler Anemometry technique is applied to measure
the droplet size, two-component velocity, and the axial volume
flux in a methanol spray flame. Comparison is also made with an
acetone flame and a non-reacting acetone spray jet. Despite the
longer droplet evaporation time and higher liquid fuel injection
rate for methanol than acetone flame, the methanol spray flame
shows a faster bulk fuel consumption rate. This indicates that the
premixed flame nature dominates the droplet evaporation
process, which occurs mostly in the vicinity of the local flame
front.

The premixed flame nature also affects strongly the droplet
velocity profiles in the spray flames in comparison with those
measured in the non-reacting spray jets. The axial mean velocity
remains almost the same along the axial axis until reaching the

flame tip near x/D = 20. Droplet dispersion and its interactions
with the mixing layer are substantially suppressed in the spray
flames than in non-reacting jet flows.
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Abstract 
This paper presents a study of laminar flow in serpentine 
channels with periodically repeating elements, with application to 
heat transfer passages within complex compact heat exchangers. 
A methodology has been developed to determine the fully-
developed flow and heat transfer behaviour in such channels with 
a constant wall heat flux using Computational Fluid Dynamics 
(CFD). Utilising this approach, flow characteristics are 
investigated for a fixed geometry, with L/d = 4.5 and Rc/d = 1, 
for a range of Reynolds numbers up to 200. Pressure loss and 
heat transfer within a repeating module is compared with that 
expected from fully-developed flow in a straight pipe of 
equivalent path length. Dean vortices are generated in the flow 
and their rotation sense and intensity are dependent on the bend 
direction and Reynolds number.  They are shown to suppress 
recirculation around bends and to be responsible for the high heat 
transfer rate with a relatively low pressure drop. The effect of the 
length to diameter ratio (L/d) on pressure loss and heat transfer 
performance is also reported for a Reynolds number of 110, with 
Rc/d = 1.  
 
Introduction 
This paper describes a method to study fully-developed flow in 
geometries that are periodic in the flow direction. The geometry 
under examination is a serpentine duct of circular cross-section 
with a constant heat flux applied at the walls. A serpentine 
channel geometry, as shown in Figure 1, has been studied as it is 
representative of the channel geometries used in complex 
compact heat exchangers. The work presented in this paper 
focuses on flow characteristics, with some comments also on heat 
transfer. 
 
The definition of serpentine channels follows the work of Liu et 
al. [8]. The channel consists of a number of repeating modules 
that are periodic in nature. We analyse the fully-developed flow 
in this system, as this is analogous to a heat exchanger passage, 
consisting of many modules in series.  

 
Figure 1: Repeating module of the serpentine geometry. Non-dimensional 
geometrical parameters of interest are L/d and Rc/d. 
 
Relevant Literature 
A method to study fully-developed flow and heat transfer in 
channels with periodically varying shape was first developed by 
Patankar et al. [11] for the analysis of an offset-plate fin heat 

exchanger. Their method takes advantage of the repeating nature 
of the flow field to minimise the extent of the computational 
domain. The method of Patankar et al. [11] assumes that for a 
periodic geometry, the flow is periodic with a prescribed linear 
pressure gradient being applied to drive the flow. The outlet 
velocity field and its gradient are wrapped to the inlet to produce 
periodic boundary conditions. Flow velocities within the 
geometry are then calculated using momentum and mass 
conservation equations, assuming constant fluid properties.  
 
Webb and Ramadhyani [16] and Park et al. [10] analysed fully-
developed flow and heat transfer in periodic geometries 
following the method of Patankar et al. [11].  Webb and 
Ramadhyani [16] studied parallel plate channels with transverse 
ribs; they presented a comparison with the performance of a 
straight channel, and reported an increase in both the heat transfer 
rate and pressure drop as the Reynolds number is increased. Park 
et al. [10] incorporated optimisation of the heat transfer rate and 
pressure drop into their study of the flow and thermal fields of 
plate heat exchangers with staggered pin arrays.  
 
A significant amount of research has focussed both on channels 
with internal obstructions and tortuous channels. The rationale 
behind this work has been to determine the configurations that 
lead to the most vigorous mixing and highest rates of heat 
transfer.  Examples of research into such wavy channels are 
provided by Popiel and van der Merwe [12] and Popiel and 
Wojtkowiak [13] who studied experimental pressure drops for 
geometries with an undulating sinusoidal shape or U-bend 
configuration. In these papers, the effects of Reynolds number, 
curvature, wavelength and amplitude on the friction factor were 
investigated in laminar and low-Reynolds-number turbulent flow.  
An interesting observation made by these authors is that when the 
friction factor is plotted against the Reynolds number, there is 
either no definite transition from laminar to turbulent flow, or a 
delayed transition relative to that of a straight pipe. This is also 
reflected in the work of Johnston and Haynes [6], whose results 
demonstrate a smooth transition from laminar to turbulent flow in 
plots of both friction factor and Colburn j-factor versus Reynolds 
number. It is hypothesised by Popiel and van der Merwe [12] that 
a smooth transition to turbulence occurs due to the secondary 
flows produced within the complex geometry.  Dean [3] 
originally observed that the mixing effects of these secondary 
flows are steadily replaced by the development of turbulent 
secondary flow.  This effect of secondary flows is also discussed 
in the work of Chen et al. [2].  
 
Shah and London [14] investigated laminar flow forced 
convection in ducts of various cross-sectional shapes. Many other 
researchers have investigated channels or ducts with undulating 
or corrugated surfaces, including the work of Fabbri [4], Greiner 
et al. [5] and Tauscher and Mayinger [15]. 
 
Modelling Methodology 
The work of Patankar et al. [11] stands out as the formative 
reference for the calculation of fully-developed velocity and 
temperature fields in two-dimensional streamwise-periodic 
geometries.  Here we describe a method to calculate fully-
developed flow and heat transfer in a broader range of geometries 



 

than that considered by [11], such as the serpentine channel, 
where the flow is not aligned with the streamwise coordinate. We 
use ANSYS CFX-5.7, a finite-volume code that solves the 
Navier-Stokes equations using a coupled solver. All calculations 
are performed using a second order bounded differencing scheme 
for the convective terms. The method has been developed for 
steady, laminar, incompressible, single phase flow of a 
Newtonian fluid with constant physical properties.  
 
In order to model the periodic behaviour computationally, one of 
two methods may be adopted.  The first method is similar to that 
of Patankar et al. [11], where the components of velocity and 
their gradients at the outlet of the geometry are re-applied to the 
inlet (‘wrapping’).  This requires the use of periodic boundary 
conditions for the flow variables and temperature, coupled with 
the ability to prescribe the mass flow rate and to wrap a 
normalised temperature profile. This option is not currently 
available in ANSYS CFX-5.7.  
 
A second method to achieve a fully-developed periodic solution 
forms the basis of the methodology presented in this paper. The 
flow variables (u, v, w, T) at the outlet are reapplied to the inlet 
without any corresponding gradient information. For the case of 
constant wall heat flux, outlet temperatures are scaled to yield the 
desired bulk mean temperature at the inlet, and then applied. The 
solution then approaches the fully-developed state iteratively, but 
is never perfectly developed because the gradients are not 
wrapped. To overcome this, a sufficient number of repeating 
units of geometry need to be included in order to ensure that the 
flow is fully-developed in the unit of interest.   
 
For computational efficiency and accuracy, a structured mesh has 
been utilised in the discretisation of the model domain. This 
discretisation is carried out to allow reduction of the system of 
differential equations that govern fluid flow and heat transfer to a 
set of coupled algebraic equations. Grid independence studies 
have been conducted to ensure that the mesh generated for each 
model is refined to the extent that the resulting solution is no 
longer influenced by the size of the grid. The resulting grid-
independent mesh contains 1600 cells in any cross-section 
perpendicular to the axial direction. An indication of the mesh 
resolution is shown in Figure 2.  
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Figure 2: Mesh density (a) on the duct cross-section, (b) along the duct. 
 
Studies were also performed to assess the required entrance 
length to ensure a fully-developed solution in the unit of interest. 
Flow and heat transfer was assessed in two, three and four 
repeating units. The method of Patankar et al [11] was also used 
as a reference to assess the velocity fields for the current 
geometry.  Results from the entrance length study show that as 
the entrance length is extended (i.e. the number of repeating units 
is increased) the difference between the wrapped solution and the 
truly period one decreases. Improved levels of agreement were 
seen with an increase in the number of units up to three, with 
little difference beyond this. Typically, we find that three 
repeating units are sufficient to achieve fully developed flow, 
with all data being taken from the central unit. 

Results and Discussion 
We present results for L/d = 4.5 and Rc/d = 1, with Reynolds 
numbers up to 200. At higher Reynolds numbers the flow 
becomes unsteady. We measure performance of the serpentine 
channel by comparing pressure drop and rate of heat transfer in 
these channels to that achieved by fully-developed flow in a 
straight pipe of equal path length. We define a measure of the 
pressure loss with a normalised friction factor given by: 
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where po,m and pi,m the mean outlet and inlet pressures, 
respectively.  
 
The heat transfer performance is measured by: 

straight

serpentine

Nu
Nu

Nu =*     (2) 

where Nuserpentine and Nustraight are the average Nusselt numbers 
for the serpentine channel and an equivalent length of pipe, 
respectively.  
  
Figure 3 shows the normalised friction factor and heat transfer 
performance for the geometry studied for a range of Reynolds 
numbers. It can be seen that the normalised friction factor 
increases only slightly with increasing Reynolds number. The 
heat transfer performance, however, is increased by a factor of 
three over the range of Reynolds numbers studied. 
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Figure 3: f* and Nu* as a function of Reynolds number for L/d = 4.5, Rc/d 
= 1 and Pr = 6.13. 
 
A detailed examination of the flowfield shows that a number of 
interesting flow phenomena arise in these channels. A transfer of 
momentum towards the outer wall following each bend causes 
rotation of the fluid transverse to the bulk flow. These secondary 
flows, first observed by Dean [3] in helical channels, are known 
as Dean vortices. Every second bend in the serpentine geometry 
alternate in direction, i.e. bends 2 and 3 in Figure 1 are in the 
same sense. The direction of rotation of the Dean vortices also 
alternates after every second bend. Examples of the secondary 
flows, as well as directional change in vortex rotation, are shown 
in Figure 4.  
 



 

                 
Figure 4: Speed contours, with tangential velocity vectors superimposed, 
at various downstream locations for a Reynolds number of 200 for L/d = 
4.5 and Rc/d = 1 at: (a) Inlet, (b) 1d downstream of bend 1, (c) 1d 
downstream of bend 2, (d) 1d downstream of bend 3.  
 
The effect of Reynolds number on the secondary flow patterns at 
the entrance of a repeating unit (2.5d upstream of bend 1) is 
shown in Figure 5. The work of Dean [3] characterised the 
behaviour of secondary flow in helical channels by defining a 
non-dimensional number (the Dean number) given by: 

2
1

Re ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
=

cR
dDn           (3) 

For a fixed ratio of duct size (d) to radius of curvature (Rc), the 
Dean number is directly proportional to the Reynolds number. At 
low Reynolds numbers, shown in Figure 5(a), there is negligible 
secondary flow. The flow tends towards the straight pipe solution 
in this case, as the viscous forces are large in comparison with 
inertial forces, and act to suppress secondary flow formation. As 
the Reynolds number increases, inertial forces become more 
significant, and a pair of vortices develops. The strength of these 
vortices increases with Reynolds number, as is evident by the 
tangential velocities vectors seen in Figures 5 (b) to (d). As the 
Reynolds number increases further, a second pair of vortices 
develops on the inside of the bend (see Figure 6). A similar 
transition has been seen by others, for example, Mees et al. [9]. 
In this case the emergence of the second pair of vortices 
corresponds with the plateau in the heat transfer performance 
observed in Figure 3. Development of the second pair of vortices 
creates regions of slower flow at the walls, decreasing the rate of 
heat transfer. 
 

 
Figure 5: Speed contours, with tangential velocity vectors superimposed, 
at the inlet for L/d = 4.5, Rc/d = 1 and Reynolds numbers of: (a) 5, (b) 50, 
(c) 100, (d) 150, (e) 175, and (f) 200. 
 
 

 
Figure 6: A tangential velocity vector plot at the inlet for a Reynolds 
number of 200 for L/d = 4.5, Rc/d = 1 showing two vortex pairs. 
 
Levy et al. [7] proposed a method for detection and visualisation 
of vortex cores. They identified a correlation between velocity 
and vorticity in that, near vortex cores, the angle between these 
two vectors is small. They defined “normalised helicity” as: 

ωv
ωv.

=nH      (4) 

This quantity has limiting values of +/-1, where the angles 
between the velocity and vorticity vectors are zero, and the sign 
depends on the direction of rotation.  
 
The volume-average of the absolute value of helicity, given by: 
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is shown in Figure 7. The absolute value of helicity excludes 
rotation direction information from these results, and a high value 
corresponds to strong vortical structures. An increase in the 
volume-averaged helicity is seen up to a Reynolds number of 
approximately 125. The ensuing decline can be attributed to the 
development of the second pair of vortices. These vortices are not 
closed, and lead to a reduction in the volume average of the 
absolute value of helicity but do give rise to the improved heat 
transfer performance seen at higher Re in Figure 3.  
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Figure 7: Effect of Reynolds number on the volume integral of the 
absolute value of normalised helicity for L/d = 4.5, Rc/d = 1. 
 
Flow structures exhibiting a single pair of vortices display the 
highest vortex strength immediately after bends 1 and 3 (Figure 
1). This occurs because vortices are allowed to progress through 
bends with the same direction of rotation, thus acting to increase 
the vortex strength. Flow development within straight sections of 
the geometry after each bend causes a decrease in vortex 
strength. For this reason, as the vortex strength increases, the 
distance that vortices progress into the straight sections of the 
pipe also increases, as shown in Figure 8. 

(a) (b) (c) 

(d) (e) (f) 

(c) (d) 

(b) (a) 



 

 
(a)          (b)           (c)            (d) 

Figure 8: Isosurface plots of regions where the absolute value of helicity 
is 0.8 for Reynolds numbers of: (a) 50, (b) 100, (c) 150, and (d) 200.  
 
The development of two pairs of vortices at Reynolds numbers 
above 150 occurs only after bends 2 and 4, which turn in an 
alternating direction from the previous bend. Bends 1 and 3 act to 
re-form the two-cell vortex structure, thus resulting in decreased 
vortex strength. 
 
The influence of the ratio of unit size to diameter (L/d) on f* and 
Nu* is shown in Figure 9 for a Reynolds number of 110. It can be 
seen that up to L/d = 12.5, an increase in L/d leads to an increase 
in heat transfer performance and a reduction in the normalised 
friction factor.  
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Figure 9: f* and Nu* as a function of L/d for a Reynolds number of 110, 
Rc/d = 1 and Pr = 6.13. 
 
Geometries with high values of L/d have longer straight sections, 
in which flow development reduces the strength of the vortices, 
reducing their influence at the following bend. Ultimately, for 
large L/d, the flow in the straight sections becomes fully-
developed, and the normalised friction factor and heat transfer 
performance are independent of the bend direction and upstream 
behaviour. The pressure drop approaches that of fully-developed 
flow in a straight pipe due to the increase in flow development as 
L/d increases. Dean vortices are evident in the flow, but the 
Reynolds number is too low for the development of a four-cell 
vortex structure.  
 
A significant observation of this study is that flow separation 
does not occur. This is true for the studies in which the Reynolds 
number and L/d were varied. We explain this by the presence of 
Dean vortices. Recirculation was expected to occur on the inside 
wall after each bend, particularly at higher Reynolds numbers, 
due to the centrifugal shift of momentum to the outside wall. 
However, the Dean vortices direct flow back toward the inside 
wall, and act to suppress the onset of recirculation. The absence 
of recirculation zones accounts for the small increase in f*. 
Increased heat transfer performance may therefore be obtained 
with a surprisingly low pressure drop penalty.  
 
Conclusions 
A methodology has been developed and validated to study fully-
developed flow behaviour in serpentine channels. Flow 
characteristics within such channels are complex, leading to high 
rates of heat transfer, whilst low pressure loss is maintained. 
Dean vortices act to suppress the onset of recirculation around 
each bend, and are the main contributing factor to these high 

levels of heat transfer performance, and low normalised friction 
factor. For L/d = 4.5, Rc/d = 1 and Pr = 6.13, two pair of vortices 
are observed at Reynolds numbers above 150. This flow structure 
occurs immediately after bends that turn in an opposite direction 
to the one previous. 
 
The influence of L/d on heat transfer and pressure drop has been 
shown for a fixed Reynolds number. Increasing L/d increases the 
rate of heat transfer and decreases the pressure drop relative to 
that of fully-developed flow in a straight pipe.  
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Abstract

A numerical parametric study of droplet deformation within
an axisymmetric micro-fluidic contraction is performed. Both
Newtonian and Non-Newtonian shear-thinning fluids are con-
sidered for the droplet phase. Droplet deformation is found to
be largest when surface tension forces are lowest, and inertial
forces highest. The Non-Newtonian droplets behave quite dif-
ferently to their Newtonian counterparts, primarily because the
high strain rates experienced within the contraction result in low
internal viscosities. This can allow instabilities to develop on
the droplet surface.

Introduction

In the field of two phase micro-fluidics, the simple contraction
is a tool that can be used to stretch, shear, break or otherwise de-
form a droplet. Droplet behaviour within such micro-sized de-
vices differs from that within larger sized systems because sur-
face effects, such as surface tension forces, assume greater im-
portance. Knowledge of droplet behaviour within such contrac-
tions would be beneficial to applications such as micro-reactors,
where the controlled deformation of droplets to enhance mix-
ing, heat or mass transfer rates is desirable.

There have been few experimental studies concerned with im-
miscible fluids passing through micro-fluidic contractions. An
exception to this is the work of [1] who used a micro-fluidic
contraction as a ‘flow focusing’ device to break a stream of
disperse phase fluid into droplets. The deformation of larger,
millimetre sized droplets moving through contractions has been
studied experimentally by several researchers, including [4].
Numerical investigations of droplets moving through contrac-
tions have generally employed the creeping flow approxima-
tion, however, [10] used the full Navier-Stokes equations when
simulating droplet deformation through millimetre sized con-
tractions. Droplet deformation in general extensional and shear
flows has been extensively studied both experimentally and nu-
merically. [3] and [8] give good reviews of this topic.

The purpose of this study is to perform a parametric numerical
study of droplet deformation in an axisymmetric contraction,
focusing in particular on regimes relevant to micro-fluidic de-
vices. Due to the importance of organic and polymer suspen-
sions in micro-fluidic applications, we consider shear thinning
Non-Newtonian fluids for the disperse phase as well as Newto-
nian fluids.

Problem Description

As shown in figure 1, the problem under consideration con-
sists of a droplet entrained in a continuous liquid phase passing
through a 4 : 1 axisymmetric contraction. All lengths are non-
dimensionalised by the radius of the inletR, so that the con-
traction radius is 1/4, the contraction length is 5 and the initial
droplet diameter is 1.

diameter d = 1

initial droplet
centre (0,11)

(1,12)
(0.25,10)

(1,10)r
(1,0) (0.25,5)

z

Figure 1: The geometry used in the computational problem. All
lengths are normalised by the inlet radiusR and cylindrical co-
ordinates(r,z) are used.

Three equations are used to describe motion throughout the dis-
perse (ie, droplet) and continuous phases; a continuity equation,
a volume-averaged incompressible Navier–Stokes momentum
equation, and an advection equation which describes the evolu-
tion of the disperse phase volume fractionφ,

∇ ·u = 0 (1)
Duρu

Dt
=−∇p+

1
We

κδ(x)n+
1

Re
∇ ·µ[∇u+(∇u)T] (2)

Duφ
Dt

= 0 (3)

All three equations are employed in a non-dimensional form.
Velocity is scaled by the average inlet velocity, ¯v, length by the
inlet radiusR, density by the disperse phase densityρ∗d and vis-
cosity by the disperse phase viscosityµ∗d. The asterix in these
equations implies a dimensioned quantity.

The second term on the right of equation (2) is a surface tension
induced stress jump which occurs at the disperse-continuous
phase interface. In this termκ is the signed local curvature of
the interface,δ(x) is the Dirac delta function, non-zero only on
the interface, andn is a unit vector directed normal to the inter-
face and into the disperse phase. As the equations are applied
over both phases, the viscosityµ is a function of the local vol-
ume fraction,φ. The densityρ is not a function ofφ however
as it is assumed to be equal in both phases. Gravitational forces
have been neglected as their effect in liquid-liquid micro-sized
flows is small.

In this study the behaviour of the droplet as it passes through the
contraction is determined by a balance between three types of
forces — inertial, viscous and surface tension. Ratios between
these forces are given by the Reynolds (Re), Weber (We) and
capillary (Ca) numbers, defined by

Re=
ρ∗dv̄R

µ∗d
, We=

ρ∗dv̄2R

σ
and Ca=

We
Re

=
v̄µ∗d
σ

,

respectively. A simple order of magnitude analysis on mo-
mentum equation (2) shows that the strength of surface tension
forces relative to both viscous and inertial forces can be mea-
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(a) Re= 1.30, We =
100, Ca= 76.8, S =
0.00566
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(b) Re= 2.08, We= 1,
Ca= 0.481, S= 0.676
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(c) Re = 3.33, We =
0.01, Ca= 0.003, S=
76.9
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(d) Re= 0.0412, We=
0.1, Ca = 2.42, S =
0.395
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(e) Re= 33.3, We= 1,
Ca= 0.03, S= 0.971

Figure 2: Images of droplet shapes produced by the Newtonian simulations. Each image was produced by reflecting the two dimensional
cylindrical data around thez = 0 centreline. In each figure several droplet shapes are shown at the indicated non-dimensional times.
The streamlines shown in faint grey were produced by tracing massless particles over a stationary velocity field corresponding tot = 2.

sured via another number, termed S. Formally this number is
defined as

S =
1

We+Ca
=

σ
v̄µ∗d + ρ∗dv̄2R

.

As a balance between three forces determines droplet be-
haviour, only two of the above non-dimensional numbers are
required to classify a particular flow regime. In the following
we use Re and S — Re specifies the ratio of inertial to viscous
forces acting in the flow, while S specifies the magnitude of
surface tension present, relative to the other forces combined.

Both Newtonian and Non-Newtonian drops are simulated in this
study. For the Newtonian cases, we let the continuous phase vis-
cosity equal the disperse phase viscosity so thatµ= µd = µc = 1
everywhere. This assumption could be applicable in modelling
a light oil droplet entrained in a continuous water phase.

For the Non-Newtonian cases we employ the Carreau model
to describe a shear-thinning droplet phase. The Carreau model
relates the non-dimensional local disperse phase viscosityµd to
a non-dimensional ‘infinite shear rate’ viscosityµd,∞ via

µd−µd,∞
1−µd,∞

= [1+(λγ̇)2](n−1)/2, (4)

whereλ is a time constant,n is a ‘power-law exponent’ and the
total shear rate is given bẏγ =

√
∇u : [∇u+(∇u)T]. For the

Non-Newtonian cases all viscosities are scaled against the ‘zero
shear rate’ disperse phase viscosityµ∗d,0 instead ofµ∗d. In this
study we have chosenµd,∞ = 0, λ = 1 andn = 0.2. Such values
could represent a droplet consisting of a semidilute polystyrene

particulate suspension, for example.

Simulation Method

The simulations were performed using a finite volume code due
to [7], adapted to model shear-thinning fluids. This code has
been successfully used to model the formation and subsequent
‘pinch-off’ of both Newtonian and Non-Newtonian pendant
drops [2] and the deformation of Newtonian droplets through
millimeter sized contractions [10]. The Volume of Fluid (VOF)
technique is used to track the disperse-continuous phase inter-
face, and surface tension forces are applied using a variation of
the Continuum Surface Force (CSF) model. The VOF function
is advected using the Youngs scheme. The domain is discretised
using a structured, uniform and staggered mesh.

For all of the simulations presented here, a mesh of dimensions
64× 768 was used. It was found that using a finer mesh did
not significantly alter droplet deformation behaviour. The fluid
entering the domain was assumed to have a fully developed
Newtonian profile, however tests showed that droplet behaviour
within the contraction was quite insensitive to the form of this
profile. At the exit the pressure gradient normal to the outlet
port was chosen to ensure global mass conservation. All do-
main walls were non-slip, and non-wetting with respect to the
disperse phase liquid. The simulations were performed in se-
ries on a Beowulf cluster of Linux boxes with each simulation
typically requiring several weeks to complete.

Results: Newtonian Droplets

Figure 2 shows selected droplet shapes at various non-
dimensional times for a variety of Re and S numbers. Figure



2(a) shows the results of a simulation conducted with a mod-
erate Re but low S. The low value of S implies that surface
tension forces are small here and as a result, surface tension
has only a small effect on the deformation of this droplet. A
characteristic feature of this simulation is the forked tail that
the droplet develops within the contraction. This tail develops
because the centreline velocity within the contraction is higher
than that near the walls of the contraction. This causes the in-
terface of the droplet near the centreline to move faster through
the contraction than the interface located at positions of largerr
resulting in the observed ‘fork’. As surface tension effects are
very weak, the droplet does not return to the form of a sphere
before reaching the outlet port.

Figure 2(b) shows a simulation with a similar Re to that shown
in figure 2(a), but now with a moderate value for S. The higher
surface tension forces act to smooth interface regions of high
curvature. As a result, the tail that the previous droplet de-
veloped within the contraction is almost absent, and after the
droplet leaves the contraction, it returns to a more spherical
shape. Figure 2(c) shows a simulation where S has been in-
creased to a high value. Surface tension effects here are so great
that significant shape changes only occur when the droplet is
constrained by the contraction walls. Thus, within the contrac-
tion the droplet forms a long capsule having approximately the
same radius of the contraction, while beyond the contraction, it
quickly reforms back to its initial spherical state.

Two other moderate S number simulations are shown in figure
2. Figure 2(d) shows a simulation conducted with a S number
that lies between that of figure 2(a) and 2(b). As a result the
surface tension forces present in this example are greater than
those in figure 2(a), but less than those in figure 2(b). Conse-
quently the droplet shapes in figure 2(d) are generally smoother
in form than those in figure 2(a), but less spherical than those of
figure 2(b). The low Re of figure 2(d) relative to 2(a) appears
to have little effect on droplet behaviour, implying that inertial
forces in both simulations are almost absent.

Figure 2(e) shows a case with a slightly higher value for S
than in figure 2(b), but with a substantially higher Re. The
larger inertial effects experienced in this case result in a strong
jet of fluid emerging from the contraction, and this jet drives
large recirculation zones that extend beyond the computational
boundaries. As the recirculation zones extend beyond the com-
putational domain, their behaviour may not be well resolved.
However, tests conducted using a variety computational do-
main sizes have shown that the shape of these recirculation
zones does not significantly affect droplet deformation here,
most probably because the droplet does not enter these zones
during the simulation.

The larger inertial effects present in figure 2(e) mean that the
droplet requires a longer time to accelerate at the entrance to the
contraction. Once within the contraction however, the droplet
forms a fine thread of fluid whose leading tip moves at approx-
imately the contraction centreline velocity, significantly faster
than observed in the lower Re cases. As the inertia of this fila-
ment is high, its shape remains substantially intact after leaving
the contraction.

A characteristic feature of this example is the bulging of the
leading tip of the droplet as it moves through the domain. This
bulging is the result of surface tension forces which increase
the pressure inside the high curvature region at the tip of the
thread, in turn pulling this tip back towards the main body of the
droplet. The development of this type of bulging has been stud-
ied numerically by [5] for the case of low inertia fluids, however
a corresponding study for inertial flows is not available.

Results: Non-Newtonian Droplets

Figure 3(a) shows results for a Non-Newtonian droplet. The
Re and S numbers used in this simulation, although now based
on the zero shear rate disperse phase viscosity, are the same as
those used in the example of figure 2(b). At the entrance to
the contraction, the fluid experiences both high extensional and
shearing strain rates and this causes the viscosity of the droplet
phase to decrease. In fact, between the heights ofz= 11 andz=
9 in this example, the viscosity within the droplet decreases by
approximately two orders of magnitude. This level of decrease
is typical of all of our Non-Newtonian contraction simulations
and means that the droplets in these simulations behave in a
largely inviscid manner.

An interesting characteristic of shear thinning fluids is that the
viscosity generally decreases more than one might expect based
on Newtonian strain rate calculations. As the strain rate of a
shear thinning fluid increases, its viscosity decreases, leading to
smaller viscous stresses. This decrease in viscous stresses gen-
erally increases the strain rate, in turn reinforcing the decrease
in viscosity. In the droplet shown in figure 3(a) for example,
although the strain rate in the continuous phase at the bottom
of the computational domain is quite low, the strain rates within
the droplet phase are significant as the fluid here is almost in-
viscid. These high strain rates reinforce the low viscosity, with
the result that the viscosity of the leading tip of the droplet re-
mains low for a considerable distance below the lower edge of
the contraction. Indeed, the behaviour of this leading tip is quite
different to that shown in the Newtonian case of figure 2(b). It is
closer to the behaviour displayed in the higher Reynolds num-
ber Newtonian case of figure 2(e).

Figure 3(a) also shows that at the indicated time, small dis-
turbances have developed along the interface of the stretched
droplet. As both inertial and viscous effects may be important
in the continuous phase here, neither the low Reynolds num-
ber stability analysis of [9] or the solely inviscid disperse phase
analysis of [6] are relevant in predicting the dominant wave-
length at which disturbances might grow along this cylinder.

The next three frames, figures 3(b), 3(c) and 3(d), show the
movement of a lower Re droplet as it exits the contraction.
In this example the strain rates at the contraction entrance are
higher than in figure 3(a), so that the viscosity of the droplet
phase within the contraction is lower. The two most striking fea-
tures of this deformation are the large instabilities which grow
along the extended droplet, and the unusual ‘arrow’ shape that
forms once the leading tip of the droplet exits the contraction.

As the Reynolds number that characterises this flow is very low,
inertial forces within both phases are small relative to viscous
forces within the continuous phase, so the behaviour of the
droplet is largely determined by the continuous phase viscous
forces. This means that the creeping flow stability analysis of
[9] is now relevant in predicting the wavelength of maximum
capillary wave growth rate on the droplet surface when it is in
the contraction. Assuming a constant viscosity ratio of 0.001
within this cylinder, [9]’s analysis suggests that the wavelength
of disturbance having the maximum growth rate on the surface
of this cylinder would be around 1.0 non-dimensional length
units. This appears to be slightly larger than the wavelengths of
disturbances displayed in the figure, but of a similar magnitude.

Figures 3(b) through to 3(d) show the development of the lead-
ing tip of the droplet as it exits the contraction. As the viscosity
of the droplet is low within this region, the deformation of the
droplet front is largely determined by the low Reynolds number
flow pattern of the surrounding fluid. Thus, as the tip exits the
contraction, its front is decelerated and its edges expand radi-
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(a) Re= 2.08, We= 1,
Ca= 0.481, S= 0.676,
t = 0.28
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(b) Re= 0.0412, We=
0.1, Ca = 2.42, S =
0.395,t = 0.16
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(c) Re= 0.0412, We=
0.1, Ca = 2.42, S =
0.395,t = 0.18
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Figure 3: Droplet shapes produced by the Non-Newtonian simulations. The streamlines shown in faint grey were produced by tracing
massless particles over the instantaneous velocity field of the continuous phase from the indicated time. The shading shows the non-
dimensional local viscosity within the drop.

ally, causing it to shorten and ‘bulge’ (figure 3(c)). After some
time elapses however the higher velocity that the droplet expe-
riences along the centreline of the domain advances the centre
of the tip further than its slowly advancing radial ‘wings’. This
results in the unusual ‘arrow’ type shape seen in figure 3(d).
Shapes similar to this have been observed in higher Reynolds
number simulations conducted by [10, unreported]. It is inter-
esting to note that even after the tip of the droplet has reached
approximately five contraction diameters from the lower edge
of the contraction, the viscosity of the droplet is still around
three orders of magnitude below the zero shear rate value.

At later times, small amounts of fluid separate from the main
droplet just below the contraction exit, as is evident in Figure
3(d). This behaviour is caused by waves along the fluid fila-
ment shortening and expanding radially as the droplet exits the
contraction and decelerates. While this behaviour appears to
be mesh independent, due to the small size of the ejected fluid
elements its existence should be treated with caution until ex-
perimentally validated.

Conclusions

The deformation of both Newtonian and shear-thinning Non-
Newtonian droplets as they pass through an axisymmetric
micro-fluidic contraction has been simulated over a range of
Re and S. Depending on the balance of inertial, viscous and
surface tension forces acting in the fluid, a variety of droplet
shapes were simulated including thick ‘capsules’, thin ‘rods’
and unstable filaments. Future work will extend the analysis to
systems where the viscosity ratio between the two phases is not
one, and where droplet breakup is known to occur.
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Abstract

Effect of thermal boundary condition is examined. The direct
numerical simulation of turbulent heat transfer in a fully devel-
oped turbulent channel flow has been carried out for stream-
wisely varying thermal boundary conditions (Re τ = 180) with
Pr = 0.71 to obtain the statistical mean temperature, the tem-
perature variance, their budget terms and the time scale ratio
etc. The obtained results have indicated that the time scale ratio
varies along a stream direction.

Introduction

With the aid of recent developments in super and parallel com-
puters, direct numerical simulation (DNS, hereafter) of turbu-
lent flow is now often performed. The DNS is able to provide
with a large amount of detailed data on the turbulent heat trans-
fer with various thermal boundary conditions. Several experi-
ments [4, 2] and turbulent modelling studies [7] for the stream-
wisely varying thermal boundary conditions had been carried
out in the past studies. However, no DNS has been done for
streamwisely varying thermal boundary conditions.

In the present study, effect of thermal boundary condition is
examined. The DNS of turbulent heat transfer in a fully devel-
oped turbulent channel flow has been carried out for stream-
wisely varying thermal boundary conditions with Pr = 0.71,
Reτ = 180, which is based on the friction velocity u τ and chan-
nel half width δ, Rec = 6600, which is based on the center ve-
locity uc and 2δ. The computational domains are given in fig-
ure 1. The computational domain is divided into three parts; the
entrance region, the test region and the cooling (fringe) region.
In the fringe region, an extra damping function is added in the
energy equation to attenuate the temperature. Thus the periodic
boundary condition can be applied in the streamwise direction
with maintaining the inlet temperature to be zero.

Fringe region2 
δ 

12.8 δ 

3.2 δ 

3.6 δ 

y

x
X'

z

6.4 δ 

Bottom temperature curve

Flow

1.2 δ

Figure 1: Configuration.

Numerical procedure

The DNS of turbulent heat transfer in a channel flow have been
performed with Reynolds number of Reτ = 180 (Rec = 6600)
with Pr = 0.71. The computational domain is given in figure 1.
Two infinite parallel plates are assumed. The buoyancy effect is
not taken into consideration to examine the fundamental nature
of the convective turbulent heat transfer in this research.

The coordinates and flow variables are normalized by the

channel half width δ, the kinematic viscosity ν, the friction
velocity uτ, and the maximum temperature of the bottom wall
Tmax. The fundamental equations are the continuity equation:

∂u+
i

∂x∗i
= 0, (1)

and the Navier-Stokes equation:

∂u+
i

∂t∗ +u+
j

∂u+
i

∂x∗j
= −∂p+

∂x∗i
+

1
Reτ

∂2u+
i

∂x∗2
j

+
∂ p̄+

∂x∗1
δi1. (2)

Here, i = 1, 2 and 3 indicate the streamwise, wall-normal and
spanwise directions, respectively. The variables t and p are the
time and the pressure. The superscript ∗ indicates that the vari-
ables are normalized by δ. The third term in the right-hand side
of Eq. (2) is the streamwise mean pressure gradient. The bound-
ary condition for the momentum field is

u+
i = 0, at y = 0 and 2 δ. (3)

The enegy equation for the instantaneous temperature
T +(x∗,y∗,z∗) is expressed as

∂T ∗

∂t∗ +u+
j

∂T ∗

∂x∗j
=

1
Reτ ·Pr

∂2T ∗

∂x∗2
j

−Q(x). (4)

The endothermal term (Q(x) = λ(x)T ∗) is non-zero only in
the fringe (cooling) region, where fringe function λ(x) is the
strength of the cooling with a maximum of inverse number of
the time step ∆ t∗−1. The form of λ(x) is designed to minimize
the upstream temperature influence. The heating condition at
the bottom wall is

Twall(ξ) = Tmax (sin πξ)2

i f 0 ≤ ξ ≤ 1, else Twall(ξ) = 0 at y = 0,

where ξ = x−xo, xo = 3DL = 3.6δ. (5)

where DL is the heated streamwise length of 1.2δ. Figure 2
shows the thermal boundary condition given by equation (5) at
the bottom wall. On the other hand, the thermal boundary con-
dition at the top wall is assigned to be zero.

Lx×Ly×Lz Nx×Ny×Nz ∆x+ ∆y+ ∆z+

12.8δ×2δ×6.4δ 512×128×256 4.5 0.2～5.9 4.5

Table 1: Computational conditions.

The simulation has been made with the use of the finite differ-
ence method in which special attention is paid to the consistency
between the analytical and numerical differential operations [5].
The method was confirmed to give good agreement with the
spectral method [6]. The present numerical scheme consistent
with the analytical operation ensures the balance of the transport



equations for the statistical correlations such as the temperature
variance and the turbulent heat flux. A fourth-order central dif-
ference scheme is adopted in the streamwise and spanwise di-
rections, and the second-order central difference scheme is used
in the wall-normal direction. Further details of the method can
be found in [1], [5] and [6]. The computational condition is
shown in table 1. The computation has been performed with the
use of 8 processing elements of VPP5000 at Kyushu University.
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Figure 2: Variation of bottom wall temperature.

Results and discussion

0 1 2 3 40

0.2

0.4

0.6

0.8

1

y / γ

            x' / δ  
    0.2
    0.4
    0.6
    0.8
    1.0
    1.2
    1.4
    1.6

T 
/ T

 '

Figure 3: Mean temperature, symbols are experimental data [9],
▽:x′ = 9.6,△:x′ = 37.2,○:x′ = 75.6,□:x′ = 122.4.

0 1 2 3 4

-0.05

0

 x' / δ

 y + = 5

  u
i '

 θ
 ' 

 / 
( u

τ T
m

ax
 )

      u' + θ ' *
 10 v' + θ ' *
     DT */Dx *
     DT */Dy *

Figure 4: Turbulent heat flux.

Mean temperature profiles are shown in figure 3. If the max-
imum temperature (above ambient) T ′ and the normal distance
γ from the wall where T = 0.5T ′ occurs are chosen as the tem-
perature and length scales respectively, the values of DNS (up-

stream of x ′/δ = 0.8) are similar to experimental data [9] of
heated wall-Cylinder immersed in a turbulent boundary layer.

Figure 4 shows the turbulent heat flux u ′θ′ and v′θ′ in the
near wall region. The interesting feature of figure 4 is that the
counter gradient diffusion exists for u′θ′ behind x ′/δ = 0.8. The
counter gradient diffusion is observed behind x ′/δ = 1.1 for v′θ′
as well.

Turbulent Prandtl number
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Figure 5: Turbulent Prandtl number, ○:Uniform heat
source [3], △:Constant wall temperature difference [8],
□:Uniform heat flux heating [8].

The turbulent Prandtl number Prt , defined as the ratio;

Prt ≡ u+v+

v+θ∗
dT̄∗/dy+

dū+
/

dy+ (6)

of momentum diffusivity to thermal diffusivity, has been eval-
uated from the present data at several stations and is shown in
figure 5. The calculated results [3] for uniform heat source is
plotted in figure 5. The other calculated results of the constant
wall temperature difference and the uniform heat flux heating
by authors’ group [8] are also plotted in figure 5. In most of
the existing studies, Prt tends to be the constant value of 1.0 for
several thermal boundary conditions [3, 8]. In the case of the
present streamwisely varying thermal boundary condition, how-
ever, figure 5 shows that Prt is totally different than the constant
value of 1.0. This tendency is qualitatively similar to that re-
ported in [2]. Generally, Prt is used to obtain the turbulent heat
flux from the mean temperature gradient. Figure 5, however, in-
dicates that it cannot be used for the estimation of the turbulent
heat flux in case of the thermal boundary condition with rapid
streamwise variation, because it changes significantly along the
streamwise direction.

Time scale ratio

The time scale ratio R is expressed as the ratio of the scalar
time scale τθ(= kθ/εθ) to the momentum one τu(= k/ε);

R =
τθ
τu

=
kθ
εθ

ε
k
. (7)

Because the velocity field is the fully developed turbulent chan-
nel flow in this study, the momentum time scale τu(= k/ε) is
constant along the streamwise direction. Therefore, the scalar
time scale τθ(= kθ/εθ) determines R along the streamwise di-
rection. Figure 6 shows the distribution of the time scale ra-
tio. The wall-asymptotic value of R is analytically equal to the
molecular Prandtl number. The near-wall limiting value of R



given in figure 6 becomes indeed the molecular Prandtl number
irrespective of the streamwise direction. On the other hand, the
obtained result in figure 6 has indicated that the time scale ratio
varies along the streamwise direction in the outer region.
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The value of R at the position x ′/δ = 0.4 is significantly higher
than the unity at y+ = 4.3 in figure 6. As can be seen from
figure 7, it results from the value of the temperature variance
kθ in excess of those of other height at y+ = 4.3. Moreover,
the local minimal value of its dissipation rate εθ is also ob-
served at y+ = 4.3 in figure 7. The local maximal value around
y+ = 0,7.5 occurs to dissipate the energy transported from the
portion of large energy by the molecular and turbulent diffusion.
In fact, the local minimal value of the dissipation rate necessar-
ily exists at the peak of the temperature variance. Therefore, the
peak of the time scale ratio surely occurs at y+ = 4.3.

R is shown in figure 8 where a abscissa axis is assigned to the
streamwise direction. It indicates that the time scale ratio varies
along the streamwise direction. To examine the peak of both
PR1 and PR2, the budget for k∗θ is shown in Fig. 9. The positions
where the maximal and minimal peaks of the time scale ratio ex-
ist are in agreement with those of the production term for k∗θ. In
the case of the present streamwisely varying thermal boundary
condition, the specific feature of Pkθ is that the negative value
of Pkθ exists in latter half of the heated section. To explain the
negative value of the production term Pkθ , the terms which con-
stitute Pkθ in the transport equation of k∗θ are examined. It is
given by

Pkθ =−u′θ′ dT̄
dx

−v′θ′ dT̄
dy

. (8)
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The relation among u′θ′, dT̄/dx, v′θ′ , dT̄/dy is seen in figure 4.
In the position of the negative value of Pkθ , u′θ′ and dT̄/dx stay
negative value. Moreover, other constitutive terms stay positive
value in the region.

Figure 10 shows the two dimensional distribution for the pro-
duction term Pkθ of the k∗θ. Solid line shows the positive value
and Dashed line shows the negative value, respectively. The
negative region of the production term occupies a fairly large
area behind the heated section. This is because the hot con-
vection is transported from the upstream, and thus the mean
temperature gradient is inverted in the near-wall region. The
two dimensional distribution of R is also shown in figure 11.
The specific feature of R is that the local maximum exists in the
heated section and the local minimum in latter half of the heated
section. A noticeable agreement in the profiles of Pkθ and R is
observed through the comparison of figures 10 and 11. The re-
gion of the negative of Pkθ is in good agreement with that of the
local minimum of R.

Figure 12 indicates that the tendency of the balance between
kθ and εθ is the same at any downstream position. It is also
shown that the peaks of both k θ and εθ are transported to the
central region of the channel along the streamwise direction.
One can notice that, in general, εθ is high where kθ is large.
More detailed inspection indicates that the contour of εθ pos-
sesses a large number of inflection points than that of k θ. We
have seen in figure 8 that the position of the local minimum
in εθ corresponds to the maximum point of kθ. This trend can
be observed also in the two-dimensional contour of ε θ , which
causes the more complex profile of ε θ than that of kθ.

Conclusions

The DNS of turbulent heat transfer in a fully developed turbu-
lent channel flow has been carried out for streamwisely vary-
ing thermal boundary conditions with Pr = 0.71, Re τ = 180
(Rec = 6600). The thermal turbulence statistics such as the
mean temperature, temperature variance, its dissipation terms,
turbulent Prandtl number, time scale ratio have been discussed.
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In this present study, the presented turbulent Prandtl number
cannot be used for estimating because it changes rapidly with
x due to the rapid variation in the thermal boundary condition.
The time scale ratio also varies along the streamwise direction
in the outer region. It results from the tendency that the value of
kθ tends to become rapidly smaller than that of εθ in the near-
wall region behind the heated section. Moreover, it has been
confirmed that the local minimal value of εθ necessarily exists
at the peak of the temperature variance.
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Abstract

A 2D axisymmetric two-phase simulation of the heat and mass
transfer inside a natural draft wet cooling tower using the com-
mercial CFD package Fluent has been conducted. The wa-
ter droplets in the spray and rain zones are represented with
droplet trajectories written in Lagrangian form with heat and
mass transfer coupled with the continuous phase. The heat and
mass transfer in the fill is represented using source terms con-
trolled through user defined subroutines. These functions solve
basic heat and mass transfer equations with the transfer coeffi-
cients written in terms of the Poppe equations. The functional
dependence of the transfer coefficients are included in the em-
pirical relationship. The model has the capability to model non-
uniformities in fill layout and water distribution, which tradi-
tional analytical and empirical models are unable capture.

Introduction

Natural draft wet cooling towers (NDWCT) are commonly used
in thermal power stations to cool the condenser feed water. Im-
proving the performance of these structures can reduce turbine
back-pressure and improve generation efficiency. Even a small
reduction in cooling water temperature can result in a large sav-
ings in fuel costs. This leads to a desire to understand the opera-
tion of the cooling tower and to optimise its design parameters.

Current design procedures still make use of the traditional 1D
analytical cooling tower models [1], relying on extensive empir-
ical relationships for loss coefficients and transfer coefficients.
The most widely used 1D model is the original Merkel model
[1]. By dropping a few terms in the heat balance Merkel was
able to reduce the driving for heat and mass transfer down to an
enthalpy difference, allowing the calculation to be performed
by hand. Poppe [1, 2, 3] later proposed a complete and more
accurate set of equations accounting for the eveporation of wa-
ter. Either of these models can be quite accurate and incorpo-
rate a great deal of detail, however they cannot capture the non-
uniformities through the tower. Numerical models are required
to assess the effects of major design layout changes [1].

The model developed here attempts to bring together the two
approaches with the goal of understanding the limitations of the
traditional design process and to optimise the cooling tower de-
sign with respect to these non-uniformities. This desire for a
comprehensive comparison has influenced the development of
the model, in particular the representation of the fill.

No numerical models reported on to date explicitly model the
fill, instead researchers have employed source terms to model
the effect of the fill on the continuous phase [4, 5, 6, 7]. Re-
cently numerical models of NDWCTs have been developed us-
ing this approach supported with a variety of experimental data.
Fournier and Boyer [4] presented a proprietary code with the
capability to employ either Merkel or Poppe [1] transfer coef-
ficients. Hawlader and Liu [5] developed a 2D axisymmetric
model employing the Merkel fill characteristics.

Recently Kloppers and Kröger [8, 2] suggested a new empiri-
cal form of the equations for fill loss coefficients and fill trans-
fer coefficients with full functional dependence. These have
been found to provide a much better fit to experimental data
than traditional forms of the equations and are valid under a
wider range of operating conditions. This is essential for cool-
ing tower modeling where the dependent conditions can vary
considerably from the tower center to the tower outer edge.

Most previous studies have been performed on very coarse grids
and have employed an algebraic turbulence model [5, 6, 7]. This
study presents a more detailed model of the cooling tower fill
within a commercial CFD package Fluent. It is the future goal
of this investigation to create a numerical model and use it to
optimise the design of cooling towers by varying the fill depth
and water flow rate in the tower.

Fluent Numerics

Fluent is a general purpose CFD code. The code has been used
to solve the steady Reynolds Averaged Navier-Stokes Equations
closed with the standard k-epsilon turbulence model with buoy-
ancy terms included. The semi-implicit method for pressure
linked equations (SIMPLE) was employed with second order
upwind discretisation employed for the spatial derivatives. A
segregated implicit solver was used.

A cooling tower is a cylindrical structure so a 2d axisymmetric
steady representation is valid under no wind conditions. This
representation was used to reduce computational requirements.
The steady 2D axisymmetric momentum and transport equa-
tions can be written in general form as follows:

∇ · (ρuφ−Γφ∇φ) = Sφ (1)

where (ρ) is the density, (u) is the velocity vector, (φ) is the flow
variable (k, ε, ω (h2o species concentration), u, v, h (enthalpy)).
Γφ is the diffusion coefficient and Sφ is the source term.

The humid air-water mixture is taken to be an ideal gas and an
incompressible fluid. The density is computed using,

ρ =
pop
R

Mw
T

(2)

where pop is the user specified constant operating pressure for
the entire domain and is set at 101kPa.

The buoyancy term in the momentum equation is given as
(ρ− ρ0)g, where g is the gravitational acceleration and ρ0 is
the constant operating density specified at the inlet fluid condi-
tions of 295k and 50% humidity.

Simulation

The geometry of the tower is that of the unit 1 cooling tower at
Mt. Piper Power Station in Lithgow NSW. The computational
domain is discretised with approximately 250,000 2D unstruc-
tured mesh elements. The computational domain extends 90



Figure 1: Computational domain with bounrdy conditions.

meters beyond the cooling tower inlet and 90 meters above the
cooling tower outlet allowing for the determination of the in-
let velocity profile and the effect of the plume. The tower has
a total water flow rate of 17,000kg/s at 313K. The tower has a
height of 131m and a base diameter of 49m.

Modelling

In a NDWCT there are three heat and mass transfer regions that
need to be modeled, the spray region below the spray nozzles,
the fill (with compact film type fill) and the rain region below
the fill.

Droplet Modelling

In the spray and rain regions the water flows in droplet form.
This has been represented with Lagrangian particle tracking
with coupled heat and mass transfer between the droplets and
the continuous phase. Most previous models [4, 5, 6, 7] as-
sumed the 1D motion of the droplets.

The change in droplet temperature and mass are found through
equations (3) and (4), where Ni, the molar flux of mass and
h the heat transfer coefficient are evaluated through empirical
correlations [9]. Variables mp, cp, Ap, Tp are the particle mass
(kg), specific heat (J/kgK), surface area (m2) and temperature
(K) respectively. hfg is the latent heat of vapourisation (J/kg)

mpcp
dTp

dt
= hAp(T∞−Tp)+

dmp

dt
hfg (3)

mp(t +∆t) = mp(t)−NiApMw,i∆t (4)

The energy (Q) and mass (M) transfer are coupled with the
continuous phase through equations (5) and (6) [9].

Q =

[

m̄p

mp,0
cp∆Tp +

∆mp

mp,0

(

−hfg +
Z Tp

Tref

cp,idT

)]

ṁp,0 (5)

M =
∆mp

mp,0
ṁp,0 (6)

mp,0, m̄p and ṁp,0 are the initial mass of the particle, the average
mass of the particle in the cell and the initial mass flow rate of
particles in the trajectory respectively.

Lagrangian particle trajectories are initiated from spray nozzle
locations. At the surface of the fill these droplet trajectories
are terminated and the droplet temperature and mass flow rate
are stored. In the rain region the droplets are initiated from the
center of each face on the bottom surface of the fill. The tem-
perature and water mass flow rate of the droplets are determined
by the subroutine that describes the heat and mass transfer on
the fill. The droplets are given a uniform distribution of 2.5mm
in the rain zone.

Fill Modelling

In the fill, the water flows in complex film type motion across
the closely packed parallel wavy plates in the counter direction
to air flow. It would be computationally prohibitively expensive
to model the fill explicitly so the effect of the fill on the con-
tinuous phase is represented using source terms. The change
in water temperature is calculated through the fill using a user
defined subroutine which tracks the water properties through
the fill to balance the heat and mass transfer to the continuous
phase.

The water flow through the fill is physically one-dimensional
as it is constrained to film flow descending along the vertical
plates. This requires that the heat and mass transfer in the fill
to also be a 1 dimensional process. This simplification allows
the water flow to be represented solely by two variables at each
point, its temperature and mass flow rate. The fill region in the
tower is considered as a number of discrete columns, each one
being equivalent to a 1D grid, overlaying the computational do-
main. Across each layer in these columns, or between points
on the 1D grid, the change in water temperature and mass are
computed based on the traditional analytical methods. This ap-
proach is depicted in figure (2). The water flow through the
tower fill is represented by 87 of these columns with each one
discretised into 10 layers or nodes.

Momentum Source Terms

The pressure loss through the fill is modeled using source terms
in the momentum equation. This momentum sink is given as:

Sv =−K f i×
ρmV 2

2
(7)

where K f i is the fill loss coefficient per meter depth of fill. The
empirical correlation for K f i is expressed as a function of the air
(ma) and water (mw) flow rates through the fill and the depth of
the fill (L f i) (equation 8) as described by Kloppers [2].

K f dm1 = (5.154914m0.877646
w m−1.462034

a

+10.806728m0.226578
w m−0.293222

a )

×L−0.236292
f i (8)

The pressure loss due to the cooling tower shell supports, the
water distribution piping network and the drift eliminators was
modeled in a manner similar to the fill. The loss coefficients
used were Kcts = 0.5, Kwdn = 0.5 and Kde = 3.5 respectively as
taken from [1].

Heat and Mass Transfer in the Fill

The heat and mass transfer characteristics are governed by the
volumetric mass transfer coefficient and the wetted contact area
between the phases. The product of these two values hdA can be
found from the Merkel number [1] for a particular fill type. The
transfer coefficients used are in the Poppe form, which means
that the Poppe equations [3] are used to interpret the experi-
mental data and form the empirical equation for the coefficient.



Figure 2: Incremental control volume of the fill.

Kloppers [2] gives a detailed analysis of the Poppe model. The
methods used to derive the coefficients are replicated here to
find the change in water properties.

The transfer coefficient used here is written in terms of inlet
flow rates for water and air as shown in eqaution (9). The func-
tional dependence on air wet and dry bulb inlet temperature was
shown by Kloppers [2] to be insignificant so this dependency
can be excluded. Although the coefficient is a function of both
water inlet temperature and fill depth [2], these are both held
consant in this investigation so a more general relation was not
sought.

MePoppe

L f i
=

hdA
mw

= 1.380517m0.112753
w m0.698206

a

− 0.517075m0.461071
w m0.681271

a (9)

The heat transfer coefficient can then be found using the Lewis
factor relationship given in equation (10).

Le f =
h

hdCpa
(10)

where hd is the mass transfer coefficient for the fill with units
kg/m2s and h is the heat transfer coefficient for the fill with units
w/m2k. The Lewis factor is determined using Bosjnakovics for-
mula [10] given in equation (11). Under saturation conditions,
the formula is modified to equation (12).

Le f = 0.8652/3
·





ωsw+0.622
ω+0.622 −1





ln





ωsw+0.622
ω+0.622





(11)

Le f ,sat = 0.8652/3
·





ωsw+0.622
ωsa+0.622 −1





ln





ωsw+0.622
ωsa+0.622





(12)

Coupling Procedure

The calculations across each layer take place between the av-
eraged continuous phase flow variables and the upstream (with

respect to water flow) water flow variables. The heat and mass
transfer from the water phase is computed first and then the en-
ergy and mass source terms which balance this change in water
temperature and mass flow rate are evaluated. The source terms
calcualted are identical for all the cells across the layer. The
maximum column width in the model is 1m, the smallest being
0.1m.

The water evaporated mevap[n] across fluid layer n is determined
using equation (13), where ωsat,Tw is the specific humidity of
saturated air evaluated at the water temperature (kg/kg) and
ωave, f luid is the average specific humidity in the fluid zone.

mevap = hdA(ωsat,Tw−ωave, f luid ) (13)

The volumetric transfer coefficients are specified per meter
depth of the fill and the heat and mass transfer is being eval-
uated across a small increment in the fill ∆L f i, so the transfer
coefficients must be reduced to allow for the smaller area over
which the heat transfer is taking place using,

hd ·A = (hd ·A)calc ·∆L f i (14)

The new water mass flow rate is found using equation (15).

mw[n] = mw[n+1]−mevap[n] (15)

The latent and sensible heat transfer is evaluated using equa-
tions (16) and (17) respectively.

qlatent = mevap ·h f g (16)

qsensible = hA · (Tw[n+1]−Tave,air) (17)

where Tave,air is the average temperature of the continuous
phase in the layer. The water temperature at the inter-facial
layer n is determined using equation (18).

Tw[n] = Tw[n+1]−

(

qsensible[n]+qlatent [n]
)

Cpwmw[n]
(18)

where Tw[n + 1] is the water temperature corresponding to the
fluid boundary above the fluid layer n, mw is the mass flow rate
of water in the column in kg/s, Cpw is the specific heat of water
J/kgK.

When the flow becomes super-saturated then additional energy
is released in the flow, as the latent heat of vapourisation is re-
leased when the water vapour condenses as mist. It has been



Figure 3: Merkel number and loss coefficient with radial loca-
tion in the fill.

assumed for this investigation, as in the Poppe model [3], that
vapour condenses as mist when the vapour pressure rises above
the saturation vapour pressure although in reality it may reach
very high levels of supersaturation before this occurs.

The mass source Msource (kg/m3s) and enthalpy source Qsource
(W/m3) per unit volume are given by equations (19 and 20):

Msource =
mevap

∆L f i
(19)

Qsource =
(

mw ·Cpw ·∆Tw +mevap · (Cpv · (Tw

−Tre f )−h f g)
)

/∆L f i +mcondense ·h f g (20)

where Cpw is the specific heat of water and has units J/kg, (h f g)
and (Cpv) are the latent heat of vapourisation and the specific
heat of saturated water vapour respectively.

Preliminary Results

The implementation of the cooling tower fill subroutine was val-
idated against the traditional analytical models used and also
against the experimental data obtained from Kloppers [2]. Full
validation of the model has not yet been performed so the fol-
lowing results are therefore deemed preliminary.

The results indicate a significant deviation from the assump-
tions of 1D analytical models. A radial cut through the tower
exhibits significant temperature, velocity, h2o species concen-
tration, and pressure gradients. Errors in the determination of
the outlet condition will lead to erroneous computation of the
tower draft and therefore heat transfer through the fill.

The Merkel number varys between 0.85 to 0.75 from the center
to the outer edge of the tower as depicted in figure (3). Loss
coefficients also vary throughout much of the tower, from 22.6
in the center to 24 near the outer edge where there is a low air
to water flow rate ratio.

These results are of course numerically obtained and therefore
do not represent any blockages or non-uniformities in the fill.
Some published data [11] indicates that these non-uniformities
can partially eliminate any variation in the temperature and hu-
midity profile across the fill.

Conclusions

A commercial package can be successfully implemented with
user defined subroutines to model a natural draft wet cooling
tower. Preliminary results show room for improvement in cool-
ing tower design and highlight the non-uniformities that exist

in the fill inlet conditions. The future goal of this work is to
quantify the effect of these non-uniformities on the accuracy of
traditional cooling tower design and specification and to also
determine where improvements can be made in cooling tower
design.
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Abstract

The three-dimensional structure of the thermal boundary layer
adjacent to an evenly heated vertical wall with imposed sta-
ble background density stratification is investigated using di-
rect numerical simulation. The wall is considered to extend in-
finitely in the vertical and spanwise directions, with the heat-
ing imposed as a constant flux boundary condition. Flow be-
haviour is determined by a Reynolds number based on the ra-
tio of the boundary flux gradient to the background gradient.
For low Reynolds numbers the flow is stable with variation in
the wall normal direction only. For Reynolds numbers greater
than a critical value the flow is unstable and supports a two-
dimensional wave travelling vertically up the plate, in the direc-
tion of fluid flow. A further increase in Reynolds number sees
the generation of a three-dimensional spanwise structure on the
two-dimensional travelling wave.

Introduction

Flows generated by the transfer of heat from a vertical wall to
an adjacent fluid are known as natural convection flows and oc-
cur widely in nature and engineering. The rate of heat trans-
fer is strongly dependent on the character of the flow, that is
whether it is laminar or turbulent, with turbulent natural con-
vection boundary layer flows having heat transfer rates several
times that of a laminar natural convection boundary layer. The
transition from laminar to turbulent flow is believed to occur
via the generation of rapidly growing three-dimensional waves
associated with an initial two-dimensional transition, although
the mechanism is not fully understood. In this paper the onset of
three-dimensional travelling waves is investigated for the case
of an infinite plate having a uniform heat flux, subjected to a
stable linear background temperature stratification. For a con-
stant Prandtl number the behaviour of this flow is determined
by the ratio of the horizontal temperature gradient imposed at
the plate, and the background stable vertical temperature gra-
dient. Below a critical value of this control parameter the flow
is steady, one-dimensional and independent of the control pa-
rameter. Above a critical value the flow is two-dimensional
and oscillatory, exhibiting waves travelling in the vertical di-
rection. A further increase in the control parameter leads to
a spanwise, three-dimensional, structure super-imposed on the
two-dimensional travelling waves.

The governing equations for this flow are the three-dimensional
Navier–Stokes equations with the Oberbeck–Boussinesq ap-
proximation for buoyancy, together with a temperature transport
equation,

ut +uux + vuy +wuz =−px +ν(uxx +uyy +uzz), (1)

vt +uvx + vvy +wvz =−py +ν(vxx + vyy + vzz)+gβT, (2)

wt +uwx + vwy +wwz =−pz +ν(wxx +wyy +wzz), (3)

ux + vy +wz = 0, (4)

Tt +uTx + vTy +wTz + vΓs = α(Txx +Tyy +Tzz), (5)

where u, v and w are the velocity components in the directions
x, y and z respectively, with x the horizontal direction, y the ver-
tical and z the spanwise, t is the time, p the pressure, β, α and
ν are the coefficients of thermal expansion, thermal diffusivity
and kinematic viscosity respectively and g is the acceleration
due to gravity. The temperature is represented as the sum of
a background temperature T and a perturbation temperature T .
The background temperature is assumed to be x and z indepen-
dent and linear with T y = Γs a positive constant. The domain is
−∞ < y < ∞,−∞ < z < ∞,0≤ x < ∞, with boundary conditions,

u = v = w = 0, Tx =−Γw on x = 0, (6)
u,v,w,T → 0 as x→ ∞. (7)

A one-dimensional steady analytic solution may be found for
this flow. Under the assumption that v = V (x) and T = Θ(x),
the governing equations reduce to,

0 = νVxx +gβΘ, (8)

V Γs = αΘxx, (9)

with the solution,

V (x) =
√

2Γw

(

gβα3

νΓ3
s

)1/4

× . . .

exp

{

−
(

gβΓs

4αν

)1/4
x

}

sin

{

(

gβΓs

4αν

)1/4
x

}

, (10)

Θ(x) = Γw

(

gβΓs

4αν

)−1/4
× . . .

exp

{

−
(

gβΓs

4αν

)1/4
x

}

cos

{

(

gβΓs

4αν

)1/4
x

}

. (11)

This suggests the appropriate dimensional velocity, length and
temperature scales for this problem are,

U =
√

2Γw

(

gβα3

νΓ3
s

)1/4

H =

(

4αν
gβΓs

)1/4
,

∆T = ΓwH.

Using these quantities to non-dimensionalise (1) to (5) above
gives,

ut +uux + vuy +wuz =−px +
1

Re
(uxx +uyy+uzz ), (12)

vt +uvx +vvy +wvz =−py +
1

Re
(vxx +vyy +vzz)+

2
Re

T, (13)

wt +uwx + vwy +wwz =−pz +
1

Re
(wxx +wyy +wzz), (14)



ux + vy +wz = 0, (15)

Tt +uTx + vTy +
2v

RePr
+wTz =

1
RePr

(Txx +Tyy +Tzz), (16)

where all quantities are now non-dimensional, the Reynolds
number Re = UH

ν = 2Γw
ΓsPr and the Prandtl number Pr = ν

α . The
Reynolds number can also be expressed in terms of a Grashof
number Gr = gβ∆TH3

ν2 = 4Γw
ΓsPr as Re = Gr

2 , and thus the Reynolds
number is also a Grashof number. The boundary conditions for
the non-dimensional quantities are,

u = v = w = 0, Tx =−1 on x = 0, (17)
u,v,w,T → 0 as x→ ∞. (18)

The stability of the one-dimensional flow, given by (10) and
(11) has been investigated using two-dimensional linear stabil-
ity analysis employing a Laguerre collocation scheme. The
stability analysis has provided the critical Reynolds number,
and other properties, and has been shown to accurately predict
the behaviour of a full nonlinear solution obtained via a two-
dimensional direct numerical solution [7, 8]. At Pr = 7, the
critical Reynolds number for the onset of an oscillatory solu-
tion consisting of two-dimensional travelling waves was found
to be Recr ' 8.6.

The heat flux boundary condition solution given above is simi-
lar to that of the vertical slot with different temperatures on the
walls and a uniform vertical gradient, which exhibits boundary
layers near either wall, investigated by Elder [4]. The stability
of these temperature boundary conditions flows has been exam-
ined by Bergholz [2], Christov & Homsy [3], and that of the
stratified fluid near a single wall by Gill & Davey [5].

The transition to turbulence in thermal boundary layers is as-
sociated with the generation of three-dimensional structures
within the boundary layer. Surprisingly however, very few
investigations of the three-dimensional stability properties of
vertical natural convection boundary layers have been carried
out. The definitive experiment was performed by Jaluria &
Gebhart [6] for the boundary layer on a vertical plate heated
by a constant heat flux. A transverse ribbon near the leading
edge was vibrated to trigger instabilities in both the stream-
wise and spanwise directions; the spanwise structures led to
double vortex structures aligned with the streamwise flow dur-
ing the early stages of transition. The wave number of the
spanwise structures was found to be determined by the lateral
length scales present in the ribbon itself; however these struc-
tures were clearly present and were unstable in the sense that
their amplitude increased downstream. The flow associated
with the heat flux boundary condition combined with a stable
background temperature gradient, investigated here, is consid-
ered to be an ideal flow for the further investigation of three-
dimensional transition.

In this paper a full numerical nonlinear three-dimensional solu-
tion will be obtained using an unsteady Navier–Stokes solver.
The results are consistent with those of McBain & Armfield [7]
in that they show that, with increasing Re, the initial instabil-
ity is a two-dimensional travelling wave. A further increase in
Reynolds number then leads to a three-dimensional spanwise
structure.

Results and Discussion

The equations given above are solved in the domain 0 ≤ x ≤
X ,0≤ y≤Y,0 ≤ z≤ Z with initial conditions;

u = v = w = T = 0, at all x, y, z and t = 0; (19)
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Figure 1: Temperature time series for Re = 9

boundary conditions on x = 0,X ;

u = v = w = 0, Tx =−1 on x = 0, (20)
ux = v = w = Tx = 0 on x = X ; (21)

with periodic boundary conditions on y = 0,Y , z = 0,Z;

.|y=Y = .|y=0, .|z=Z = .|z=0, (22)

for variables u,v,w,T

A second order fractional step Navier–Stokes solver defined on
a non-staggered rectangular grid is used. Time integration is
accomplished using an Adams–Bashforth scheme for the non-
linear terms and Crank–Nicolson for the viscous and diffusion
terms. All spatial terms are discretised using centred second or-
der differences. Continuity is enforced and pressure obtained
using a pressure correction equation. All the discrete equations
are inverted using a pre-conditioned conjugate gradient solver.
The three-dimensional solver is similar to a two-dimensional
solver that has been used for the investigation of natural con-
vection flow for a number of years [1, 7], and the code may be
run in either two- or three-dimensional form.

The results presented in figures 1 to 3 were obtained using the
code in two-dimensional form. These results were obtained
with the domain X = 16,Y = 13.84. The x extent of the do-
main has been chosen to ensure that the large x boundary condi-
tions do not adversely influence the solution, while the y extent
has been chosen to match the most unstable wavelength, based
on a linear stability analysis, at Re = 10. The grid is uniform
in y with ∆y = 0.25 and non-uniform in x with ∆x = 0.025 at
x = 0 and a maximum stretching of 1.025 in the increasing x
direction, giving a grid of 119×55 in x and y. The time step is
∆t = 5×10−4. This grid size and time step has been shown to
be fine enough to provide asymptotic second order convergence
for this flow.

The temperature time series, shown in figure 1, was obtained
with an initial random perturbation added to the temperature
field in the range −.005 to 0.005. The use of an initial per-
turbation reduces the time required for the unsteady solution
to reach full development; however all other features of the
flow, such as frequency, growth rate and fully developed am-
pltitude, are independent of the initial perturbation. As can be
seen the flow shows an inital large growth, associated with the
base flow development. A sinusoidal oscillation is then seen
to develop, growing slowly, and reaching full development by
approximately t = 7000. The early stages of growth of the si-
nusoidal oscillation and the frequency are accurately predicted



(a) (b)

(c) (d)

Figure 2: Two-dimensional temperature (a,c) and stream-
function (b,d) contours for Re = 9; total temperature and
stream-function shown in (a,b) and difference from streamwise
mean shown in (c,d).

by the linear stability analysis [7], while the final amplitude is
determined by nonlinear effects.

Figure 2 shows the temperature and stream-function contours
for the Re = 9 flow, where the wave structure is clearly seen in
both fields. The waves travel vertically with a wave velocity of
0.38—approximately the same as the speed of the critical mode
in linear theory. The difference from the streamwise mean is
also plotted, clearly showing the wave structure of the perturba-
tion.

Figure 3 shows the temperature contours for the cases Re = 19
and Re = 20, also obtained with the code in two-dimensional
form. Once again the travelling wave structure of the flow is
clear, with a noticable increase in amplitude when compared to
the Re = 9 results. It is also clear that nonlinear effects have
also increased as evidenced by the strong asymmetry seen in
the waves.

Results obtained with the code in three-dimensional form are
shown in figures 4 and 5. These results were obtained on the do-
main X = 16,Y = 13.84,Z = 16. Once again the x extent of the
domain was chosen to ensure large x boundary effects did not
adversely influence the flow, the y extent was chosen to match
the domain used for the two-dimensional results given above.
The z extent was chosen arbitrarily and will be discussed below.
The grid used has ∆x = 0.1,∆y = 1.0,∆z = 1.0 with stretching
in the increasing x direction of 1.1 and timestep ∆t = 2×10−3 .
This considerably coarser grid and larger time step, than those
used for the two-dimensional simulations, was required to en-
sure reasonable computation times.

Figure 4 shows temperature contours obtained with the three-
dimensional code on constant x and z planes for Re = 19. The
constant z plane result clearly shows a travelling wave structure,
while the constant x result shows no spanwise variation indi-
cating that the solution is two-dimensional. This solution may
be compare directly to the equivalent two-dimensional solution
shown in figure 3(a) where it is seen that the wave structure is
nearly identical. The Re = 19 result is therefore a genuinely
two-dimensional flow, and it is clear that relatively coarse grid
and time step used for the three-dimensional solution is having
only a small effect on the overall flow charater.

(a) (b)

Figure 3: Temperature contours for Re = 19, (a), and Re = 20,
(b) obtained with two-dimensional code.

(a) (b)

Figure 4: Temperature contours for Re = 19 shown on z = Z/2
(a), and x = 0.1 (b) obtained with three-dimensional code.

Figure 5 shows temperature contours obtained with the three-
dimensional code on constant x and z planes for Re = 20. The
constant z plane result again shows a travelling wave structure,
while the constant x plane result now shows a spanwise struc-
ture. The flow has clearly undergone a three-dimensional tran-
sition between Re = 19 and Re = 20 and is now exhibiting a
wave structure in both the y and z directions. Once again the
combined y and z wave structure is travelling vertically. It is
interesting to note that the amplitude of the wave as seen in the
constant z plane results has reduced from Re = 19 to Re = 20,
and also in comparison to the two-dimensional Re = 20 result
shown in figure 3(b).

Figure 6 contains the fourier power spectra of time series for
the two- and three-dimensional solutions for Re = 20. For
consistency in this case both solutions were obtained on the
same, coarse, grid used for the three-dimensional simulation.
Both solutions have a dominant frequency of approximately
0.02, however there are considerable differences in the struc-
ture of the two power spectra. The three-dimensional signal
is marginally lower in amplitude at frequency 0.02, and con-
siderably lower at the first harmonic, frequency 0.04. Addi-
tionally the three-dimensional signal shows a low frequency
mode, at approximately 0.002, that is not seen at all in the two-
dimensional signal. The three-dimensional signal also shows

(a) (b)

Figure 5: Temperature contours for Re = 20 shown on z = Z/2
(a), and x = 0.1 (b) obtained with three-dimensional code.



Figure 6: Fourier power spectra of temperature time series for
two-dimensional and three-dimensional solutions for Re = 20

additional modes close to 0.02 and 0.04 that are not present in
the two-dimensional result. The lower amplitude of the three-
dimensional signal at 0.02 and 0.04 is associated with the re-
duced amplitude of the wave seen in the temperature contours,
noted above, and is very likely to be a result of the transfer
of energy to the spanwise mode, leading to the hypothesis that
the three-dimensional transition is associated with a nonlinear
transfer of energy from the base two-dimensional mode to the
spanwise mode. A single measure of the effect of the travelling
waves is the Nusselt number, defined as the mean ratio of the
heat transfer coefficient to that prevailing under the base flow.
The Nusselt number for the two-dimensional flow at Re = 20 is
approximately 3% greater than that for the three-dimensional
flow, again with both solutions obtained on the coarse mesh
used for the three-dimensional simulation. The reduction in
Nusselt number seen with the three-dimensional flow is again
believed to be a result of the reduced amplitude of the 0.02 and
0.04 frequency modes.

Conclusions

The flow generated by a constant temperature gradient bound-
ary condition on a vertical plate with constant stable back-
ground vertical temperature gradient has been found very useful
for the investigation of stability and transition in natural convec-
tion boundary layers. The sub-critical flow is one-dimensional,
with no variation in the y and z directions, allowing the use
of parallel flow stability analysis techniques. Direct numeri-
cal simulations may be carried out on a reduced domain using
periodic boundary conditions in the y and z directions.

The results obtained by McBain & Armfield [7] demonstrated
that accurate information about the behaviour of the super-
critical flow could be obtained via linear stability analysis. This

provided the critical Reynolds number for transition to oscil-
latory two-dimensional flow, as well as information about the
wave-length and velocity of the fully nonlinear super-critical
flow. The three-dimensional results presented above have
shown that the initial transition is genuinely two-dimensional,
with a further increase in Reynolds number required to generate
a three-dimensional, spanwise, transition.

The results presented here indicate that the critical Reynolds
number for three-dimensional transition is between Re = 19 and
Re = 20. These results were obtained for a domain with span-
wise extent approximately equal to the resolved vertical wave-
length, and it is not immediately clear that this will be the crit-
ical spanwise wave-length. The use of a finite domain with pe-
riodic boundary conditions does limit the resolvable modes to
those with wavelengths that are an integral divisor of the do-
main size, and some care must be taken to examine a number
of domains to determine critical values. Some initial tests with
smaller and larger spanwise extent domains have indicated that
the critical spanwise mode has a wave-length approximately
equal to that of the base two dimensional streamwise mode, as
shown here, giving support to these results, although more work
is required to verify this hypothesis.
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Abstract
The transient behaviour of the fuel spray from an air-assisted fuel
injector in a constant volume chamber has been investigated
experimentally. The relative Sauter mean diameter (SMD) of the
spray droplets was determined using planar laser induced
fluorescence (PLIF) and planar Mie scattering. Planar images of
the ensemble averaged relative SMD with various injection
conditions were obtained by calculating the ratio between the two
laser light intensities at a given point. The penetration length and
the spray shape factor were also obtained. The ensemble
averaged results suggest the existence of vortices that are shed
from the injector tip, and which entrain the smaller droplets.
Results also show that the characteristics of the injector vary
weakly with several particular injection parameters, notably the
fuel injection pressure and the delay between fuel and air
injection.

Introduction
In order to meet ever-tightening emissions regulations whilst
simultaneously minimising fuel consumption and CO2 emissions,
many efforts have been made recently to improve the
performance of gasoline fuelled spark ignition engines. Such
efforts include the manipulation of in-cylinder flow, optimisation
of the electronic control systems, and optimisation of direct
injected spark ignition (DISI) fuel systems [1,2]. The
improvements in fuel economy obtained by using DISI have
prompted an increased adoption of this technology in passenger
vehicles. Further study of fuel sprays in SI engines aims in
particular to minimise the emissions of hydrocarbons (HC),
oxides of nitrogen (NOx) and particulate matter (PM) and
improve efficiency through more complete combustion. Since the
fuel injection pressure of a DISI engine is typically lower than
that of a diesel engine, larger fuel droplets can exist in the
cylinder, and so poor fuel distribution and slow evaporation may
result. This is particularly the case during cold engine starting
and warm-up, when the highest levels of HC emissions over the
entire drive-cycle usually occur. For these reasons, air-assisted
direct injectors with improved fuel atomisation are currently
under development.

The air-assisted direct injection fuel system has many unique
features compared with single fluid systems. The most obvious
difference is the addition of air, which is injected directly into the
combustion chamber with the fuel. The pressure and quantity of
the air influence the characteristics of spray. The characteristics
of the fuel spray play an important role in mixture preparation,
which has an effect on combustion and emissions, so it is
important to understand the spray characteristics within the
combustion chamber. 

The droplet diameter of the spray is one of the most important
aspects of spray characteristics. Laser diffraction particle analysis
(LDPA) and phase Doppler particle analysis (PDPA) are
generally used to measure the droplet size, but there are
disadvantages to both methods. LDPA is not suitable for dense
spray measurement because of multiple diffraction phenomena,

and PDPA is used for point measurement, so it needs a great deal
of time and effort to obtain the droplet size distribution across the
whole spray. It is therefore worthwhile developing alternative
methods, such as the present, planar imaging technique using a
laser sheet, to study the transient spray characteristics [3-5]. 

This paper presents an experimental study of an air-assisted,
direct injection (DISI) system. The technique of ‘laser sheet
drop-sizing’ (LSD) is used to examine the transient behaviour of
the fuel spray. These results are compared to back-illuminated
images at the same conditions, and the spray-tip penetration and
shape factor are also determined.

Experimental methods
The Sauter mean diameter (SMD) can be determined for liquid
droplets by combining the well established techniques of Mie
scattering and laser induced fluorescence (LIF). The intensity of
the fluorescence signal measured by LIF is proportional to the
concentration of the fluorescing molecules. As such, the observed
fluorescence originates almost entirely from molecules in the
liquid phase. As shown in equation (1), the fluorescence intensity
per unit area ILIF of the emitted light is ideally proportional to the
cube of the particle diameter, assuming negligible light
absorption and negligible optical amplification [4].
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where Io is the intensity of the incident laser beam, x is the
distance travelled by the incident laser beam, k is an attenuation
factor, D is the droplet diameter, dn is the droplet number density
between D and D+dD and C1 is a constant that depends on the
experimental configuration. In the case of significant absorption
or optical amplification, ILIF has been observed to vary with
particle diameter to a power varying between 2.4 and 3.1 [4]. The
exact relationship can only established by examining a range of
droplets of known diameter, and the ideal cubic relationship for
the fluorescence is therefore assumed.

According to Lorenz–Mie theory, the intensity of Mie scattering
is a function of droplet diameter, the reflection rate of the droplet,
polarization, and the wavelength of the incident beam. In the case
of spherical droplets with a diameter larger than 1µm and
illuminated with a beam of wavelength 355nm, the intensity is
approximately proportional to the square of droplet diameter [4],
and can be expressed as:
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where C2 is a coefficient determined by the characteristics of the
detecting optical system and Qsca is related to the angle between
the direction of incident laser beam and the detecting direction.
Using equations (1) and (2), it is then found that the SMD is
proportional to the ratio between the LIF and Mie intensities:
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where C=C2Qsca/C1 has the units of length and could be
determined with an appropriate calibration method, such as laser
diffraction particle analysis (LDPA) or phase Doppler particle
analysis (PDPA) [6]. The simultaneous measurement of the LIF
and Mie scattering signals also yields a relative SMD of the spray
that is not related to the intensity of the incident laser sheet or the
absorption of the laser sheet.

Experimental layout
A schematic of the experimental set-up is shown in figure 1. The
light source used was a Nd:YAG laser (Quantel, TwinsB). The
laser pulse duration was 5ns and the maximum energy was
120mJ at a wavelength of 355nm. A sheet beam was formed
using a set of cylindrical lenses and the optical system was
carefully aligned to minimize unwanted stray light such as
reflections from the chamber wall. The fluorescence and Mie
scattered signals were imaged at a right angle to the laser beam
using an ICCD camera (LaVision, FlowMaster3 with intensifier)
with a UV Nikon lens (f/# 4.5) and a gate width of 100ns. A GG-
400 Schott glass filter was used for the fluorescence signal and a
355nm band-pass filter for Mie scattering. Images of the LIF and
Mie scattering at a given instant during subsequent injection
events were ensemble averaged. The ensemble averaged
distributions obtained using 100 and 1000 ensemble averages
were very similar, so all the results presented in this paper used
100 ensemble averages.

Beam Dump

Air-Assisted
Injector

Cylindrical
Lens Set

Nd:YAG Laser
355nm

ICCD Camera

Filter

Figure 1. Schematic of experimental set-up.

Standard, unleaded petrol (ULP) with an octane number of 91
was used as the fuel during experiments. The LIF spectrum of
this particular ULP blend is broadband, and ranges from 380nm
to 440nm, with a peak at 405nm. Absorption and emission bands
are spectrally well separated, ensuring the absence of
fluorescence trapping and making possible the separation of the
Mie scattered and the fluorescence signals.

The air-assisted injection system comprises two main
components: a fuel metering injector, similar to a port fuel
injector, and an air injector, which delivers a mixture of metered
fuel and air into the combustion chamber (figure 2a). The fuel
injector delivers fuel into a reservoir that is internal to the
injector. The air injector then delivers this (metered) fuel into the
combustion chamber. This system has been reported previously
to exhibit the favourable quality of small fuel droplet size [7]. A
unique feature of the system is the decoupling of the direct
injection event with the fuel-metering event (figure 2c). This
allows the direct injection event to be tailored to the combustion
requirements, rather than being limited by also needing to
perform the fuel metering, as is the case in high-pressure single
fluid injection systems. The air-assisted injection system,
installed in the constant volume chamber, has the capability of
varying the chamber pressure and uses a nominal injection air
pressure of 650kPag and a fuel pressure of either 720 or
800kPag. Both fuel and air injection pressures were controlled by
adjusting pressure regulators. Table 1 outlines the experimental
conditions of the air-assisted fuel injector. With a fuel injection
duration of 4.1ms at 720kPa fuel pressure and 3.1ms at 800kPa,

about 10mg of fuel was injected at a frequency of 1Hz. Injection
timing, laser triggering and ICCD camera control were controlled
by LABVIEW software. The times that are reported in this paper
refer to the time after the trigger pulse was sent to the injector
driver. This means that the first appearance of fuel is somewhat
later due to delays within the injector driver and the mechanical
properties of the injector. These unavoidable delays are typically
a few hundred microseconds long and will be discussed later in
the paper. The experiments were performed with the chamber at
ambient temperature and pressure and quiescent gas conditions.

Figure 2. The air-assisted direct fuel injection system, showing a)
overall configuration, b) the injector tip and c) timing schedule

Fuel injection pressure (FIP) 720 & 800kPa gauge
Air injection pressure (AIP) 650kPa gauge
Fuel pulse width (FPW) 4.1ms & 3.1ms 
Air pulse width (APW) 3ms
Fuel metering gain (FMG) 10mg/pulse
Air metering gain (AMG) 8.43mg/pulse
Fuel and air injection delay (FAD) -1, 0 and 1ms
Ambient pressure 101kPa abs.

Table 1. Experimental conditions.

Results and Discussion
The relative SMD of an air-assisted direct fuel injector has been
measured using LIF and Mie scattering. Figure 3 shows ensemble
averaged LIF, Mie scattering and relative SMD images collected
separately. These images were obtained at 1.8ms after the start of
air injection for 720kPa fuel injection pressure and 650kPa air
injection pressure. Both LIF and Mie scattering images were not
corrected for laser profile variation since the images and the
profiles are divided to produce the relative SMD. The systematic
laser profile features could therefore be cancelled across both the
laser height and thickness of the laser sheet. The LIF image
shows the liquid volume fraction, with most of the fuel mass in
the centre of the spray. The Mie scattering image also has a
strong signal in the centre of the spray but is narrower in width
compared to the LIF image. The relative SMD image possesses a



small degree of asymmetry about the injector centreline, and such
behaviour was seen throughout the present set of experiments
(eg. figure 7). Previous experiments showed that similar,
asymmetric results were reflected when the injector was rotated
1800, thus showing that this was due to non-axisymmetry in the
experimental set-up, rather than in the measurement technique.

Figure 3. Time-averaged images of LIF signal (left), Mie
scattering signal (middle) and relative SMD (right).

The relative SMD image shows that the edge of the spray
contains larger droplets, whilst there are smaller droplets in the
centre. Near the nozzle tip, the signal is not well defined due to
the presence of fuel ligaments and surface scattering of the
incident laser beam. Each of the three images in figure 3 shows
that the spray roughly resembles a downward pointing arrow; the
Mie scattered result shows this most clearly. This behaviour is
thought to be due to the shedding of a vortex ring from the
injector at the start of injection. Such behaviour is common in
studies of pulsing, single phase injection. In the present, two
phase case, the smaller droplets are presumably entrained more
by the vortex ring, and are wrapped around the ring as it
translates, leading to this ‘arrowhead’ shape. This behaviour, if
true, highlights the coupling between the gas and liquid phases in
this injection system, and is very different to that of a liquid-only
injector. Further experiments (in particular particle image
velocimetry) and ongoing numerical simulations will determine
whether this vortex structure actually exists.

Figure 4. Comparison of relative SMD for different time interval
between fuel and air injection (FAD).

Figure 4 shows the effect of fuel air delay (FAD) on the
ensemble averaged SMD. These images were measured 2.0ms
after the start of air injection with a 720kPa fuel injection
pressure and 650kPa air injection pressure. As can be seen in this
figure, there is a difference in droplet size between locations such
as the centre and periphery of the spray, and the droplet size is
larger away from the spray centreline. This is thought to be due
to the larger droplets maintaining their initial trajectory better

because of their greater inertia. The smaller droplets are deflected
more by the air, and so can migrate to the injector centreline. The
relative SMD also increases as the FAD decreases. Reasons for
this trend in FAD are not clear, and are presently being studied
using numerical simulations.

Spray characteristics of interest also include the spray tip
penetration length, the spray cone angle and the overall spray
SMD. The spray tip penetration length was measured directly
from the spray images and obtained by measuring the distance
from the injector exit (figure 2b) to the lowest intensity Mie
scattering contour in the axial direction. Figure 5 shows the spray
tip penetration length as a function of time for the two different
fuel injection pressures (FIP) and delay between fuel and air
injection (FAD). The effects of varying the FIP and FAD are
relatively small. This is to be expected for positive FAD’s, since
the fuel and air injection events are then separate, with the fuel
being dumped into the internal reservoir and then injected by the
air into the chamber. The spray penetration is also expected to
decrease for negative FAD’s, and figure 5 shows this beginning
to occur by FAD=-1ms.
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Figure 5. Spray tip penetration length for different fuel injection
pressure  (FIP) and time interval between fuel and air injection

(FAD).

The spray shape factor is defined as
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Figure 6 shows that the spray shape factor decreases rapidly after
the start of injection at all the conditions studied. As figure 7
shows, this is due to the width of the spray remaining relatively
contained as the spray penetrates into the chamber. This
highlights once again the effect of the air-assist on the spray
development [7].

Figure 7 displays a collection of back-illuminated and relative
SMD spray images for different times after the start of air
injection. The relative SMD results for later times are not shown
due to the charge impinging on the chamber walls and filling the
chamber. As mentioned earlier, there is a delay between the
electrical triggering of the start and end of injection and the
mechanical response of the injector. The opening and closing
delays for this injector were approximately 1.0ms and 0.6ms
respectively. The back-illumination passes through the entire
spray and is therefore a projection of an (ideally) axisymmetric
problem, rather than a planar image such as those shown for the
relative SMD. Nonetheless, the penetration of the spray in both



cases is similar, and there is some suggestion of the
aforementioned spray ‘arrowhead’ in the back-illuminated results
at 1.8ms.
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Figure 6. Spray shape factor for different fuel injection pressure
(FIP) and time interval between fuel and air injection (FAD).

Conclusions
The characteristics of the fuel spray from an air-assisted, gasoline
direct fuel injector have been performed using optical techniques.
The technique of ‘laser sheet drop-sizing’ (LSD), which required
the combined use of Mie scattering and laser induced
fluorescence (LIF), allowed determination of the relative Sauter
mean diameter (SMD) of the fuel spray. Both the Mie and LIF
images were ensemble averaged over separate injection events,
thereby permitting study of the transient development of the
ensemble averaged spray.

Several, interesting aspects of the transient spray behaviour were
noted. The previously reported spray containment enabled by the
air-assist was observed, with the spray maintaining a narrow

width as it penetrated into the chamber. The largest droplets were
also observed to lie away from the spray centreline, which was
considered reasonable. Finally, there was also some evidence that
a vortex ring was shed from the injector at the start of injection,
although further, planned experimental and numerical studies are
required to confirm this. 
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Abstract

It has been noted that the scale-by-scale distribution of kinetic
energy in a turbulent flow is more readily observed in spectral
space, usingE(k), than in real space, using the second-order
structure function. For example, the 5/3rds law is usually easier
to identify in experimental data than the equivalent 2/3rds law.
We argue that this is not an implicit feature of a real-space de-
scription of turbulence. Rather, it is because the second-order
structure function mixes small and large-scale information. In
order to remedy this problem, Davidson[1] introduced a real-
space function,V(r), which plays the role of an energy density
function, somewhat analogous toE(k). In this paper we exam-
ine data taken in a variety of flows and determine the form of
V(r) in intermediate Reynolds number turbulence. We find that
dissipation-range phenomena, such as the bottleneck effect, and
the energy injection range are clearly evident in the signature
function, but are absent in the structure function.

A Problem with the second-order Structure Function.

There are two common methods of describing how kinetic
energy is distributed amongst the hierarchy of eddy sizes in
isotropic turbulence. These are the three-dimensional energy
spectrum,E(k), and the second-order structure function, de-
fined as,

〈
[δu(r)]2

〉
=

〈
[ux (x+ rêx)−ux (x)]2

〉
.

The utility of the energy spectrum rests, in part, on three useful
properties ofE(k):

1. it is positive;

2. it integrates to give the kinetic energy; and

3. a random distribution of eddies of fixed sizele produces
an energy spectrum of the form,

E(k)∼
〈

u2
〉

le(kle)4exp
[
−(kle)2/4

]
,

which exhibits a peak atk ∼ π/le (see, for example,
Ref.[1]).

The first two properties tells us that we may regardE(k) as an
energy distribution in spectral space, while the third suggests
that we may loosely associate eddy size withπ/k, at least in
the rangeη < π/k < l , wherel andη are the integral and Kol-
mogorov scales[2], respectively.

The second-order structure function can also be used to de-
scribe the distribution of energy over different scales. How-
ever, it has profound limitations, as we now show. The usual

explanation for using
〈
[δu(r)]2

〉
as a measure of energy den-

sity is the following. Eddies of size much less than the sepa-
ration r can induce a large signal atx or x’ = x + rêx, but not

at both points simultaneously. Thus eddies smaller thanr tend
to induce a contribution to[δu]2 which is of the order of their
kinetic energy. On the other hand, eddies much greater than
r tend to produce similar velocities at bothx and x’ , and so
make little contribution to the velocity difference,δu. So we
might think of the structure function as a sort of filter, suppress-
ing information from eddies of size greater thanr. Given that
3
4

〈
[δu]2

〉
→ 1

2

〈
u2

〉
for larger we might expect that,

3
4

〈
[δu(r)]2

〉
∼ [energy in eddies of size< r]

∼
∫ ∞

π/r
E(k)dk, (1)

and indeed such estimates are commonly made[3]. This led

Townsend[3] to proposeVT (r) = d
〈

3
4 [δu]2

〉
/dr (the subscript

T to indicate Townsend) as a kind of energy density which plays
a role analogous toE(k). However, this is a deeply flawed view.
Eddies whose sizes are much greater thanr produce a contribu-

tion to 3
4 [δu]2 of the order of34

〈
(∂ux/∂x)2

〉
r2 = 1

10

〈 1
2ω2〉 r2,

so that we should replace Eq. (1) by the estimate,

3
4

〈
[δu(r)]2

〉
∼ [energy in eddies of size< r]+

(
r2/10

)

×[enstrophy in eddies of size> r]. (2)

Indeed it is readily confirmed, using the transform pair which

relatesE(k) to
〈
[δu(r)]2

〉
, that a good approximation to the

relationship between these two quantities is[1],

3
4

〈
[δu(r)]2

〉
≈

∫ ∞

π/r
E(k)dk+(r/π)2

∫ π/r

0
k2E(k)dk, (3)

which is precisely what we would expect from Eq. (2) [see
Ref.[1] for a more detailed discussion of the progression from

Eq. (1) to Eq. (3)]. Thus
〈
[δu(r)]2

〉
mixes large- and small-

scale information, as well as information about energy and en-
strophy. It follows thatVT(r) is not a satisfactory estimate of the
kinetic energy density. This failure ofVT(r) led Davidson[1] to
introduce a new function, called thesignature function, which
seeks to eliminate the large-scale information contained in Eqs.
(2) and (3).

An Alternative to the Structure Function: The Signature
Function.

The signature function is defined for isotropic turbulence only.
It is:

V(r) =−1
2

r2 ∂
∂r

1
r

∂
∂r

{
3
4

〈
[δu(r)]2

〉}
. (4)

It may be shown thatV(r) has the following properties[1]:



1. ∫ r

0
V(r)dr ≥ 0;

2. ∫ ∞

0
V(r)dr =

1
2

〈
u2

〉
;

3. a random distribution of eddies of fixed sizele gives rise
to the signature function,

V(r)∼
〈

u2
〉

l−1
e (r/le)3exp

(
−r2/l2e

)
,

which has a peak aroundr ∼ l .

If we compare these properties with those ofE(k) we see that,
like the energy spectrum,V(r) may be thought of as an energy
density, withr interpreted as eddy size. The formal relationship
betweenE(k) andV(r) is readily shown to take the form of a
Hankel transform[1],

rV (r) =
3
√

π
2
√

2

∫ ∞

0
E(k)(rk)1/2J7/2(rk)dk, (5)

from which it may be shown that,

rV (r)≈ [kE(k)]k=π̂/r ,

whereπ̂ = 9π/8. For example, the difference betweenrV (r)
and [kE(k)]k=π̂/r can be shown to be less than 4% for power-
law spectra of the form[1],

E = Akn, −2 < n < 1.

One illustration of this is the 2/3rds law,
〈
[δu(r)]2

〉
= βε2/3r2/3, (6)

(whereβ is the Kolmogorov constant andε the mean turbulent
energy dissipation rate) whose spectral equivalent is

E(k) = 0.761βε2/3k−5/3.

In terms ofV(r) we have, from Eq. (4),

rV (r) =
1
3

βε2/3r2/3 = 1.016[kE(k)]k=π̂/r . (7)

The aim of the present work is to evaluateV(r) for data taken
from various flows. We will demonstrate thatV(r) is a superior

diagnostic tool to
〈
[δu(r)]2

〉
for examining the energy structure

of turbulence in the scale rangeη < r < L. Although this paper
limits itself to “second-order” quantities, it is possible to define
“higher-order” signature functions[1, 4]. For example, the nat-
ural progression fromV(r) is to define a signature function that,
in some way, corresponds to the turbulent kinetic energy trans-
fer flux and is comparable to the third-order structure function.

An Analytical Example

A simple example which demonstrates the utility of Eq. (4) is
the following. Batchelor[5, 6] introduced a model expression
for the second order structure function in the equilibrium range.
It is exact in the limitr ¿η andr Àη, and interpolates between
these limits. It is:

15
〈
[δu(r/η)]2

〉
/u2

κ =
(r/η)2

[
1+(15β)−3/2 (r/η)2

]2/3
, (8)

where η
(
≡ ν3/4ε−1/4

)
and uκ

(
≡ ν1/4ε1/4

)
are the Kol-

mogorov length and velocity scales respectively. Figure 1
shows both Eq. (8) [withβ = 2.06[10]] and 3 times Eq. (4)
normalized byε2/3r2/3. A viscous bottleneck effect[11, 12, 13]
is clearly observed for the signature function in the cross-over
region between the dissipative and inertial ranges. In the dissi-
pative range, the signature function, unlike the structure func-
tion, quickly decays to zero asr/η → 0. Both functions begin
to display the required 2/3rds scaling from the same value of
r/η≈ 100.
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Figure 1: Curves of3rV (r) and
〈
[δu(r)]2

〉
, normalized by

ε2/3r2/3 and plotted againstr/η, for Batchelor’s parametric

form, Eq. (8). ——–,3rV (r); – – – –,
〈
[δu(r)]2

〉
.

The Experimental Determination of the Signature Function.

The Experimental Data

The experimental data used for the present study are measure-
ments made in fully developed turbulent wakes flows. Detailed
experimental conditions can be found in Refs. [7, 8, 9] and need
not be repeated here. The majority of data is acquired in a sim-
ple inexpensive geometry, which we call aNORMAN grid, that
“stirs” vigorously on large scales. The geometry is composed of
a perforated plate superimposed over a bi-plane grid of square
rods. The grid is located in a blow-down wind-tunnel[7] of test
section dimensions35× 35 cm2 and2 m length. The central
three rows of the original bi-plane grid (mesh sizeM = 50mm,
original solidityσ = 33%) have alternate meshes blocked (final
σ = 46%). As well as theNORMAN grid geometry, normal
plate and circular cylinder wake data are re-evaluated here with
original details also found in Ref.[7]. The measurements are
made on the centreline of the wake formed behind each geom-
etry at a downstream measurement station ofx/d≈ 40. For all
flows, signals ofu are acquired on the mean shear profile cen-
treline.

All data are acquired using the constant temperature anemom-
etry (CTA) hot-wire technique with a single-wire probe made
of 1.27µmdiameter Wollaston (Pt-10% Rh) wire. The instanta-
neous bridge voltage is buck-and-gained and the amplified sig-
nals are low-pass filteredfl p with the sampling frequencyfs
always at least twicefl p. The resulting signal is recorded with
12-bit resolution. Throughout this work, time differencesτ and
frequenciesf are converted to streamwise distancer (≡ τU)
and 1-dimensional longitudinal wavenumberk1 (≡ 2π f/U)
respectively using Taylor’s hypothesis. The mean dissipation
rateε is estimated assuming isotropy of the velocity derivatives



i.e.ε≡ εiso = 15ν〈(∂u/∂x)2〉. We estimate〈(∂u/∂x)2〉 from the
average value ofE1D(k1) [the 1-dimensional energy spectrum
of u such thatu2 =

∫ ∞
0 E1D(k1)dk1] and from finite differences

〈(∂u/∂x)2〉 = 〈ui+1− ui〉2/(U fs)2. For most of the data, the
worst wire resolution is≈ 2η whereη is the dissipative length

scale≡ ν3/4ε−1/4
iso . We have chosen not to correct for the de-

crease in wire resolution that is associated with an increase in
Rλ, since all methods known to us rely on an assumed distri-
bution for the 3-dimensional energy spectrum. For most of the
data, the worst wire resolution is≈ 2η. For theNORMAN grid
data, the worst wire resolution is≈ 4η.
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Figure 2: TheReλ dependence of (a),
〈
[δu(r)]2

〉
; and (b),〈

[δu(r)]2
〉

normalized byε2/3r2/3 and plotted againstr/η, for

NORMAN grid turbulence over the rangeReλ = 200− 400.
The↗ arrow points in the direction of increasingReλ.

Results

Figures 2 and 3 show theReλ dependence of
〈
[δu(r)]2

〉
and

3rV (r) respectively. The data are calculated from the measure-
ments made in theNORMAN grid experiment[8, 9] over the

rangeReλ = 200−400. Figure 2(a) shows that
〈
[δu(r)]2

〉
∼ r2

asr → 0 and
〈
[δu(r)]2

〉
∼ r2/3 in the inertial range while Fig-

ure 3(a) shows that3rV (r)∼ r4 asr → 0 and3rV (r)∼ r2/3 in
the inertial range. The scaling behavior in the rangeη¿ r ¿ L
can be more easily gleaned from Figs. 2(b) and 3(b). For
both quantities,Reλ dependent behaviors are observed. The
signature function has a higher amplitude at large Re, and has
acquired the characteristic double hump shape seen in energy
spectra, e.g. see Fig. 5 in Ref. [14]. This second hump occurs
in the region ofr ≈ L.

In Figure 4 we compare3rV (r) and
〈
[δu(r)]2

〉
, both normal-

ized byε2/3r2/3, for NORMAN grid turbulence atReλ = 255.
According to Eq. (7) the inertial range in such compensated

plots should show up as a plateau with a numerical value equal
to β. It is clear that, because of the modest value ofReλ, only
a limited inertial range is discernable in the signature or struc-
ture functions. Never-the-less, the expected overshoot in en-
ergy at the junction of the inertial and dissipation ranges shows
up clearly in the signature function, though not in the structure
function. The cause of this overshoot, which has become known
as the bottleneck effect[11, 12, 13], are the viscous forces[1].

Figure 5 shows compensated plots ofrV (r) for NORMAN grid
turbulence(Reλ = 255) and for wakes behind a plate(Reλ =
248) and a cylinder(Reλ = 254). This time we use a linear plot
and restrict ourselves tor < L, which corresponds tor/η∼ 300.
The inertial range shows up more clearly in these plots, with
a Kolmogorov constant of aroundβ ≈ 2.0 in good agreement
with the consensus value[10]. More details of the experimental
determination ofV(r) may be found in Ref. [4].
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Figure 3: TheReλ dependence of (a),3rV (r); and (b),3rV (r)
normalized byε2/3r2/3 and plotted againstr/η, for NORMAN
grid turbulence over the rangeReλ = 200−400. The↗ arrow
points in the direction of increasingReλ.

Final remarks and conclusions

We have explored the utility of the signature functionV(r) as

an alternative to the structure function
〈
[δu]2

〉
in describing

turbulent kinetic energy in real space. At small separationsr,

the signature functionV(r), unlike
〈
[δu]2

〉
, captures the bot-

tleneck behavior seen in Fourier space[11, 12, 13]. At larger,
e.g. r = L, the signature functionV(r) indicates the region of
large scale energy input. For the range ofReλ investigated in
the present workV(r) clearly indicates that the large and small
turbulent scales have insufficient separation for a “true” inertial
range to exist.
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Abstract  
 
In this study, a two dimensional numerical simulation of natural 
convection in a side-heated cavity is carried out. The evolution of 
the hot horizontal intrusion is observed and its physical properties 
are described. The results show that after the hot intrusion 
reaches the cold wall, due to the hot fluid accumulation and the 
associated buoyancy effect in the cold top corner, a flow 
opposing the cold boundary layer flow firstly appears and then 
forms a local circulation. This circulation then moves back to the 
hot wall, and eventually a cavity-scale oscillation is formed 
between the hot and cold walls underneath the ceiling of the 
cavity.  
 
Introduction  
 
Natural convection in a rectangular side-heated cavity is a 
problem of fundamental interest to fluid mechanics, with many 
industrial applications such as electronic cooling systems, heat 
exchangers, solar water heaters and crystal growth procedures. 
Studies of this topic have been conducted for many years since 
Batchelor [1] first presented natural convection in a cavity of a 
large aspect ratio with a temperature difference between the 
sidewalls. Based on a detailed scaling analysis, Patterson & 
Imberger [2] portrayed the physical processes and features of the 
natural convection caused by abruptly heating and cooling two 
sidewalls respectively, and classified the laminar transient flow 
from the start-up to the steady state into different flow regimes. 
Major flow regimes include the vertical boundary layer growth, 
the horizontal intrusion and approach to steady state, which have 
been validated by experimental measurements [3] and numerical 
simulations [4]. Accompanying the above-mentioned theoretical 
analyses [1, 2], many significant experimental and computational 
results have been subsequently obtained in the context of the 
basic flow in a side-heated cavity. A representative experiment 
by Ivey [3] firstly and rather comprehensively described certain 
kinematic properties of the transient flow. The basic flow field 
was visualized in [3], and separation of the horizontal intrusion 
from the horizontal boundary was observed. Another 
comprehensive numerical and experimental description of the 
flow evolution in a side-heated cavity was reported in [5], and 
some basic physical properties of the transient flow were 
discussed.  
 
It is known that a vertical boundary layer flow firstly appears 
when the sidewall of a cavity is abruptly heated or cooled. A 
distinct feature of the transient boundary layer flow is the 
leading-edge effect (LEE), which is characterised by high-
frequency oscillations and even turbulence of natural convection 
in the side-heated cavity [6, 7]. A major discrepancy between the 
theoretical predictions and experimental measurements of the 
arrival time of the LEE was resolved by Armfield & Patterson [6] 
and Patterson et al [7] who confirmed that the arrival time of the 
LEE was determined by the velocity of the travelling waves 
which comprised the LEE. Another important feature of the 
vertical boundary layer is entrainment, which was discussed by 
Wright & Gebhart [8]. It is expected that the entrainment play a 

key role in the transition of the vertical boundary layer from the 
start-up to quasi-steady state.  
 
The horizontal intrusion is another important physical process in 
the side-heated cavity. The flow structure of the horizontal 
intrusion was visualized using the shadowgraph technique [9]. 
Contradictory explanations have been given in the literature for 
the mechanism responsible for the separation of the transient 
intrusion. Ivey [3] suggested that an internal hydraulic jump 
resulted in the separation. This explanation was supported by 
Paolucci & Chenoweth [4], but questioned by Patterson & 
Armfield [5] and Ravi et al [10]. It was suggested in [10] that the 
separation resulted from thermal effects; that is, the relatively 
cold fluid detached from the ceiling under the action of buoyancy 
forces when it reached the hot top corner. However, this 
explanation is not convincing because the fluid in the cavity core 
is not stratified in the early intrusion stage, and thus there is no 
‘colder’ part of the intrusion relative to the ambient fluid near the 
hot top corner. The authors are currently investigating the 
dynamic mechanisms that are responsible for the separation of 
the horizontal intrusion flow, and the outcomes will be reported 
separately.  
 
Despite of a large body of literature devoted to the transient 
natural convection boundary layer flow in a side-heated cavity 
over the last two decades, limited attention has been paid to the 
evolution of the horizontal intrusion after the start-up, which will 
be the primary focus of the present investigation. 
 
Numerical procedures  
 
Under consideration is a two-dimensional rectangular domain. 
The dimensions of the physical domain are based on the 
experimental model described in [11], that is, 0.24-m high (H) by 
1-m long (L). The working fluid is water. The two-dimensional 
Navier-Stokes and energy equations with Boussinesq 
approximation to be solved are as follows  

,0=+ yx vu  (1) 

),(1
yyxxxyxt uupvuuuu ++−=++ − νρ  (2) 

),()(1
myyxxyyxt TTgvvpvvuvv −+++−=++ − βνρ  (3) 

),( yyxxyxt TTvTuTT +=++ κ  (4) 
where T is the temperature, p pressure, u the velocity in the x-
direction, v the velocity in the y-direction, g the acceleration due 
to gravity, β the coefficient of thermal expansion, κ the thermal 
diffusivity, and ν the kinematic viscosity. Subscripts represent 
partial differentiation except that Tm denotes a mean temperature. 
The SI units are adopted for all quantities throughout the paper. 
 
The boundary conditions are shown in figure 1 along with the 
coordinate system, with the origin located at the center of the 
cavity. Initially, the fluid in the cavity is motionless and 
isothermal. 
 
The above equations are solved using the SIMPLE scheme, 
where the spatial derivatives are discretized with a second-order 
upwind scheme. In order to accurately capture the features of the 
boundary layer flows, a non-uniform grid system is constructed 
with finer grids in the vicinity of wall boundaries. A 165 (H) × 



 

463 (L) mesh is adopted with the smallest cells of 0.2 × 0.2 mm2 
at the corners and a mesh expansion factor of 1.04 along both the 
horizontal and vertical directions toward the center of the domain 
(a similar mesh system was used in [5]). In addition, a finer mesh 
(199×563) and a coarser mesh (133×387) are also tested. The 
results of the mesh dependence test are shown in figure 2, which 
plots the time series of the calculated temperature at a point 
within the hot boundary layer for each mesh. Clearly, the two 
finer meshes produce almost identical results, and thus the 
medium fine mesh (165 × 463) is eventually adopted. Time 
marching is done by a second order implicit scheme. It is found 
that a time step of 0.4 second (smaller than that used in [5]) is 
sufficiently small to capture the features of the intrusion, and the 
stability of the scheme is also guaranteed for the non-uniform 
grids. 
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Figure 2: Time series of the temperature at (x = 0.498, y = 0.09) obtained 

with different meshes. 
 
In the present investigation, the temperature difference between 
the two sidewalls is fixed at 16 K and the mean temperature is 
295.55 K. The corresponding Rayleigh number and Prandtl 
number, which are defined below, are 3.77×109 and 6.64, 
respectively,  

,
3

νκ
β THg

Ra
∆=   

(5) 

.
κ
ν=Pr   

(6) 
 
Results and Discussions 
 
The present study focuses on the horizontal intrusion. Since the 
intrusion flow impacts on other flows within the core and the 
boundary layers, naturally, some kinematic properties of other 
flows in the side-heated cavity are also described.  
 
Figure 3 shows plots of the temperature contours and stream 
functions at different times of the early stage of the flow 
development. In all the figures, the hot wall is to the right. It is 
seen in figure 3(a) that a group of trailing waves of the hot 
intrusion appear in the upper-right corner. In the meantime, a 
large anticlockwise circulation (hereinafter referred to as the 
front circulation) under the intrusion front is generated by a 
strong shear as seen in 3(b). With the passage of time, those 
trailing waves gradually regress to the hot top corner as shown in 

3(c), and the front circulation arrives at the cold sidewall in 3(d). 
The front circulation then moves downstream along the cold 
sidewall in 3(f) and eventually dissipates into the core 3(h). Since 
the cold sidewall cannot cool and entrain all the hot intrusion to 
the bottom, increasing hot fluid is accumulated in the cold top 
corner (the upper-left corner). As a consequence, a tilted flow 
field forms near the cold top corner as shown in 3(h). In addition, 
the intrusion front stretches gradually downward along the cold 
sidewall, as indicated by the temperature contours shown in 3(e) 
and 3(g).  
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Figure 3: (a), (c), (e) and (g) temperature contours. (b), (d), (f) and (h) 

streamlines. 

Figure 1: Physical domain and boundary conditions. 
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Figure 4: (a), (c), (e) and (g) temperature contours. (b), (d), (f) and (h) 

streamlines. 
 
Likewise, a tilted density field is also generated near the cold top 
corner as can be seen in figure 3(g), and some buoyancy forces 
are associated with the tilted density field.    
 
The subsequent flow development is shown in figure 4. As a 
consequence of the above-mentioned buoyancy effect, a reverse 
flow near the cold sidewall is generated as shown in 4(b). At this 
time, the temperature contours exhibit an upward ‘thermal 
tongue’ near the upper corner of the cold sidewall in 4(a). As the 

hot intrusion further accumulates in the cold top corner, the 
increasing buoyancy effect forces the thermal ‘tongue’ to rotate 
in the clockwise direction 4(c), and eventually, a clockwise 
circulation as shown in 4(d) is formed in the region.  
 
Figure 4(f) shows that this clockwise circulation is travelling 
toward the hot sidewall, although it has been weakened 
significantly. Moreover, the clockwise circulation splits the hot 
intrusion into two parts, one of which continues to run to the cold 
sidewall along the ceiling and the other jets into the core as seen 
in 4(f). After about 720 seconds, the clockwise circulation is 
completely dissipated and forms a reverse flow relative to the hot 
intrusion as shown in 4(h). This reverse flow then pushes the 
trailing waves near the hot (upper-right) corner closer to the hot 
sidewall (4g). It also impacts on the flow properties and structure 
of the hot vertical boundary layer. In addition, it is clear in figure 
4 that the temperature contours in the upper part of the cavity 
move downward toward the core as the reverse flow moves back 
to the hot sidewall. This implies that the reverse flow speeds up 
the core stratification.  
 
For the purpose of gaining insights into the details of the flow 
near the cold top corner when the hot intrusion reaches the cold 
wall, figure 5 shows the velocity vector field at the same time as 
of figure 4(d). It is seen in this figure that the strong shear 
between the clockwise circulation and the hot intrusion 
underneath the ceiling induces some smaller scale circulations in 
the region as well as some waves in the coming hot intrusion. A 
detailed discussion on the corresponding kinematic and dynamic 
mechanisms as well as the evolution of these waves will be 
reported separately.  
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Figure 5: Velocity field in the cold top corner at 320s. 

 
As shown in figure 4(h), the reverse flow has been significantly 
dissipated when it moves toward the hot sidewall. However, this 
flow does not disappear, and eventually it causes a cavity-scale 
oscillation in the upper part of the cavity (a back and forth flow 
between the hot and cold walls). Figure 6(a) shows this cavity-
scale horizontal oscillation using a time series of the horizontal 
velocity obtained at the point (x = 0, y = 0.07). It is seen that the 
amplitude of the oscillations decreases significantly after the first 
oscillation cycle as indicated by I in figure 6(a). The first two 
cycles (I and II in figure 6a) are completed by 1400 seconds, but 
the oscillation actually lasts for a longer time with reduced 
amplitude. At the point shown, the time duration for which the 
velocity is positive (the reverse flow) is more than 200 seconds. 
Despite of the reduced intensity of the cavity-scale oscillation, it 
plays a key role in the stratification of the core, as shown in 
figure 4.  
 
Similarly, there always exists a symmetrical oscillation of the 
cold intrusion in the lower part of the cavity. Figure 6(b) shows 
the horizontal velocity profile at x = 0 at different times. Two 
symmetrical oscillations, one in the upper part and the other in 
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lower part of the cavity respectively, can be clearly observed in 
figure 6(b).  
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Figure 6: (a) Horizontal velocity (u) against time at the point (x = 0, y = 
0.07). (b) Horizontal velocity profile at x=0 at 320, 680, 1040 and 1400s. 
 
Conclusions  
 
This paper focuses on the horizontal intrusion generated in the 
suddenly heated and cooled cavity. The physical properties of the 
intrusion are described, and a back and forth flow between the 
hot and cold walls is observed.  
 
The numerical results show that some trailing waves initially 
evolve from the intrusion and a large anticlockwise circulation 
below the hot intrusion front forms. With the passage of time, 
this anticlockwise circulation moves horizontally to the cold 
sidewall and eventually dissipates. Subsequently, another 
clockwise circulation, close to the cold sidewall, is generated. 
This clockwise circulation produces a strong shear with the hot 
intrusion underneath the ceiling, inducing some smaller scale 
circulations and waves in the hot intrusion. The clockwise 
circulation moves back to the hot sidewall and forms an 
oscillation (a back and forth flow between the hot and cold 
walls). The oscillation is typical of the internal gravity wave of 
natural convection in a side-heated cavity, and can impact on 
both the vertical boundary layer flow and stratification of the 

fluid in the core to some extent. This is because, on one hand, the 
oscillation can push the trailing waves in the hot top corner closer 
to the hot wall, thus changing the properties and structure of the 
hot vertical boundary layer flow; on the other hand, the hot 
intrusion into the core is split by the back and forth flow and 
speeds up the core stratification.  
 
In conclusion, oscillations of the horizontal intrusion can play a 
key role in the transition of natural convection in a side-heated 
cavity. A more detailed kinematic description and dynamic 
discussion related to this issue will be reported separately. 
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Abstract

A unique form of powdered delivery system, a biolistic system,
has been developed. This novel technology is to accelerate par-
ticles in micro-particle form by a gas flow behind a travelling
shock wave, so that they can attain sufficient momentum to pen-
etrate the skin and thus achieve a pharmacological effect. One
of the most recent developments is a mouse biolistic system,
used in immunological studies. These studies require powdered
vaccine to be delivered into the epidermis of the mouse with a
narrow and highly controllable velocity distribution and a uni-
form spatial distribution. In this paper, Computational Fluid
Dynamics (CFD) has been utilized to characterize the complete
operation of a prototype mouse biolistic system. The key fea-
tures of the gas dynamics and gas-particle interaction are dis-
cussed.

Introduction

A needle-free epidermal powdered delivery system, a biolistic
system, has been developed at University of Oxford (Bellhouse
et al, 1994, [1]). The underlying principle of the system is to
accelerate a pre-measured dose of vaccine and drugs in micro-
particle form to an appropriate momentum by a high speed gas
flow in order to penetrate the outer layer of the skin to achieve
a pharmacological effect.

The biolistic system has shown many advantages over conven-
tional needle and syringe, in terms of effectiveness, cost and
health risk. The system can deliver powdered vaccine into a de-
sired layer of skin or tissue to achieve the optimal effect. When
antigenic compounds are delivered to skin or mucosa, the biolis-
tic system requires less material to elicit the equivalent immune
response [2, 12]. The formulation of vaccines in powder form
can also improve stability, making transport and storage simple
and inexpensive.

Recently, the mouse biolistic system, has been used in particle
impact and immunological studies [7, 13, 14]. These studies re-
quire powdered vaccine preferably to be delivered into specific
epidermis of the mouse skin with a narrow and controllable ve-
locity range and uniform spatial distribution.

In this paper, Computational Fluid Dynamics (CFD) is utilized
to simulate the gas and particle dynamics of a mouse biolistic
system. The performance of this system is investigated in a se-
ries of numerical simulations. The main features of the starting
process are presented. Predicted gas and particles characteris-
tics within prototype system are compared with experimental
data. The primary emphasis of this study is to gain new insights
into the nozzle starting process and the interaction between the
gas and particles. Representative results for a variant of the noz-
zle contour are given.

Murine biolistic system

Figure 1 shows a schematic of the mouse biolistic system, a
variation of the Contoured Shock Tube system(CST). Key as-

pects of principles of operation are described by Kendall (see
reference [6]). Essentially, the rupture of the diaphragms forms
a primary shock wave, which propagates downstream and initi-
ates an unsteady gas flow, as in a classical shock tube [15]. A
quasi-state supersonic flow (QSSF) is subsequently established.
In the course of these processes, particles are entrained in the
gas flow and accelerated towards the nozzle exit. The gas is de-
flected, while the particles maintain a sufficient momentum to
breach the stratum corneum and target the underlying cells in
the viable epidermis.

Figure 1: A schematic of the murine biolistics system.

The system is optimized such that the bulk of the particle cloud
is accelerated in the QSSF and not in the starting process. This
is achieved by the choice of system geometry, gas species, oper-
ation pressure and particles. The upstream termination bound-
ary of the particle delivery window is defined by the reflected
expansion wave. Therefore an emphasis is placed upon gain-
ing new insights in to the nozzle starting process and the gas-
particle interactions.

The characteristics of the steady flow generated by the prototype
mouse biolistic system have been analyzed theoretically with
ideal shock relations. For a nominal diaphragm burst pressure
of 2070kPa, the primary shock Mach number (Mas) is 2.343,
the pressure for both Regions 2 and 3 in the shock tube is 632
kPa, and Mach numbers for Regions 2 and 3 (using standard
shock tube nomenclature) are 1.133 and 0.787, respectively.
The correctly expanded Mach number for helium at the nozzle
exit is 2.11.

The CFD Model

In order to better understand the physical mechanics and help
optimize the design, CFD is utilized to characterize the opera-
tion of the mouse biolistic system, illustrated in Figure 1.

For the solution, Fluent, a commercial available CFD software
package [3], is employed to numerically simulate the multi-
species gas flow and the interaction with the particles. Discrete
and numerical solutions can be obtained by solving the govern-
ing partial differential equations (PDEs) using the finite volume
method to determine the real gas flow field. The convective flux
is discretized by an upwinding Roe vector difference splitter,
and viscous term by the central difference. Time integration has
been explicitly performed. Due to the unsteady motion of the
shock wave process, a coupled explicit solver is chosen. An
overall second order scheme is satisfied spatially and tempo-
rally. For an efficient, time-accurate solution of the precondi-
tioned equations, a multi-stage scheme is employed.



Modelling of particle dynamics requires knowledge of the fluid
flow field as well as the variation of the drag coefficient with
relative Reynolds and Mach numbers. It is evident that there
is great discrepancy between the correlations proposed for the
particle drag coefficient. These discrepancies stem from the dif-
ferent ranges of Reynolds and Mach number covered, gas flows,
particle sizes and density ranges and the particle concentration.

Regarding to our particular application, which consists of both
subsonic and supersonic unsteady flow region, the correlation
of Igra and Takayama [5], covering a wider range of Reynolds
number (200 to 101,000), is implemented to determine the un-
steady drag coefficient.

Some validation of this approach with prototypes of biolistic
systems have been conducted through extensive comparison
with experimental data [9, 10, 11] and computational results
from the CFX calculations [4].

Results and discussion

The flow fields under consideration have circular cross sections
and are assumed to be axisymmetric. The emphasis is on the
events after diaphragm rupture, thus the gas filling process is
not simulated. The diaphragm (shown in Figure 1) initially sep-
arates high-pressure driver gas (mixture of helium and air) and
driven gas (air) at atmospheric pressure. In this study, a single
diaphragm is assumed for simplicity, and no attempt is made to
consider the effects of non-ideal diaphragm rupture. Similarly,
we have not included the effects of tissue surface deformation,
studied by Kendall et al [8]. The calculation is started with the
instant rupture of the diaphragm when the driver mixture gas
pressure reaches the pressure of 2.07MPa, which has been ap-
proximately determined from the experiments.

Gas flow

The calculated and experimental history of the static pressure
in the driver chamber (23 mm upstream of the diaphragm), is
shown in Figure 2. The time zero is taken as the rupture of the
diaphragm. The measured pressure is rather oscillatory and the
level is higher than that CFD prediction. This discrepancy is
attributed to the assumption of a closed gas filling system after
diaphragm rupture, and perhaps a weak area change influence
caused by the ruptured diaphragm and the unsteady expansion.
This phenomenon is consistent with other biolistic systems [9,
4].
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In Figure 3, the simulated Pitot pressure history is compared
with corresponding measurements from a centrally located Pitot
probe of 3mmdownstream of the nozzle exit. The CFD has
overestimated the Pitot pressure. This is largely due to poor
spatial sensitivity of the probe in the supersonic flow (the diam-
eter of the Pitot probe is about 2mm, comparing with 4mmof

nozzle exit diameter), which is not considered in the simulation.
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Figure 3: Calculated and measured Pitot pressure history.

In general, however, all the simulated pressure histories in Fig-
ure 2 and 3 are in good agreement with the measurements. The
termination time of the starting process (”A” in Figure 3) is rea-
sonable modelled. It demonstrates that shock, compression, ex-
pansion waves, and interactions between waves and the bound-
ary layer are reasonably predicted by the numerical method em-
ployed.

Further investigation is obtained through examining the se-
quences of the flow field. Closer examination of the formation
of the secondary shock is achieved at time of 89.3µsand 107.4
µsafter diaphragm rupture as shown in Figure 4.1 and 4.2. The
contact surface between the primary shock and the secondary
shock can be identified in the lower half of flow field. The con-
tours within the QSSF, identified in Figure 3 to be 152.5µs., are
shown in Figure 4.3.

Particle flow

The particle trajectories are advanced simultaneously with the
generated gas flow field. In the calculation, the particles are
assumed to be initially arranged in a matrix representing all the
different possible positions within the vaccine particle cassette.

Figure 5 plots the calculated particle impact velocity as a func-
tion of radius. Particles were assumed as sphere with a density
of 19,320kg/m3. The velocity plots clearly show that the par-
ticles are achieved velocity of approximately 640m/s with a
reasonably uniform.

Finally, the key gas flow regimes and the particles cloud trajec-
tories are shown together in the calculated space-time (x-t) dia-
gram, Figure 6. The representation of the gas flow is achieved
by plotting the CFD calculation, in the typical form of contours
of pressure. It can be seen that the particles have been acceler-
ated to the nozzle exit, avoiding the starting process secondary
shock and the reflected expansion wave, and thereby remaining
in the quasi-steady supersonic flow (QSSF).

Alternative nozzle design

The other feature of Figure 6, illustrates oblique shocks associ-
ated with a weak overexpanded nozzle flow, and resulting sep-
arated flow. This observation leads to a new design of the su-
personic nozzle to achieve a quasi-steady correctly expanded
supersonic flow and a more uniform particle impact velocity.
The results are present here.

Figure 7 shows the instantaneous velocity contours in the QSSF
state obtained with an alternative,correctly expanded nozzle de-
sign. The uniformity of gas velocity distribution is further illus-
trated in Figure 8.
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Figure 4: Instantaneous contour plots of velocity and pressure.

Figure 9 plots the calculated particle trajectories. The velocity
plots clearly show that the particles are accelerated to a more
uniform velocity. The improvement in impact velocity distri-
bution is further illustrated by comparison with Figure 5. It is
worthwhile to mention that the nozzle exit diameter has been re-
duced to 3.8mm, still achieving a equivalent impact area. A sta-
tistic analysis of impact velocity, shown in Figure 10, provides
626m/s of a mean velocity, with 1.61m/s standard deviation.

Conclusions

A CFD model has been implemented to gain new insights into
the mouse biolistic system used to accelerate vaccines in micro-
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particle form to impart the skin. Fluent is utilized to simulate
the unsteady gas flow and the interaction with the particles by a
coupled explicit solver.
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Simulated pressure histories agree well with the corresponding
static and Pitot pressure measurements. These calculations have
been used to further explore the gas flow field, with an emphasis
on the nozzle starting process. The quasi-steady supersonic flow
window has been accordingly determined. The action of the
gas flow in accelerating the particles was calculated within the
modelled flow field. The main features of the gas dynamics and
gas-particle interaction are presented.

The preliminary results demonstrate the overall capability of a
new designed supersonic nozzle to deliver the particles to the
skin targets with a more uniform velocity and spatial distribu-
tion.
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Abstract 
A transport PDF (TPDF) approach was used for modelling 
turbulent non-premixed Methane/Hydrogen (1/1 by volume) 
flames issuing from a jet in hot, oxygen-diluted coflow. A 
comparison between the TPDF results and detailed experimental 
data of ξ, temperature, major species and OH is presented for 
flames with different oxygen level in the hot coflow  (oxygen 
mass-fraction of 6%, and 3%).  Results from a previous study 
using the eddy-dissipation concept (EDC) solver, is also 
presented. A comparison in performance between the TPDF and 
EDC models is presented. 
 
Introduction 
In moderate and intense low-oxygen dilution (MILD) 
Combustion [2,17], fuel is mixed with highly diluted and heated 
air to create a distributed reaction zone with a reduced peak 
temperature. Attractive features of these flames include a semi-
uniform temperature field, higher radiation flux and low emission 
of pollutants. Whilst MILD combustion can be classified as non-
premixed jet flames, studies of diffusion flames cannot be 
directly extended to characterise MILD combustion. This is 
because most studies of non-premixed flames are conducted in 
cold air surroundings. Although the concept of MILD 
combustion has been extensively studied experimentally 
[5,6,10,11], mathematical modelling of this regime has received 
relatively little attention [4,7,9]. At first glance this regime seems 
relatively straightforward to model as it does not feature high-
density gradients and complex turbulence-chemistry interactions 
processes, which are prominent in conventional turbulent jet 
flames. However, the conditions of elevated and uniform 
temperature distribution and low oxygen concentration in MILD 
regime, lead to slower reaction rates and enhances the influence 
of molecular diffusion on flame characteristics. These two effects 
in particular challenge the applicability of simple combustion 
models that assume fast chemistry and neglect the effects of 
differential diffusion.  
 
Motivation 
In a previous study [3] the authors used Reynolds-Averaging 
Navier-Stokes (RANS) approach to model the flow, 
compositions and temperature fields of a fuel jet issuing into a 
hot, oxygen-diluted coflow. That study focused on modelling Jet 
in Hot Coflow (JHC) flames measured by Dally et al. [5], and 
examined the effects of various combustion and turbulence 
models, chemical kinetics mechanisms, thermal radiation and 
differential diffusion, on the accuracy of the predictions. It was 
shown [3] that the standard k-ε turbulence model with a modified 
dissipation equation constant (Cε1) provided the best agreement 
with the experiment. Differential diffusion effects were found to 
have a strong influence on the accuracy of the predictions and 
therefore should always be accounted for. It was also found that 
conserved scalar based models, i.e. the ξ/PDF and flamelet 

models, are inadequate for modelling jet in hot coflow (JHC) 
flames.  The representation of the chemistry in the model was 
also found to play an important role in accurately predicting 
flame characteristics. Using detailed chemical kinetics , rather 
than global or skeletal mechanisms, with the eddy-dissipation 
concept (EDC) model was found to improve the accuracy 
significantly. In general, the EDC model performed reasonably 
well for flames with higher O2 concentration in the hot coflow, 
such as flames with 9% O2 and 6% O2. The agreement with the 
measurements however was poor for the 3% O2 case. However, 
the largest discrepancy was noted at the 120mm axial location 
where the model did not perform well, particularly for 3% and 
6% cases. This is  due to the intermittent localised flame 
extinction that the EDC model could not capture.   This paper is 
an extension of our previous study [3] and focuses on examining 
the performance of transport PDF (probability density function) 
approach in modelling JHC flames.  
 
Model Description 
The numerical model constructed for this study is based on the 
geometry and dimensions of the experimental JHC burner used 
by Dally et al. [5], which is designed to emulate the MILD 
combustion regime. The details of the burner geometry, 
computational domain, boundary and inlet conditions, and 
convergence criteria are presented in Ref. [3,5] and are not 
repeated here. The flames of interest that were modelled here  
composed of Methane/Hydrogen (1/1 by volume), issuing into a 
hot coflow with species composition as shown  in Table1. 
 

Test Case YO2 % YN2 % YH2O % YCO2 % 

1 3 85 6.5 5.5 
2 6 82 6.5 5.5 

Table 1.  Species composition in the hot coflow. The jet Reynolds 
number is approximately 10,000 and the nominal fuel jet and coflow 
temperatures are 305K and 1300K, respectively. 
 
Composition Transport PDF Model 
In the RANS approach species equations are Reynolds-averaged, 
which leads to unknown terms for the  turbulent scalar flux and 
the mean reaction rate. The turbulent scalar flux is modelled by 
gradient diffusion, treating turbulent convection as enhanced 
diffusion. The mean reaction rate is modelled by the finite-rate 
EDC model. Since the reaction rate is invariably highly non-
linear, modelling the mean reaction rate in a turbulent flow is 
difficult and prone to error. An alternative to Reynolds-averaging 
the species and energy equations is to derive a transport equation 
for their single-point, joint PDF. This PDF, denoted by P, can be 
considered to be proportional to the fraction of the time that the 
fluid spends at each species, temperature, and pressure state. By 
solving this transport PDF equation, any thermochemical 
moment (e.g., mean or RMS temperature, mean reaction rate) can 



 

be easily computed. The composition PDF transport equation 
[12] is derived from the Navier-Stokes equations as: 
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where P is the Favre joint PDF of composition,  ρ is the mean 
fluid density, ui is the  Favre mean fluid velocity vector, Sk is the 
chemical  reaction rate for species k, ψ is the composition space 
vector, u”i   is the fluid velocity fluctuation vector, and Ji,k is the 
molecular diffusion flux vector. The notation of <...> denotes 
expectations, and <A|B> is the conditional probability of event 
A, given the event B occurs. In Equation (1), the terms on the 
left-hand side are closed, while those on the righthand side are 
not and require modelling. The first term on the left-hand side is 
the unsteady rate of change of the PDF, the second term is 
convection by the mean velocity field, and the third term is the 
reaction rate. The principal strength of the PDF transport 
approach is that the highly non-linear reaction term is completely 
closed and requires no modelling. The two terms on the right-
hand side represent scalar convection by turbulence (turbulent 
scalar flux), and molecular mixing/diffusion, respectively.   
 
Molecular mixing of species and heat was modelled using the 
Euclidean Minimum Spanning Tree (EMST) model [15]. 
Physically, mixing occurs between fluid particles that are 
adjacent to each other. The Modified Curl and IEM (interaction 
by exchange of momentum) mixing models take no account of 
this localness, which can be a source of error. The EMST model 
mixes particle pairs that are close to each other in composition 
space. The particle pairing is determined by an EMST, which is 
the minimum length of the set of edges connecting one particle to 
at least one other particle. The EMST mixing model is more 
accurate than the Modified Curl and IEM mixing models, but 
incurs a slightly greater computational expense.  
 
The transport PDF (TPDF) equation is solved using a Monte 
Carlo method, which is ideal for high-dimensional equations 
since the computational cost increases linearly with the number 
of dimensions. The disadvantage is that statistical errors are 
introduced, and these must be carefully managed. The Monte 
Carlo algorithm involves notional particles that move randomly 
through physical space due to particle convection, and also 
through composition space due to molecular mixing and reaction. 
For the representation of the chemistry into the TPDF model, a 
GRI2.11-based augmented reduced mechanism (ARM) kinetics 
[16] is used. To reduce computational cost of time-integration of 
chemical reactions, the ISAT (is-situ adaptive tabulation) model 
of Pope [13], is used.  
 
Results  
Calculations were performed for the 6% and 3% O2 flames using 
the FLUENT6 package [8]. For comparison purposes the 
modelling results obtained using the EDC model [3] are also 
presented here. It is worth noting that in the EDC model the 
GRI3.0[14] kinetics mechanism was used. This use of different 
mechanism is not expected to have any effect on the conclusions 
drawn from this study. The computational expense of using 
GRI3.0 with the TPDF is prohibitive. Due to space constraints 
only sample of the results are presented, and plotted against 
mixture fraction (ξ) computed using Bilger’s formulation [1].  
 
Figure 1 shows comparison between measured and calculated 
mean temperature profiles at 120mm from the jet exit. The figure 
shows that for both the 3% and 6% O2 flames, the TPDF model 
yields better agreement with the experiment than the EDC model. 
It predicts the peak temperature and its location (in ξ-space) more 

accurately than the EDC model. Similarly, the TPDF predictions 
of species e.g. OH and CO mass fraction are significantly closer 
to the experimental results than the EDC model, as shown 
respectively in Fig.2 and Fig.3. The figures also show that the 
EDC model tends to over-predict the peak values of temperature 
and mass fractions. This behaviour however is not erroneous; 
rather the EDC model tends to capture the peak values of the 
instantaneous measurements.  
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 Fig. 1: A comparison between mean measured and calculated 

temperature at 120mm from the jet exit for 3% and 6% O2 
flames. 

 
It is worth mentioning that when using the Modified Curl or the  
IEM mixing models in the TPDF model, the flame has been 
completely blown off. A stable flame could only be achieved 
using a slightly adjusted EMST mixing model. It was necessary 
to increase the number of the randomly selected pairs of Monte 
Carlo particles at each iteration. The number of pairs (Npair) is 
defined as  
 

t
pair

tNC
N

τ
φ ∆

=
5.1                (2) 

where N is the total number of particles in each computational 
cell, Cφ is  an empirical mixing constant, and is τt  is a turbulent 
time scale (for the k-ε turbulence model this is k/ε). It was 
necessary to increase the value of Cφ from the default value of 2 
to 5 to stabilise the flame.  Despite increasing the number of 
particles per cell from 20 to 40 particles, the solution was not 
significantly affected.  To maintain low statistical error, 40 
particles per cell were used in all the calculations (resulting of 
approximately 4 million particles been tracked at each iteration). 
 
The results in Figs. 1-3 show that the 6% O2 flame produces 
higher CO levels than the 3% O2 flame. This is an unexpected 
behaviour since higher O2 in the coflow stream is expected to 
yield higher conversion of CO into CO2. Similar trends were also 
observed in laminar MILD flame measurements and calculations 
(not presented). It is believed that at MILD combustion 
conditions the current chemical pathways of CO conversion into 



 

CO2 do not hold, and a different kinetics mechanism might be 
required. This issue is beyond the scope of this paper. 
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Fig. 4: A comparison between instantaneous and mean measured and 
calculated temperature at 120mm from the jet exit for 6% O2 flame.   
 
Interestingly, the performance of the TPDF model at upstream 
axial locations of 30mm and 60mm from the jet exit was not 
accurate. The TPDF predictions at these locations were either 
comparable to or slightly better than the EDC model. The 
majority of the TPDF results at the upstream locations tend to 
under-predict the temperature and species concentration. This is 
clearly illustrated in Fig. 5, which shows profiles of H2O mass 
fraction at 60mm for 3% and 6% O2 flames. 
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Fig. 2: A comparison between mean measured and calculated OH mass 
fraction at 120mm from the jet exit for 3% and 6% O2 flames. 
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Fig. 5: A comparison between mean measured and calculated H2O mass 
fraction at 60mm from the jet exit for 3% and 6% O2 flames. 
 
Whilst the TPDF peak OH prediction is better than that of the 
EDC, it is still off by a factor of four from the peak-measured 
value for the 3% O2 case. This is illustrated in Fig. 6, which 
indicates that the flame is not anchored close to the jet exit plane. 
Figure 7 is a contour plot of OH mass fraction for the 3%O2 case, 
showing the flame-stabilisation location at approximately 120mm 
from the jet exit.  

Fig. 3: A comparison between mean measured and calculated CO mass 
fraction at 120mm from the jet exit for 3% and 6% O2 flames. 
 
Considering that the EDC model is based on Reynolds averaging 
and it does not resolve the fluctuations in mixture fraction, it 
cannot therefore account for the bias in mean profiles due to 
localised extinction or intermittency. The TPDF model on the 
other hand contains a complete statistical representation for each 
species  (mean, RMS and higher moments), therefore it resolves 
scalar fluctuations and hence its mean predictions are closer to 
the measured values. Figure 4 illustrates this point clearly; 
showing the EDC biased tendency towards peak values while the 
TPDF model is closer to the (mean) measured values. 

 
Although similar observation was noted in the experiment, 
neither model was accurate enough in predicting the flame-
stabilisation distance. The experimentally observed distance was 
only of a few jet-diameters (~10mm), whilst the model shows a 
distance of ~30 jet-diameter. 
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Conclusions 

 For the 3% and 6% O2 flames the TPDF model is proved more 
accurate than the EDC model, particularly at 120mm. This 
conclusion however does not extend to the TPDF performance at 
upstream locations of 30mm and 60mm, where both models have 
comparable accuracy. Considering that turbulent mixing is 
predicted accurately (see Ref [3]), and that oxidation of the fuel 
is represented in the TPDF model by the best available kinetics 
mechanism, we can only speculate (at this stage) on possible 
causes for these discrepancies.  One possibility is that the TPDF 
model is highly sensitive to fluctuations in velocity field, which 
the current turbulence model may not be resolving accurately. 
One suggestion to assess this assumption is to model the JHC 
flames using a joint velocity-composition transport PDF 
approach. Another possible contributing factor is that for low-
oxygen concentration flames the molecular mixing becomes 
extremely sensitive to composition fluctuations that even the 
EMST model is unable to reflect/capture accurately. This 
assumption is based on the fact that the TPDF prediction is 
reasonably accurate in the downstream location (120mm). 
‘Leakage’ of high-concentration oxygen from the outer shroud 
air into the oxygen-diluted region, maybe reducing the sensitivity 
of molecular mixing to variations in compositions. 
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Abstract 
   In this study we investigate, using direct numerical simulation, 
the transient two-dimensional natural convection flow in a square 
cavity with isoflux side walls and adiabatic top and bottom 
boundaries. The equations of motion were solved using a non-
iterative fractional-step pressure correction method which 
provides second-order accuracy in both time and space.  Several 
features of the flow are identified and discussed in detail, in 
particular, the flow behaviour in the vertical thermal boundary 
layers along the side walls and in the horizontal intrusions 
adjacent to the top and the bottom boundaries. The results show 
that the transient flow features obtained for the isoflux cavity are 
similar to the flow features for the isothermal case.  However, the 
fully developed flow features of the isoflux cavity are very 
different from the isothermal case.   
 
Introduction  
   Natural convection in closed cavities has received a lot of 
attention because of its wide range of engineering applications.  
In the past, natural convection in a rectangular enclosure with 
vertical isothermal walls has been studied extensively, both 
experimentally and numerically.  A classification of the develop- 
ment of the flow by Patterson & Imberger [1], a series of 
experiments by Ivey [2], and a comparison of numerical and 
experimental results by Patterson & Armfield [3] and Armfield & 
Patterson [4,5] are examples of previous isothermal cavity 
investigations.  On the other hand, the cavity with isoflux walls 
has received much less attention. Kimura & Bejan [6] examined 
this case, but details of the flow features were not reported.  The 
objectives of this study are to investigate the flow features from 
initiation until full development and compare the results with the 
isothermal cavity results of Patterson & Armfield [3].          
 
Numerical Method 
Governing Equations 
   The square cavity configuration is given in figure 1. The cavity 
is of width L, a uniform heat flux is specified along the no-slip 
side walls with isoflux in on the left wall and isoflux out on the 
right wall.  The horizontal walls are adiabatic and no-slip. The 
governing equations are the two-dimensional Navier-Stokes and 
energy equations based on the Boussinesq assumption.  The 
equations are written in non-dimensional form as follows: 
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where u and v are the velocity components in the x- and y-
direction, t is time, p is pressure and T is temperature. In these 
equations, velocity is non-dimensionalized by U=υ/L, length by 

L, time by L2/υ, pressure by ρ(υ/L)2, and (T-To) by q”L/k.  Prandtl 
number and Rayleigh number are defined as,  
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where β is the coefficient of volume expansion, q” is heat flux, α 
is the thermal diffusivity, υ is the kinematic viscosity and k is 
the thermal conductivity.   
 
 
 

 
 
 
 
 
 
 
 
 

Figure. 1 Computational domain and coordinate system. 
 
The corresponding dimensionless initial and boundary conditions 
are  
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Discretization  
   Because of the large variation in length scales it is necessary to 
use a mesh that concentrates points in the boundary layer and is 
relatively coarse in the interior.  The meshes are constructed 
using an exponentially stretched grid.  The basic mesh uses 
110x110 grid points, which are distributed symmetrically with 
respect to the domain half-width and half-height.  The smallest 
grid size, near the boundaries, is 0.002. Away from the 
boundaries, the mesh stretching factor is 1.05.  The mesh is 
generated with this expanding rate until it reaches half of the 
domain, resulting in a coarse mesh in the interior. The time step 
used was   1x10-5. 
   The direct numerical simulations have been carried out using a 
finite volume method. The governing equations are discretized on 
a non-staggered mesh, with standard second-order central 
differencing used for the viscous, pressure gradient, and 
divergence terms, whereas the QUICK third-order upwind 
scheme is used for the advective terms. The momentum and 
temperature equations are solved using an ADI scheme. The 
second-order Adams-Bashforth scheme and Crank-Nicolson 
scheme are used for the time integration of the advective terms 
and the diffusive terms, respectively. To enforce continuity, the 
non-iterative fractional-step pressure correction method is used to 
construct a Poisson equation, which is solved using the 
Preconditioned Conjugate Gradient method. 



 

Results 
   Results will be obtained with the isoflux boundary condition 
for Ra=1x1010 and Pr=7.5, with the general flow structure and 
behaviour compared to those presented in Patterson & Armfield 
[3] for isothermal boundary conditions. The Patterson & 
Armfield [3] results were presented in dimensional form for a 
square cavity of height 0.24 m (h=0.24m) and obtained for 
Ra*=3.26 x108 and Pr=7.5 where Ra*=gβ∆Th3/υα. A summary of 
the results obtained by Patterson & Armfield [3] is as follows. 
   Patterson & Armfield [3] divided the flow development into 
two stages; the first stage from 0 to 150 s and the second stage 
from 150 s to full development, at approximately 1500 s. The 
first stage is associated with the development of thermal 
boundary layers on the heated and cooled walls, which can be 
seen in figure 2, which shows the temperature in the boundary 
layer at y = 0.12 m  and x = 0.002 m from the hot wall, plotted 
against time, with both numerical and experimental results 
shown.  
 

 
Figure. 2 Time traces of temperature at mid-height of the cavity for 
isothermal case with Ra*=3.26x108 [3]. 
 
   The initial rapid increase in temperature shows the thermal 
boundary layer growth, which at this height has reached full 
development by time 100 s. It is also observed that transition to 
full development in the boundary layer is associated with an 
oscillation in the signal, at approximately 40 s. This oscillation is 
caused by a series of waves travelling up the heated boundary 
layer, generated by the impulsive start-up of the system. The 
thermal boundary layers eject heated and cooled intrusions at the 
top and bottom of the hot and cold walls respectively. These 
intrusions travel across the cavity, with the heated intrusion in 
contact with the upper boundary and the cooled intrusion in 
contact with the lower boundary, striking and interacting with the 
base of the far wall boundary layer. This interaction perturbs the 
boundary layer, producing a second set of travelling waves that 
transit the boundary layer in the flow direction, seen in the 
second set of oscillations in figure 2, at approximately 170 s. The 
boundary layers are only able to entrain part of the intrusion 
flow, with the remainder rebounding from the far wall and setting 
up a seiching motion in the cavity. The development of the flow 
from this stage is associated with considerable activity in the 
intrusions, which gradually fill the cavity with stratified fluid. As 
the flow approaches full development the intrusion activity 
gradually diminishes, with the steady state flow consisting of a 
fully stratified interior with a cavity scale circulation, as shown in 
figure 3, where the flow is shown with the hot wall on the left.  
 

 
 

Figure 3. The mirror stream function contour in the isothermal cavity of 
Patterson & Armfield [3] at near steady state. 

   As noted above the isoflux boundary condition results 
presented here have been obtained with Ra=1x1010. This value 
was chosen because it gave approximately the same thermal 
boundary layer thickness (3% of the cavity width) as the 
Ra*=3.26x108 isothermal boundary condition case (compare 
figure 9(a), below, with figure 2(a) of Patterson & Armfield [3]).  
Figure 4 presents a temperature time series obtained at x= 0.01 
and y = 0.5.  Comparing this to figure 2 above, it is seen that the 
thermal boundary layer shows a qualitatively similar 
development, with an initial growth accompanied by a decaying 
oscillation followed by a second decaying oscillation.  Both these 
sets of oscillations represent travelling waves, as in the 
isothermal case, with the initial set generated by the impulsive 
start-up and the second set generated by the intrusion striking the 
far wall. The general development for the isoflux boundary 
condition is therefore similar to that of the isothermal boundary 
condition. 

 
Figure. 4 Time traces of temperature at x=0.01, y=0.5 cavity for isoflux 
case with Ra=1.0x1010. 
 
   Detailed flow development for the isoflux boundary condition 
is shown in figure 5, in the form of streamfunction contours. 
Figures 5(a-f) show 12 equally spaced contours between the 
maximum and minimum values, while figures 5(g-i) show 30 
equally spaced contours, with the latter contour value chosen to 
more clearly demonstrate the features of the latter part of the 
development. In all cases the heated wall is on the left. 
    
 
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure. 5 Time evolution of the contours of stream function fields in the 
domain for Ra=1x1010, Pr=7.5 at various times. (a) t=0.001; (b) t=0.002;  
(c) t=0.003; (d) t=0.004; (e) t=0.006; (f) t=0.025; (g) t=0.1; (h) t=0.55; (i) 
t=2.5. 

             (a)                                    (b)                                    (c) 

             (g)                                    (h)                                    (i) 

             (d)                                    (e)                                    (f) 



 

   For the isoflux boundary condition the flow development is 
most appropriately divided into three stages. The first stage,  
figures 5(a-c), is associated with the development of the thermal 
boundary layers, the generation of the intrusions, which are 
clearly seen travelling from the top of the heated wall towards the 
cooled wall, and vice-versa for the cooled wall, and the establish- 
ment of two circulations. The second stage, shown in figures 5(d-
f), shows the intrusion striking the far walls, the generation of   a   
separated   backward   flowing   region within intrusions, and 
finally a cavity scale flow. The third stage, shown in figures 5(g-
i), shows the full development of the flow in which the interior 
circulation gradually decays until finally the interior is quiescent, 
with flow only in the regions of the boundaries. This fully 
developed flow is complex, with an outer clockwise circulation 
following the boundary and an inner reverse circulation, as may 
be seen by the flow direction arrows included in figure 5(i). This 
reverse flow is accompanied by closed circulations adjacent to 
the horizontal boundaries, with additional interior reverse 
circulations also seen. However away from the horizontal 
boundaries the flow adjacent to the vertical boundaries is parallel 
to the boundaries. Temperature contours, presented in figure 6, 
show that at full development the cavity is fully stratified. The 
structure of the boundary layer adjacent to the vertical wall is 
seen in figure 7, which shows a horizontal profile of the vertical 
velocity at y=0.5.  The inner region of reversing flow is clearly 
visible in the region x=0.027-0.055. 
 

 
 

      Figure. 6 Temperature contour of fully developed flow t=2.5. 
 

    
Figure. 7 Profile of vertical velocity along horizontal distance from the 
hot wall at y=0.5.  
 
   The first two stages of flow for the isoflux boundary condition 
are very similar to the isothermal boundary condition, with 
similar boundary and intrusion growth, two sets of travelling 
boundary layer waves with the same generation mechanisms, 
unsteady intrusion activity and eddy formation. The third stage 
however is quite different, indicating different heat transfer 
characteristics and scaling.  It is therefore of interest to determine 
appropriate scalings for the isoflux boundary condition flow and 
compare them to scalings for the isothermal boundary condition 
flow. Scalings for the isoflux boundary condition flow may be 
obtained as follows.  Combining the one-dimensional solution of 
Lietzke [7] with an energy balance relation [6] allows scalings to 
be obtained for the length, velocity and temperature for an evenly 
heated cavity of the following form; 
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   It is expected that these scalings will apply to the boundary 
layers on the cavity walls far enough away from the floor and 
ceiling such that the flow is approximately parallel. As observed 
above at Ra=1x1010 parallel regions of flow are observed 
adjacent to the walls and these scalings will therefore be tested 
for the boundary layer profiles obtained at the wall half height. 
   Figure 8 contains the profiles of the vertical velocity at four 
Rayleigh numbers at steady state at y=0.5, with the raw data 
shown in figure 8(a).  The profiles show the typical structure of 
the natural convection boundary layer.  The scaling obtained 
indicates that velocity will scale with the 1/3 power of the 
Rayleigh number, while the boundary layer thickness will scale 
with the -2/9 power of the Rayleigh number. Scaled results are 
shown in figure 8(b).  As can be seen the scaling brings all results 
onto a single curve indicating that the numerical velocity solution 
obeys the scaling relations. 
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            (b) 
Figure. 8 Vertical velocity profiles of fully developed flow at various Ra; 

(a) raw data, (b) scaled data. 
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        (b) 
Figure. 9 Temperature profiles of fully developed flow at various Ra;  
(a) raw data, (b) scaled data. 



 

   The temperature profiles near the hot wall at steady state of 
four Rayleigh numbers at y=0.5 is shown in figure 9(a).  The 
scaling obtained indicates that temperature will scale with the  
-2/9 power of the Rayleigh number, while the boundary layer 
thickness, again, will scale with the -2/9 power of the Rayleigh 
number as shown in figure 9(b).  Again the scaling is seen to 
bring all the temperature profiles onto a single curve, validating 
the scaling relations. 
   The scaling results of the length and velocity for the natural 
convection in the cavity with isoflux boundaries at steady state 
can compared with the isothermal boundaries scalings of 
Patterson & Imberger [1] as summarized in table 1.  It shows that 
the scaling results of the isoflux case differ from of the 
isothermal case [1] in every case.  Thus, the Ra chosen for the 
present study is larger than Ra* used for isothermal case [3] to 
yield approximately the same boundary layer thickness and 
development time as the isothermal case [3]. 
 

Types of boundary  
Isothermal [1] Isoflux 

Length scale x ~ Ra* -1/4 x ~ Ra -2/9 
Velocity scale v ~ Ra* 1/2 v ~ Ra 1/3Pr -1 

 
Table 1. The comparison of length and velocity scaling results of the 
isothermal case [1] and of the isoflux case. 
 
Conclusion 
   The flow features in the first two stages of flow development, 
described above, are similar to those for the isothermal boundary 
condition case, described by Patterson & Armfield [3].  However 
the fully developed flow is quite different with the isoflux 
boundary condition cavity having a flow only in the vicinity of 
the boundaries, with a quiescent core. The isothermal boundary 
condition cavity displays cavity scale circulation with a non-
quiescent core. Clearly the interaction of the isoflux boundary 
condition with the cavity flow is different to that of the 
isothermal boundary condition. The scalings for the fully 
developed isoflux boundary condition flow have also been found 
to be different to those of the isothermal boundary condition 
flow.  The length scale for the isoflux case will be reduced more 
rapidly with increasing Rayleigh number, while the velocity scale 
will be increased more rapidly. 
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Abstract 
An unsteady model is formed and solved numerically in order to 
investigate the transient circulations in a reservoir subject to 
periodic heating and cooling. The numerical results reveal that 
there is a time lag in the response of the overall flow to the 
switch of the thermal forcing, and thermal instabilities play an 
important role in breaking the residual circulation and reversing 
the flow in deep waters. 
 
Introduction  
Large-scale convective circulations in response to the transient 
daytime heating and night-time cooling take place in the sidearm 
of reservoirs or shallow littoral waters with gently sloped 
bottoms. These convective circulations greatly influence the 
transport of nutrients and pollutants between the shallow region 
and the bulk deep water [1, 2]. When the shallow and deep 
regions are exposed to a uniform rate of surface cooling under the 
night-time condition, the shallow water cools faster than the deep 
water. The difference in the cooling rate then results in a 
horizontal temperature gradient which in turn drives a downward 
dense gravity current along the sloping bottom [2, 3]. A similar 
but converse statement can be made for the daytime heating 
condition [1, 4, 5].  
 
In general the flow response in reservoirs is characterized by 
unsteady forcing and large scale circulations in field situations. 
Of particular interest is the response of the convective circulation 
to the switch between the daytime heating and night-time 
cooling. This will be the major focus of this paper.  
 
Model Formulation and Normalisation 
A two-dimensional (2D) reservoir model consisting of a region 
with a sloping bottom and another region of a uniform water 
depth is considered here (see figure 1). Here, h is the maximum 
water depth in the reservoir. Previous investigations suggested 
that 2D numerical models can reproduce major flow features 
observed in both heating and cooling experiments [5, 6].  

 
Figure 1 Sketch of the flow domain and coordinate system. 

 
Two types of thermal forcing are constructed for the reservoir 
model in order to simulate the diurnal cycle in field situations. 
Assume the period of the thermal forcing is P. During the first 
half of every forcing cycle, solar radiation with a time-dependent 
intensity of ( )PtI π2sin0  is imposed at the water surface. Here 
I0 is the maximum intensity of the solar radiation at the water 
surface and t is the time. The solar radiation entering from the 
water surface is absorbed by the water body according to the 
Beer’s law:  

( )PteII y πη 2sin0=       ( 0≤y ) (1) 
where I is the radiation intensity at a given water depth (–y), and 
η is the attenuation coefficient of water. The attenuation 

coefficient can be regarded as a constant [4, 5]. It is assumed in 
this study that any radiation reaching the bottom is fully absorbed 
by the bottom and the absorbed energy is then released back into 
the water as a boundary heat flux. Moreover, it is assumed that 
the heat loss through the water surface during the heating phase is 
negligible, and all the radiation entering through the water 
surface is ultimately absorbed by the water. 
 
During the second half of the forcing cycle, heat is lost through 
the water surface, and an unsteady heat flux H defined below is 
imposed uniformly across the water surface: 

( )PtHH π2sin0=  (2) 
where H0 is the maximum heat flux during the cooling period. 
The construction of the heating and cooling conditions through 
the water surface ensures a smooth transition from one type of 
forcing to the other, and the combination of these two types of 
thermal forcing allows us to simulate an entire diurnal cycle. 
Moreover, it is assumed that the heat absorbed by the water body 
during the heating phase is in a balance with the heat released by 
the water body during the cooling phase, and thus H0 = I0. 
 
The evolutions of flow and temperature in the reservoir are 
governed by the Navier-Stokes and energy equations as follows:  

0=+ yxu v  (3) 
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SrTTuT xt +∇=++ 2αyTv  (6) 
where u and v are the velocity components along x and y 
direction respectively, p the pressure, T the temperature, ρ0 the 
density at the reference temperature T0, g the acceleration due to 
gravity, ν kinematic viscosity, α the thermal diffusivity, and β 
the thermal expansion coefficient. Sr is the internal heat source 
term quantifying the radiation absorption by the water body 
under the daytime condition, and it is set to zero for the night-
time cooling period. Thus, 

( ) ( )
( )





<

≥
=

02sinif0

02sinif2sin
0

0

Pt

PtPte
C

I
Sr

y

p
π

ππη
ρ

η

  (7) 

where Cp is the specific heat of water. 
 
The governing equations are subject to the following initial and 
boundary conditions:  
(1) At t = 0, u = v = 0, T = T0. 
(2) At the deep end (x = 20h), an insulated and rigid non-slip 

boundary condition applies, i.e. u = v = 0, and Tx = 0. 
(3) The water surface (y = 0) is assumed to be stress-free (v = 0 

and uy = 0). The thermal boundary condition is given by 
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where k is the thermal conductivity. 
(4) The sloping and horizontal bottom is rigid and non-slip (u = v 

= 0). The thermal boundary condition is given by 
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where n is the direction normal to the bottom.  
 
In this study, the governing equations are normalized using the 
following scales:  

Length (x, y): ~ h;  
Velocity (u, v): ~ α /h;  
Time (t, P): ~ h2/α ;  
Temperature variation (T – T0): ~ I0h/k;  
Pressure gradient (px, py): ~ ρ0gβI0h/k;  
Attenuation coefficient (η): ~ 1/h.  

 
The normalised governing equations are rewritten as: 
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where the Grashof (Gr) and Prandtl (Pr)  numbers are defined as: 
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and the source term is given by 
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All the variables in equations (10) ~ (15) are now dimensionless. 
The initial and boundary conditions are also normalised 
accordingly. For brevity, details are not given here. 
 
Numerical Considerations 
The normalised governing equations are solved using a finite 
difference scheme. Standard second-order central differencing is 
used for all spatial derivatives except the non-linear terms in the 
momentum and energy equations, which are approximated with a 
modified second-order upwind scheme. The time integration for 
the velocity components and temperature is by a second-order 
time accurate backward differencing scheme. Details of the 
numerical schemes can be found in [4].  
 
Since the present investigation is relevant to reservoirs or lakes 
with water as the medium, the Prandtl number is fixed at 7. The 
numerical simulations are based on a laboratory scaled model 
with a maximum water depth of 0.1 m and a bottom slope of 0.1 
in the sloping region. Consider a peak intensity of 50 W/m2 for 
the thermal forcing with a cycle period of approximately 4 hours. 
The corresponding dimensionless period of forcing is set to 0.2, 
and the Grashof number is calculated to be 1.73×107 based on a 
room temperature of 20oC. The dimensionless attenuation 
coefficient is set to 0.62 according to the experimental 
measurement reported in [5]. A less-than-unity value for the 
dimensionless attenuation coefficient implies that the maximum 
water depth is less than the penetration length scale of the 
radiation, and thus a significant portion of the radiation entering 
through the water surface will penetrate all the way through the 
water depth and reach the bottom. For the purpose of examining 
the dependence of the flow response on the Grashof number, 
another case with Gr = 106 is also calculated.  
 
The results presented here were obtained using a non-uniform 
mesh of 201×61 and a time step of 10-6. In order to test the 
dependence of numerical solutions on the grid resolution, a 
coarser mesh of 121×61 and a finer mesh of 301×91 are also 
adopted to calculate the case with the higher Grashof number. It 

is found that all three meshes gave similar results in terms of the 
overall response of the flow to the periodic forcing.  
 
For the discussion of the numerical results, a horizontal 
volumetric flow rate is defined in a 2D domain as [4] 

dyuxQ
xh∫−= 05.0)( , (16) 

where hx is the local water depth. Q(x) quantifies the intensity of 
the horizontal exchange flow at a given x location. Here, the 
dimensional quantity has been normalised using the scales Q ~ α. 
By integrating Q(x) along the horizontal direction as follows: 

∫−= L dxxQLQ 0
1 )( , (17) 

an averaged volumetric flow rate Q is obtained. Here, L is the 
total length of the domain. 

 
Flow Response to Periodic Forcing 
The numerical results obtained for Gr = 1.73×107 are reported 
here. The simulation covers 10 full thermal forcing cycles in 
order to minimize the effect of the start-up flow, and the results 
of the last cycle are presented. In this paper, we only examine the 
flow response to the daytime heating process corresponding to 
the first-half of the forcing cycle. Figure 2 plots the temperature 
contours at representative time instances, and Figure 3 plots the 
corresponding streamlines. The times indicated in these two 
figures are relative to the end of the ninth or the beginning of the 
tenth forcing cycle (t = 9P). 
 
At the beginning of this cycle (t = 0.00P), the surface cooling is 
switched off and the radiation heating is switched on at the same 
time. However, residual temperature and flow structures formed 
in the previous cooling phase are still present. Figure 2(a) clearly 
shows that a cold gravity current is flowing downward along the 
sloping bottom and into the main water body along the flat 
bottom. The downwelling gravity current is a major feature 
expected in coastal waters during the night-time cooling process. 
Corresponding to this downwelling flow, a cavity-wide large-
scale circulation is present, as can be seen in figure 3(a). Here the 
solid streamlines indicate a counter-clockwise circulation. 
Conversely, dashed streamlines indicate a clockwise circulation 
(see for example figures 3b, 3c). It is also seen in figure 3(a) that 
the cavity-wide circulation has multiple cores, indicating the 
residual effect of plunging plumes formed during cooling. 
 
As the radiative heating intensifies, the water temperature across 
the entire domain increases as a consequence of the absorption of 
radiation entering from the water surface. Of particular interest is 
the growth of a thermal boundary layer along the sloping and flat 
bottom (see figure 2b). The thermal boundary layer forms 
because, in shallow waters, a significant portion of the radiation 
reaches the bottom (the so-called residual radiation) and is 
absorbed by the bottom. The absorbed energy is then re-emitted 
back into the water through a boundary heat flux. The combined 
effects of the bottom boundary heat flux and the topography in 
the sloping region result in an upward flow along the slope [4, 5], 
as indicated by the dashed lines in figure 3(b). This upwelling 
flow is in the opposing direction to the residual flow formed 
during the previous cooling phase. It is seen in figure 3(b) that, at 
this time, the reverse flow appears only in the region near the tip 
and the slope. In the region with a flat bottom, the bottom 
boundary heat flux does not produce any flow at this stage due to 
the absence of the topographical effect.   
 
Further to the previous description, the thermal boundary layer 
continues to grow (figure 2c), and the region with the reverse 
flow expands toward the core (figure 3c). At this time (t = 
0.07P), the flow in the region above the slope is almost reversed 
completely, and the residual flow has been pushed toward the 



 

deep-end wall. It is worth noting that the thermal boundary layer 
is stable until this time. 
 
As the thermal boundary layer grows further, it eventually 
becomes unstable to the Rayleigh-Benard type instabilities. As a 
consequence, rising hot-water plumes occur all the way along the 
bottom thermal boundary layer, as can be seen in figure 2(d). The 
thermal instability in the form of rising plumes is the same as the 
instability observed in shallow waters under constant radiative 
heating [4, 5]. As the hot-water plumes move upward, they 
generate secondary flows by pushing and entraining the nearby 
fluid. The rising thermals also break up the residual circulation 
and form a cellular flow structure in the domain (see figure 3d).  
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Figure 2 Temperature contours at different stages of the flow 
response to radiative heating (Gr = 1.73×07). 

The subsequent flow response in the domain is dominated by the 
occurrence of the thermal instability. Figure 2(e) plots the 
temperature contours at t = 0.25P when the intensity of the 
radiative heating peaks, and figure 3(e) plots the corresponding 
streamlines. The occurrence of the rising thermals is clearly seen 
in figure 2(e), and accordingly, the cellular flow structure persists 
(see figure 3e). Another effect of the thermal instability in the 
form of rising thermals is to accelerate the vertical mixing in the 
domain, which in turn reduces the temperature gradient over the 
local water depth and tends to weaken the thermal instability.  
 
After the time t = 0.25P, the intensity of the radiative heating 
starts to decline. However, it is observed that the bottom 
boundary heating mechanism discussed above, along with the 

associated thermal layer instability and the resulting cellular flow 
structure, persists for a relatively long time. Eventually, the 
thermal instability dies out when the radiation entering from the 
water surface becomes very weak. At this stage, the flow 
response is dominated by the topographic effect in the sloping 
region. Since the radiation entering from the surface is uniform 
across the length of the domain, but the water depth increases 
gradually in the sloping region, the averaged absorption of the 
radiation over the local water depth increases toward the tip. 
Therefore, a horizontal temperature gradient is established in the 
domain, which drives a cavity-wide circulation up the slope and 
out of the tip region along the surface. The representative 
temperature and flow structures at this stage is shown in figures 
2(f) and 3(f), which plot the contours of temperature and 
streamlines at t = 0.50P. Clearly, a temperature gradient exists 
along the slope and the water surface, and in the majority of the 
core region, the water is stably stratified (refer to figure 2f). The 
corresponding streamlines indicate a clockwise circulation across 
the entire domain (see figure 3f). 
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Figure 3 Streamlines at different stages of the flow response to 
radiative heating (Gr = 1.73×07). 

The temperature and flow structures shown in figures 2(f) and 
3(f) respectively also represent the residual structures from the 
daytime heating phase since the radiative heating is switched off 
and at the same time the surface cooling is switched on at t = 
0.50P. The flow response during the second-half of the forcing 
cycle (0.50P < t < P) may be described in a similar way. For 
brevity, the detailed description is not included here. In general, 



 

the flow response during the surface cooling phase is very similar 
to the radiative heating phase. The major difference between the 
heating and cooling phases is that there is no thermal boundary 
layer growing along the bottom. Instead, a thermal boundary 
layer grows underneath the water surface. It is this surface layer 
that eventually becomes unstable, and the thermal instability in 
the form of sinking cold-water plumes breaks the residual 
circulation and promotes vertical mixing. At the end of the 
cooling phase, temperature and flow structures identical to those 
shown in figures 2(a) and 3(a) are formed, and the previously 
described flow response is repeated in the following cycle. 
 
Time History of Horizontal Exchange Flowrate 
Features of the flow response to the diurnal forcing can also be 
observed from the time history of the horizontal exchange 
flowrate, which is presented in figure 4 for two different Grashof 
numbers along with the corresponding thermal forcing. A 
positive value of the thermal forcing in figure 4(a) represents the 
daytime radiative heating, whereas a negative value represents 
the night-time surface cooling. In figure 4, t = 1 is the beginning 
of the sixth cycle, and t = 2 is the end of the tenth cycle. At t = 1, 
the thermal forcing is switching from the night-time cooling to 
the daytime heating, and since then, the intensity of the radiative 
heating increases for a quarter of the cycle. 
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Figure 4. Time history of (a) the thermal forcing; (b) the averaged 
horizontal exchange flowrate for Gr = 1.73×107; (c) the averaged 
horizontal exchange flowrate for Gr = 106.  

 
Consider first the case with Gr = 1.73×107 shown in figure 4(b). 
It is seen in this figure that, in contrast to the increasing thermal 
forcing, the averaged horizontal flowrate decreases from t = 1 
until t = 1.012. This is due to the effect of the residual circulation 
formed in the precedent cooling phase. After t = 1.012, the 
averaged horizontal flowrate starts to increase, which is in phase 
with the thermal forcing. The above observation indicates that the 
lag time of the flow response to the switch of the thermal forcing 
from cooling to heating is approximately 6% of the forcing 
period (P = 0.2). As the radiative heating intensifies, thermal 
instabilities associated with the bottom heating start to occur, 
which cause the fluctuations of the horizontal exchange flowrate. 
It is seen in figure 4(b) that the thermal instabilities dominate 
most of the heating phase and persists until well after the 
radiative heating peaks. When the radiative heating becomes 
sufficiently weak, the thermal instability dies out, and the overall 
flowrate decreases until a certain time after the cooling phase 

starts. Similarly, there is a lag of the reversal of the overall flow 
relative to the switch of the thermal forcing from heating to 
cooling, and the thermal instabilities dominate the flow response 
for most of the cooling phase.  
 
It is also noticeable in figure 4(b) that the overall strength of the 
circulation in the heating phase is relatively weaker than that in 
the cooling phase although the imposed surface heat fluxes are of 
equal amounts. This is because part of the radiation entering from 
the water surface is absorbed by the water body, which results a 
stable stratification in the reservoir.  
 
The time history of the averaged horizontal exchange flowrate 
obtained for Gr = 106 (see figure 4c) exhibits similar features. 
However, three additional features in comparison with the higher 
Grashof number case are worth noting. First, the strength of the 
overall circulation is much weaker than the previous case. 
Second, the thermal instability becomes weaker, and the 
frequency is also reduced at Gr = 106, as shown in figure 4(c). 
Finally, the lag time of the flow response to the switch of the 
thermal forcing is longer for the lower Grashof number case. The 
lag time for the switch from cooling to heating is estimated to be 
about 17% of the forcing period for Gr = 106.  
 
Summary 
The flow response to diurnal thermal forcing in shallow waters is 
described based on numerical simulations. It is observed that 
there is a time lag of the flow response to the switch of the 
thermal forcing from surface cooling to radiative heating. The lag 
time estimated in the present study is significantly shorter than 
that reported in [1] and in field situations. This is mainly 
attributed to the shallow water assumption in the present 
investigation. The flow response in deep waters with a water 
depth beyond the penetration length scale of the radiation is 
worth investigating. 
 
It is also observed that the thermal instabilities associated with 
the bottom heating during the daytime phase and the surface 
cooling during the night-time phase play an important role in 
breaking the residual circulation and reversing the flow in deep 
waters. These instabilities are also the dominant mechanism 
responsible for the vertical mixing in field situations. 
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Abstract  
Numerical method for simulating the front evolution of fibre 
suspension flow is developed using projection and level set 
methods. The semi-dilute suspensions of short fibres in 
Newtonian fluids are considered. The governing equation for the 
fibre motion is the Jeffery equation and that for velocity field is 
the Navier-Stokes equation. The velocity filed is solved using the 
projection method with finite difference scheme, and the fibre 
equations are solved with the Runge-Kutta method. Flows with 
two groups of parameters of semi-dilute suspension flows are 
simulated in a duct. These results are compared with those of 
Newtonian flows. It is shown that the numerical method is able to 
deal with the complexity due to fibre effects and to track the front 
of the flow. Because the fibre orientation in the flow and the 
shape of the flow front are of great significance to the quality of 
the product, this study has wide background of engineering 
applications.  
Keywords: Level set; Projection; Fibre suspension; Semi-dilute; 
Simulation; Front flow.  
 
Introduction 
  Simulation of fibre suspensions can be used in the injecting 
moulding technique to improve the product quality. The quality 
of simulation of fibre suspension depends upon the appropriate 
description of the constitutive equations to the fibre properties in 
the flows and the correct prediction of property of the fibre flows. 
In the past years, several micro-structural models have been 
proposed for dilute suspensions and various numerical methods 
have been developed [1-5]. Generally, most simulations in the 
literature use a traditionally continuous mechanics method to 
solve the Navier-Stokes equations, and the contribution of the 
fibre motion is included in the stress terms. There are currently 
three kinds of numerical methods for stress contribution from the 
fibre suspension. One is using the assumption that the fibre is in 
full-alignment along with the velocity vector [6].  The second 
method solves the stress tensor in the flow field, and the fibre 
stress is modelled by a constitutive equation of the fibre 
orientation tensor [2,7]. The third method is that the orientation 
tensor of fibre is modelled by Brownian configuration field 
method [4,8]. Azaiez and Gu1õ¹ net t e [9] compared the fibre 
aligned-assumption and the solution of orientation tensors which 
is defined as dyadic products of the orientation vector through 
their FEM solution for contract problem. Their results show that 
the coupling between the flow and the fibre orientation is very 
important in the modelling.   
 The level set method has been developed and used in the 
tracing of the flow front evolution, and it demonstrated to be very 
useful and convenient [10,11].  However, it has not been yet 
applied to the fibre suspension flows. We have used this method 
for simulating the film flows of shear thinning flows on an 
inclined plates [12]. In this paper, Numerical method for 
simulating the front evolution of fibre suspension flow is 
developed using projection and level set methods. The semi-
dilute suspensions of short fibres in Newtonian fluids are 

considered. The Brownian configuration field method in [4,8] is 
employed to solve the fibre motion and their contributions. The 
purpose of the study is to study the effect of fibre behaviour on 
the front shape because it strongly influences the quality of the 
moulding products. Computation examples are given and the 
result is discussed. 
   
Governing Equations 
 The conservations of mass and momentum for an isothermal 
flow of fibre suspension can be expressed with the following 
equations, 

  guτuuuu ρµ
∂
∂ρ +∇+⋅∇+−∇=







 ∇⋅+=⋅∇ 2,0 Nfp
t

,    (1) 

 
where ρ  is the fluid density, g the gravity acceleration, t the 
time, u the velocity vector, p the hydrodynamic pressure, and fτ  

the stress tensor from the fibre suspension, and u2∇Nµ  the 
stress tensor from the Newtonian fluid with Nµ  being the fluid 
viscosity.    
 The constitutive equation for the fibre stress is [3,4], 
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where  ( ) 2/uuγ ∇+∇= T&  is the rate-of-strain tensor, p  a unit 
vector along the axis of the fibre, rD  the diffusion coefficient, 
<…> denotes the ensemble average over the orientation space of 
fibres, <pp> and <pppp> are the second and forth-order 
structure tensors, respectively,  and ϕ  the volume concentration. 
The parameter mϕ  express the maximum volume packing of 
fibres, and it can be approximated by the following empirical 
linear function of the aspect ratio, 
  305,013.053.0 <<−= rrm aaϕ .      (4) 
In Eq.(2), the first term on the right hand side expresses the stress 
contribution from the fibre motion, rotation and interactions 
(dissipative), and the second term represents the stress 
contribution due to the momentum transport caused by random 
motion of fibres (entropic).  Generally, the first term plays a 
dominating role over the second term. 
 The second and fourth order structure tensors of fibres in 
Eq.(2) have to be calculated after the unit vector p is solved for 
each fibre. The evolution of the unit vector p is expressed by the 
Jeffery equation [13],  

   )())()(()()()(:)()( )( tiiiiiii
dt
d bFppIpppLpLp ⋅−+−⋅= .   (5) 

Here, a diffusion term has been added to Jeffery equation 
according to Folgar-Tucker [1]. In Eq.(5), )(ip  is the unit vector 
along the axis of the ith fibre, L  the effective velocity tensor, 



 

γuL &ς−∇= T , with 1)1( −+= raς . )()( tbF  is a random force, 
with properties 
   0)()( =tbF ,        (6) 

and  
  IFF )(2)()( )()( sDtst r

bb δ=+ ,      (7) 

 
where )(sδ  is the Dirac delta function and I the unit tensor. rD  
is a diffusion factor mentioned in Eq.(2). Folgar and Tucker 
assumed that  
     γ&ir CD = ,        (8) 

where 2/2γγ && tr=  is the generalized strain rate, iC  is the 
interaction factor, which may be a function of ϕ  and ra . Phan-
Thien et al. have given a correlation of a semi empirical equation 
[14]. The random force can be expressed in terms of the white 
noise, 

    
dt

dCt t
i

b wF γ&2)()( = ,       (9) 

where tw  is the Wiener process and it is a Gaussian random 
function.  
 After the Eq.(5) for p(i) is solved, one can calculate the 
structure tensor using the ensemble average: 
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where N is the number of fibres. Now, introducing that, 
    )()()( iiqi pq =       (11) 
with )(iq  being the modulus of )(iq . Equation (5) becomes 
 

  )()()()( )( tiqii
dt
d bFqLq +⋅= .     (12) 

Rewriting Eq.(12), 
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This equation can be solved using the time marching scheme 
with the evolution of the flow field for each fibre at all the nodes. 
 
Level Set Method for Two-Phase Flows 
 The level set method is to solve the following convective 
equation, 

    0=∇⋅+
∂
∂ φφ u

t
,            (14) 

 
where φ  is the level set function and u is the “unified” 
fluid velocity. The interface between the two fluids is 
expressed by a zero value of a function φ ; the function is 
positive in one phase and is negative in another phase.  In the 
computing, the level set function is initialized as a signed 
distance function from the interface. Then, it is evolved 
according to Equation (14), which is solved by a time marching 
scheme. After each time step, the zero level set function should 
represent the position of the new interface. However, because of 
the numerical approximation, the level set function may not 
remain a distance function at later time steps; in particular after a 
long time.  Therefore, it is suggested that the level set function is 
re-initialized after a time step so that it remains a distance 
function without changing its zero level set. Generally, this is 
achieved by solving the following partial differential equation 
[10,11],  

   )1)(( φφ
τ
φ

∇−=
∂
∂ sign                   (15)  

with initial conditions 
    ),()0,( 0 xx φφ =             (16)  
where )(φsign  is a sign function, and τ  is the (artificial) time, 
and ( )x0φ  is the initial value of φ  given at the beginning of 
calculation for all of the domain. 
 The Navier-Stokes equations for two-fluid flows can be 
modified to include the surface tension force. Thus, the 
governing equation for the fluid velocity, u, along with the 
boundary conditions can be combined in a single equation,    
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where )(φρ  and )(φµ  are the density and viscosity, respectively, 
which are functions of φ , and they are expressed by a smoothed 
heaviside function at the interface.  )(φδ  is the Dirac delta 
function, σ is the surface tension factor, and )(φk  is the 
curvature of the interface.  
 The equation (17) is rewritten as the dimensionless form,  
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and e is the unit vector of the gravitational force. 
 Sussman et al [11] described a variable density projection 
method. In this method, it is assumed that  
     0=⋅∇ tu              (20) 
Thus, according to the Hodge decomposition, one can uniquely 
decompose the quantity F found in Equation (18) into a 
divergence free part ( tu ) and the gradient of a scalar divided by 
density ( )(/ φρp∇ ). Since tu  is divergence free we can write it 
as for two-dimensional flow,  
   ( )Tttt xy 0,/,/ ∂∂∂∂= ψψu      (21) 
where tψ  is the stream function corresponding to tu . 
 For two-dimensional flows, if we multiply both sides of 
Equation (18) by ρ  and take the curl of both sides, we then 
obtain,  
   ( ) ( )Fk ρψρ ×∇=∇⋅∇− t ,           (22) 
where k is the unit vector in the z direction.  
 For given smooth boundary conditions and initial conditions, 
Eq.(22) can be solved for the stream function for a prescribed 
time increment. 
 
Numerical Discretization and Algorithm 
 The discretization is based on a staggered grid arrangement, 
as shown in Fig. 1. Here, u , q , ρ , µ , φ , are given at the 
primary grid points denoted by open circles, and  tψ , u∇ , and 
τ  are defined on the dual grid points denoted by “× ”. Actually, 
the dual grid points lie on the wall boundary of the physical 
domain for the imposition of the no-slip boundary conditions 
(Fig. 1).  The numerical discretization has been described in [11-
12].  
 The projection equation (22) is solved using a 
preconditioned conjugate gradient (PCG) method. Then, tu  is 
obtained by Eq.(21) using the central difference scheme. The 



 

time marching of the dependent variable u, v, and φ   are 
calculated by using a high order Total Variation Diminishing 
(TVD) Runge-Kutta scheme. The time step t∆  is determined by 
restrictions due to CFL condition, gravity, viscosity and surface 
tension.  
 The total numerical procedure can be summarized as below: 
(1) Initialize all the parameters. Give initial φ  in the domain.  

(2) For given nφ , nu , )(φρ , )(φµ , solve the Eq.(5) using the 
time march scheme, and obtain the fibre orientation distribution 
and the configuration tensor. 
(3) For given nφ  and nu , calculate )(φρ  and )(φµ  etc., then 
calculate the convective term, viscous term and fibre stress term 
(Central difference), source term (coordinate components), and 
tension term in Eq.(19).  
(4) Solve equation (22) using a preconditioned conjugate gradient 
(PCG) method to get tψ . Calculate tu  expressed by Eq.(21) by 
differencing tψ . 
(5) Determine the time step t∆  using the criteria given; Do the 
time marching step for variables u, v, and φ  using a high order 
total variation diminishing (TVD) Runge-Kutta scheme to obtain 

1+nu , 1+nv , and 1+nφ  (like tt
nn ∆+=+ uuu 1 ). 

(6)Re-initialize the level set function for 1+nφ  following the 
equations (16). 
(7) Take the new 1+nu , 1+nv , and 1+nφ  as the old ones, and then 
return to step (2). 
 
Simulation Results and Discussions 
 An annoying feature in the application of the 
projection/level set method is that it is required that the initial 
condition for the computational domain is divergence free. This 
requirement is only satisfied for few situations. Unfortunately, 
this condition is not satisfied for most open flow problems. In 
this study, first, we assign a continuous smooth distribution of 
stream function. Then, a divergence free velocity field is obtained 
from this stream function and is taken as the initial flow field.   
 The computing domain is shown in Fig.2 as a rectangular 
area with inlet AD, and BC the outlet. AB and CD are solid walls 
and EF is the interface of the two fluids. AB is taken as 4 times 
of AD, and AF is taken as 0.25 times of AD. The fluid flow is 
driven by a pressure gradient at the inlet in a two-dimensional 
channel. Initially, the fluid stays in the area enclosed by AFED. 
At time t=0, the fluid is allowed to flow as the given velocity 
distribution. At the first few steps, the flow will automatically 
adjust itself to obey the governing equations.  After a long 
enough time and far enough from the inlet, the effect of initial 
flow field becomes small. The flow is dominated by the pressure 
gradient and viscous and fibre forces as well as the surface 
tension. For the laminar flow of a Newtonian fluid, it is thought 
that the velocity distribution in the duct far from the front obeys 
parabolic distribution, in which the effect of interface and surface 
tension can be neglected. In the simulation, we hope to track the 
evolution of the flow front, and to find the effect of fibre 
suspension properties. The boundary condition is taken such that 
AB and CD are solid surfaces and hence no-slip boundary 
condition applies. Boundary conditions at inlet for velocities are 
given at AD and Neumann boundary condition applies on BC. At 
the wall, the level set function is extrapolated to the wall from 
interior domain. The contact angle is not given as in most level 
set methods. The slope of the interface at the wall is directly 
obtained from the simulation. The BC on p at the wall is given 
that the fibre is parallel to the wall (p1=0, p2=1, and p3=0). The 
initial condition for p within the domain is random (AFED in 
Fig.2). With the fluid flowing and the time involving, the 
orientation of the fibres will automatically adapt to the velocity 

field. The simulation is carried out for given concentration and 
number of fibres. They are set to be constants in the domain as in 
[4,8]. Generally, there is no number limitation of fibres in 
principle, provided that the computer resources are sufficient 
large. Eq.(5) is solved for each fibre, and then assemble average 
is employed to calculate the stresses. Thus, it is better for the 
simulation to be carried out using a large number. However, the 
simulation results will be about the same when the number of 
fibres is larger than a sufficient large number.  A large number 
for the fibres avoids the oscillation of the solutions. Numerical 
limitation is encountered when the concentration is high which 
leads to high stress gradients near the interface.   
 Simulation results for two examples are shown in Fig.3 to 
Fig.5 for Newtonian flow and fibre flow ( 08.0=ϕ , 10=ra , 

01.0=σ , and N=500). The flow is from top to bottom. It can be 
seen that the addition of fibres makes the flow front more 
distorted. Compared to Newtonian flow, the presence of fibres 
affects the shapes of flow fronts and the flow front changes 
gradually with the increase of fibre concentration. The simulation 
results show that the fibres near the walls (high shear rate) 
generate high stresses, slow down the streamwise velocity, and 
increase the transverse velocity. This make the flow near the 
front form a fountain flow. Although the surface tension 
increases the strength of the “fountain,” the primary reason of 
this front shape is due to the influence of fibre stresses. The 
velocity field is shown in Fig.3 and Fig.4 for Newtonian and fibre 
suspension cases. The difference is clearly demonstrated. The 
effect of fibres makes the front near the walls moving faster than 
that for Newtonian flow (Fig.5).  After the flow evolving a long 
enough time, the flow front should approach steady-state 
geometries owing to the balance of various forces including 
surface tension. In Fig.5, the flow front is still under development 
at t=17.  
 Finally in conclusion, the front flow evolution in fibre 
suspension flows can be simulated with the projection scheme 
and the level set method. Using this algorithm, the effect of 
various material parameters on the flow properties and front 
shapes as well as the final fibre orientation can be obtained. This 
study will help to improve the product quality in injection 
moulding and other process industries. 
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Fig.1. Schematic of the grid arrangement. Primary grid points O: 
for u, q, ρ , µ , φ ; Dual grid points × : for tψ , u∇ , τ , and 
the resulting p. 
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Fig.5 Computing results for the flow front evolution for 
Newtonian flow (red thin line) and fibre suspension flow (blue 
thick line, 08.0=ϕ , 10=ra , 500=N , 01.0=iC ). Reynolds 
number is 60 based on the viscosity of the solvent; Grid is 
27¡ þ¨ Ó100; Time i nt erval of  the f ront  contour is 01.0=∆t  second.  
Surface tensor coefficient is  01.0=σ  N/m. 

 
 
     Fig.2.  Schematic of the computing domain 
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Fig.3   Streamwise velocity profile at the position just 
behind the front for t=15. 
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Fig.4.  Velocity profile in transverse direction at the 
position just behind the front for t=15. 
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Abstract  
Transition to turbulence is due to the instability of a laminar flow 
subject to a disturbance. This complicated problem can be 
explained using a new proposed energy gradient theory in our 
previous study.  This theory is extended to the instability of fluid 
material systems in this study. The instability of fluid material 
systems may lead to the evolution of natural environments and 
the occurrence of catastrophic events in the world. To better 
describe these phenomena and to understand the physical 
mechanism behind them are very important. In order to more 
generally describe the instability of fluid material systems, laws 
of energy gradient are summarized for static and motion systems, 
respectively. These laws could be applicable to various flow 
problems and material systems. Examples are shown that many 
events in the world could be explained using these laws. 
Keywords: Fluid materials system; Instability; Energy gradient; 
Catastrophic events; Laws of energy gradient.     
 
Introduction 
 
 Turbulence is a very complex phenomenon which has a 
history of more than 120 years. The mechanism of turbulence 
generation is still unknown so far. Earlier researches include 
theory, experiments and semi-empirical theory. In recent 30 
years, numerical simulation for this topic has obtained large 
advance with the aid of the computer techniques. However, the 
understanding of the flow physics of turbulence is still limited. 
Even some experts assert that our research on turbulence is still at 
the enfant stage after 100 years [1]. Although we noticed that it is 
still lacking of theoretical unity in many respects, Tatsumi [2] 
stated that it is the time for constructing a unified physical theory 
of turbulence from the enormous amount of information obtained 
during this century. 
 Newtonian mechanics founded the basis of modern science 
and technology. However, even though using that, many 
phenomena could not be explained in the macro-world so far. The 
most typical one is the generation of turbulence as stated. This is 
the most difficult problem in classical mechanics. 
      Researches have shown that turbulence generation is resulted 
from the instability of laminar flows. All of the theories of flow 
instability, including linear theory, energy method, weak 
nonlinear theory, and secondary instability theory, could not 
satisfactorily explain the problem of flow instability in parallel 
flows [3-8].  Recently, Dou [9] proposed a new theory of energy 
gradient for flow instability and turbulence transition. The energy 
gradient theory obtains consistent results for the subcritical 
transition of parallel flows. Dou showed that the energy gradient 
theory is a better method for the description of subcritical flow 
transition than the others. 
       Many phenomena occurring in the nature have similar 
behaviour as the generation of turbulence. Many material systems 
have the feature of flow like fluid. This is as described in [10]: 
everything flows. Therefore, these systems may be described 
using same theory as for turbulence. 

 In this paper, we show that energy gradient theory is suitable 
for stability of various fluid material systems in nature. This 
theory may be used for the prediction of catastrophic events in 
the nature. New laws are proposed for the Newtonian mechanics.   
 
Energy Gradient Theory 
 
 Dou (2004) [9] proposed an energy gradient theory with the 
aim to clarify the mechanism of transition from laminar to 
turbulence. It is thought that the gradient of total energy in the 
transverse direction of the main flow and the viscous friction in 
the streamwise direction dominate the instability phenomena and 
hence the flow transition. The energy gradient in the transverse 
direction has the potential to amplify a velocity disturbance, 
while the viscous friction loss in the streamwise direction can 
resist and absorb this disturbance energy. The transition to 
turbulence depends on the relative magnitude of the two roles of 
energy gradient amplifying and viscous friction damping to the 
initial disturbance. Based on such, a new dimensionless 
parameter, K (the ratio of the energy gradient in the transverse 
direction to that in the streamwise direction), can be written as,  
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Here, ξρρ gVpE ++= 2
2
1  is the total energy for 

incompressible flows with ξ  as the coordinate perpendicular to 
the ground, n denotes the direction normal to the streamwise 
direction and s denotes the streamwise direction. ρ is the fluid 
density, g the gravity acceleration, V the velocity, and p the 
hydrodynamic pressure. The parameter K in Eq.(1) is a field 
variable. The occurrence of instability depends upon the 
magnitude of this dimensionless parameter K and the critical 
condition is determined by the maximum value of K in the flow. 
For a given flow geometry and fluid properties, when the 
maximum of K in the flow field is larger than a critical value Kc, 
it is expected that instability would occur for certain initial 
disturbance [9]. The analysis showed that the transition to 
turbulence is due to the energy gradient and the disturbance 
amplification, rather than a linear eigenvalue instability type [11, 
12]. Both Grossmann [11] and Trefethen et al.'s [12] commented 
that the nature of the onset-of-turbulence mechanism in parallel 
shear flows must be different from an eigenvalue instability of 
linear equations of small disturbance. Dou (2004) demonstrated 
that the criterion has obtained excellent agreement with the 
experimental data for plane Poiseuille flow and pipe Poiseuille 
flow as well as plane Couette flow, see Table 1 [9]. It can be 
found that the turbulence transition takes place at a critical value 
of Kc of about 385 for both plane Poiseuille flow and pipe 
Poiseuille flow, and about 370 for plane Couette flow, and they 
obtained a consistent value. This result proved that the flow 
instability is resulted from the action of energy gradients, but not 
the kind of eigenvalue instability of linear equations. The 



 

comparison of theory with experiments is shown in Table 1 for 
wall bounded parallel flows (Fig.1). 
 The proposed principle can be used to both pressure and 
shear driven flows. If we assume that there is no energy input 
(such as shear) to the system or energy output from the system, 
this criterion can predict that the viscous flow with inflectional 
velocity is unstable. This is because if there is an inflection point 
in the velocity profile, the value of maximum of K in the flow 
will be infinite. Therefore, the flow is unstable at the inflection 
point. Following this principle, it is proved that viscous parallel 
flow with inflectional velocity profile is sufficient for flow 
instability for both two-dimensional and axisymmetrical flows 
[14].  
 

Flow type Re  
expression 

Linear  
theory,  

cRe  

Exp 
cRe  

maxK   
at Exp 
 cRe   

Pipe  
Poiseuille  

µρ /Re UD=   ∞ 2000 385 

µρ /Re UL=  7696 1350 389 Plane  
Poiseuille  µρ /Re 0hu=  5772 1012 389 

Plane  
Couette 

µρ /Re Uh=  ∞ 370 370 

 
Table 1 Comparison of the critical Reynolds number and the 
energy gradient parameter  Kmax  for plane Poiseuille flow and 
pipe Poiseuille flow [9] as well as for plane Couette flow [13]. 
 
 
 Although laminar-to-turbulent transition can occur through 
several mechanisms, such as in linear instability, bypass 
transition (skip linear instability), Gortler instability (flow on 
concave surface), and cross-flow instability (flow over swept 
wing) [15], all of these instabilities can be included in the frame 
of instabilities resulted by energy gradient. 
 The instability mechanism can also get some hint from solid 
mechanics. As is well known, the damage of a metal component 
generally starts from some area such as manufacturing fault, 
crack, stress concentration, or fatigue position, etc. In fluid 
mechanics, the breaking down of a steady flow should also start 
from some most dangerous position first. For example, for the 
flow around an airfoil at a large attack angle, the flow instability 
first starts from the rear part on the suction side where the 
pressure gradient is large. For the flow around a cylinder, it is 
known that the flow instability begins first from the two 
inflection points near the rear stagnation point. 
 
Laws of  Energy Gradient For Flow Instability 
 
 The Newtonian mechanics as a basic subject has been 
developed for more than 300 years since this subject was 
established (1664-1684). The Newton’s three laws (Law of 
inertia, law of acceleration, and law of action and reaction) 
established the foundation of modern mechanics and becomes the 
backbone of modern science and technology [16].         
 In these laws, it is not shown why a fluid material system 
becomes of motion from static (or why a phase change occurs), 
and why the flow of materials becomes unstable from stable. 
Now, we describe the laws for the stability of fluid material 
systems using the energy gradient theory.  
 
First law of energy gradient (static system)  
 If a material system is static, when the energy gradient in 
some direction is larger than a critical value, the system will 
become unstable and the phase change or flow would occur. 
 The unstable condition can be expressed as 

      C
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where C is the critical value which is related to the material 
properties (friction factor, density, etc.) of the material and the 
geometry of the problem.  This law may be restated as: when the 
energy gradient in some direction is larger than the work which 
should be done to overcome the resistance for the material 
moving, the material will be unstable and the material may flow 
or the phase change may occur. Thus, this law may be expressed 
as that the unstable condition of a system is, 
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where xA ∂∂ / =C is the work needed to make the material 
moving for unit volume media. Actually, this law is consistent 
with the first law and second law of Newton. Newton’s first and 
second laws describe the system from the roles of forces, while 
the first law of energy gradient describes the system from the 
viewpoint of energy field. 
 
Second law of energy gradient (moving system) 
 If a material system flows, when the ratio of the energy 
gradient in the  transverse direction and that in the streamwise 
direction is larger than a critical value, the system will become 
unstable. 
 
 The unstable condition for a moving system can be 
expressed as 

     cK
xE
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where cK  is the critical parameter which is related to the 
material properties and the flow geometry.  The instability of 
plane Poiseuille flow, pipe Poiseuille flow, and plane Couette 
flow are typical examples of instability of moving systems.   
 These laws could be thought as that they are supplements to 
Newton’s three laws. Any fluid system violating these laws will 
become unstable. The energy gradient laws enriched the system 
of classical mechanics. They can deal with problems which could 
not be resolved by Newton’s laws.  This will be demonstrated in 
later section for use in various instability problems. From these 
laws, it can be found that the reason of a material system moving 
in some cases is due to energy gradient, and not simply to the 
role of forces. For example, fluid cell formation in Rayleigh-
Benard problem is not resulted in by forces, but by energy 
gradient (we will show the detail later). Energy gradient is the 
power of motion of material when there is no external force 
acting on it. Further, it is found that the motion of media from 
one state to another state is due to the role of energy gradient. 
The instability of the media state is caused by energy gradient, 
and a new state is then formed through the motion of the media 
under the energy gradient.  
 
Examples of Material System Instabilities 
 
 We take x is horizontal and y is upward. The total energy per 
unit volume fluid for incompressible fluids can be written as 
 

    gyVpE ρρ ++= 2
2
1 .       (5) 

 
 Static fluid in a container:  (a) If the fluid in the container 

is single fluid (Fig.2a), there is 0=
∂
∂

x
E  and 0=

∂
∂

y
E  in 

everywhere of the domain. Thus, the energy of fluid in the 
domain is uniform. Because there is no energy gradient in the 



 

domain, the fluid is stable. (b) If one fluid ( 1ρ ) is over another 
fluid ( 2ρ ) in the container, the energy gradient will be formed at 

the interface (fig.2b).   When 21 ρρ < , there are 0=
∂
∂

x
E  and 

0<
∂
∂

y
E  at the interface, the fluid state is stable. When 21 ρρ > , 

there are 0=
∂
∂

x
E  and 0>

∂
∂

y
E  at the interface, the fluid state is 

unstable (Rayleigh-Taylor instability). 
 Uniform flow will be stable: For uniform flow, the 
velocity is a constant in the domain (Fig.2c). If the fluid gravity 

is neglected, there are 0=
∂
∂

x
E  and 0=

∂
∂

y
E  in everywhere of the 

flow field, and thus the flow is stable. 
 Kelvin-Helmholtz instability:   Free shear flow displays an 
instability called Kelvin-Helmholtz instability (Fig.2d). There are 
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∂  in the flow field if the fluid 

gravity is neglected. The flow stability depends on the magnitude 
of K calculated by Eq.(1).  Because an inflection point exists in 
the interface of free shear flow, we have ∞=K  at the inflection 
point from Eq.(1). Therefore, free shear flow is always unstable. 
 Rayleigh-Bernard problem:  When the fluid is placed on a 
horizontal plate and it is heated from below. Then, the fluid will 
become unstable, and fluid cells of vortices will be formed 
(Fig.2e). This kind of pattern of roll formation can be explained 
using the energy gradient theory. If we treat the fluid as 

incompressible, gyVpE ρρ ++= 2
2
1 , then 0=

∂
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E  and 

0>
∂
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=
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gy

y
E ρ  in the fluid domain because the fluid density in 

the bottom becomes low. If 
y
E
∂
∂  is larger than a critical value, the 

flow will becomes unstable. It is noticed that there is no role of 
forces, but there is an energy gradient in the vertical direction. 
 Stratified flows:  When two layers of fluids with different 
densities flow along one direction, instability due to stratified 
density will occur. This is because an energy gradient is formed 
at the interface (Fig.2f). The formulation is similar to that as for 
Fig.2e.  
 Wall bounded Parallel flows: Plane Posiseuille flow, pipe 
Poiseuille flow, and plane Couette flow are all the examples of 
instabilities of parallel flows resulted by energy gradients, as 
shown in Table 1 and Fig.1. These flows have been studied in [9] 
and [13]. 
 Inflectional instability: Flows behind a cylinder display 
instability at higher Reynolds number. It is known that this 
instability is caused by the inflection points near the rear 
stagnation points. Kelvin-Helmholtz instability is another 
example of inflectional instability produced by jet-wake (Fig.2d) 
as stated before. 
 Granular material instability (Fig.3):  (a) Avalanche of 
piled sands or phase change (Fig.3a): A sand pile is placed on an 
inclined plate. When the inclined angle exceeds a critical value, 
the avalanche of sand pile will occur due to the energy gradient 
influence (gravitational energy). 
 Migration of stone in the bottom of a river bed (Fig.3b): 
Stones on the bottom of a river is moved by water flow. This 
process could be explained using the energy gradient theory 
(pressure energy). 
 Migration of sands in desert (Fig.3c): Sand piles in desert 
moves due to the role of winding around them. This movement 
could be explained using the energy gradient theory (pressure 
energy). 

 The experimental data for material system is very limited 
and the critical value also depends on the material property. The 
analyses for instabilities of granular materials in literature are 
mostly qualitative. Here, we summarize the comparison of laws 
of energy gradient with experimental observations for a few cases 
in Table 2. 
 
 

Fluid system Experiments  
observations 

Laws of Energy 
gradient 

Single fluid, Fig.2a Stable Stable 

Two fluids, 21 ρρ > , 
Fig.2b 

Unstable Unstable 

Uniform flow, Fig.2c Rec=∞, stable Rec=∞, stable 

Free shear flow, Fig.2d Rec=0, unstable Rec=0, unstable 

Table 2  Comparison of theory with experiments. 
 
 Energy gradient is not only the mechanism of turbulence 
generation, but also the rule of generation of many unstable 
phenomena in nature. For example, evolution of cosmic stars, 
motion of mantle of earth, earthquake occurrence, land shift, 
mountain coast, snow avalanche, dam breaking, change of 
atmosphere, etc, all can be explained and described using the 
energy gradient laws. The breakdown of the process of these 
mechanical systems can be universally described in detail using 
this theory. Sornette (2002) described a unifying approach for 
modelling and predicting these catastrophic events or 
‘‘ruptures,’’ that is, sudden transitions from a quiescent state to a 
crisis [17]. He stated that such ruptures involve interactions 
between structures at many different scales. He believes that it is 
possible to develop universal theory and tool for predicting these 
catastrophic events.  The energy gradient laws can be used to 
predict the flow-system breakdown and the catastrophic events  
too [18]. The energy gradient theory [9] describes a mechanism 
of failure of mechanical system in a simple way. It will 
demonstrate its powerfulness in the application of catastrophic 
predictions in near future.    
 
Conclusion 
 
 Energy gradient theory was proposed for laminar-turbulence 
instability [9]. In present work, it is shown that this theory is also 
suitable for instabilities of various material systems in nature. 
Laws are proposed for describing these instabilities. These laws 
can be considered as a supplement to the Newtonian mechanics, 
which enriched the theoretical system of the classical mechanics. 
Newton’s first and second laws described the rules of body 
motion from the equilibrium of forces.  Laws of energy gradient 
describe the rules of fluid material stability from the viewpoint of 
energy field. These laws are more general because it described 
the stability of moving fluids and those under no force. Listed 
examples have been shown that the validity of the proposed laws. 
On the other hand, using laws of energy gradient we can control 
the evolution of fluid material systems. 
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Fig.1 Wall bounded parallel flows. (a) Pipe Poiseuille flow;  (b) 
Plane Poiseuille flow;  (c) Plane Couette flow. 
 

 
 
Fig.2 Flow instabilities resulted by energy gradient.  (a) Single 
fluid in a container;  (b) Two fluids in a container;  (c) Uniform 
flow;  (d) Free shear flow;  (e) Rayleigh-Bernard flow;  (f) 
Stratified flow by density.  
 
 
 
 

    
 
Fig.3 Materials moving under energy gradient. (a) Granular 
material avalanching on an inclined plate; (b) Stone moving in a 
river bed. (c) Sand pile moving in a desert. 
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Abstract 

Direct numerical simulations have been made of the turbulent 
boundary layer developed in axial flow over long cylinders. In 
the frequency spectra of surface-pressure fluctuations on the 
cylinders, characteristic frequency ranges, which are the 
counterparts of similar ranges in flat-plate flow, have been 
identified. Forms of similarity scaling in these ranges have been 
determined. They are considerably more complicated than the 
flat-plate scaling, with length and time scales additionally 
dependent on curvature parameters, but are consistent with 
existing numerical simulations of and experimental data for 
cylinder flows.  

At the low cylinder Reynolds numbers considered, the rms 
surface-pressure in terms of the mean wall shear stress is found to 
be smaller than in flat-plate flow; it increases towards flat-plate 
values as the cylinder Reynolds number increases, in accord with 
experiment.  

Introduction 

Properties of the axisymmetric turbulent boundary layer that 
develops on a very long cylinder with its axis aligned with the 
direction of a uniform flow of fluid have been determined by 
direct numerical simulation. Details of the numerical method are 
given by Woods and Bull [8]. The procedure is similar to that 
used by Neves, Moin and Moser [5], with the exception that the 
boundary conditions at the cylinder surface and at the outer edge 
of the boundary layer have been set in terms of vorticity rather 
than velocity.  

Here, attention is concentrated on the pressure fluctuations 
generated at the cylinder surface. The cylinder radius is denoted 
by a, the fluid kinematic viscosity by ν, the free-stream velocity 
by U1, and the boundary layer thickness by δ . Flows with 
cylinder Reynolds numbers of Rea = U1a/ν = 311, 492, 674 and 
1300 and various values of the ratio δ /a have been considered. 
Two of the Reynolds number values, 311 and 674 are the same as 
those used in [5].  At Rea = 311, calculations have been made for 
a systematic variation of δ /a over the range 4.0 ≤ δ /a ≤ 28.3. So 
far in the present work, direct calculations of frequency spectra 
and convection velocities have not been made. The frequency 
spectra presented have been obtained from calculated 
wavenumber spectra by application of Taylor’s hypothesis, 
whereby the wavenumber k is replaced by ω /Uc, the radian 
frequency ω  divided by the convection velocity Uc. The 
convection velocity has been taken as the value obtained by 
Neves et al. [5], namely Uc = 0.65U1. The flow conditions 
considered are shown in Table 1. 

Of direct interest is the effect of curvature on the frequency 
spectrum and the mean square pressure, as compared with the 
much more extensively investigated case of flow over a flat plate. 

Analysis of experimental investigations of surface-pressure 
fluctuations generated by the turbulent boundary layer on a flat 
plate (for example, Farabee and Casarella [3], Bull [2]) have 
shown that the power spectral density of the pressure φ  scales in 
different ways in different frequency ranges. The following four 
frequency ranges and their associated forms of spectral scaling 
can be identified: 

1. Low-frequency range: ωδ */U1 ≤ 0.03, 
φU1/q

2δ *  = k1 (ωδ */U1)
2; 

2. Mid-frequency range: 5 ≤ ωδ /Uτ  ≤ 100, 
φUτ /τw

2δ  = f2 (ωδ /Uτ); 

3. Universal range: 100 ≤ ωδ /Uτ  ≤ 0.3δ+, 
ωφ /τw

2 = k3; 

4. High-frequency range: ω+ = ων/Uτ
2 ≥ 0.3, 

φ+  = φUτ
2/τw

2ν  = f4 (ων/Uτ
2); 

where δ * is the displacement thickness of the boundary layer, τw 
the wall shear stress, Uτ = √τw /ρ, ρ is the fluid density, q = 
(1/2)ρU1

2, δ+ = δUτ /ν, k1 and k3 are constants, and f2 and f4 
represent functions. These scalings and frequency ranges make 
an obvious point of reference for the examination of similar 
results for axisymmetric boundary layers. 

Low-frequency Range 

The present cylinder calculations are based on periodic boundary 
conditions in the streamwise direction, with a periodic 
streamwise length in all cases of 66πa. This limits the lowest 
attainable wavenumber to k = 1/33a and the lowest attainable 
value of both kδ and ωδ /Uc to (δ /a)/33. The minimum possible 
value of ωδ */U1 (for δ /a ≈ 4, δ /δ* ≈ 6, Uc /U1 = 0.65) is therefore 
about 0.013. For larger values of δ /a, the parameter ωδ */U1 

exceeds the upper limit (0.03) of the flat-plate low-frequency 
range. Consequently comparison of axisymmetric-flow similarity 
and flat-plate similarity in this frequency range cannot usefully 
be made. 

Rea/ 
Ref. 

δ/a  δ + Symbol Rea/ 
Ref. 

δ/a  δ + Symbol 

311 3.95 88.3  [5] 5 214  
311 7.25 160  [5] 11 239  
311 14.8 310  [3] 0 1169  
311 28.3 573  [3] 0 2010  
492 7.85 247  [6] 0 556  
674 3.66 157  [1] 3.2 563  
674 8.09 330  [1] 6.6 1101  
1300 3.63 270  [1] 11.5 1829  
[4] 0 590  [7] 5.04 892  

Table 1. Flow parameters and symbols used for figures. 



 

Medium-frequency Range 

When plotted in the flat-plate medium-frequency-range (MFR) 
form, φUτ /τw

2δ as a function of ωδ /Uτ (figure 1), the calculated 
data do not exhibit similarity.  

Since it is to be expected that the greatest contributions to the 
wall pressure come from the regions closest to the wall, 
contributions from the outer part of the boundary layer can be 
expected to become less and less significant as δ /a increases.  
This suggests that the boundary layer thickness itself is unlikely 
to be the most appropriate length scale for this frequency range. 
In fact, the data collapse quite well when the radius of curvature, 
the cylinder radius, is used as the length scale instead of the 
boundary layer thickness. However, in the limiting case of very 
small δ /a, when the cylinder becomes effectively a flat plate with 
a = ∞, the radius of curvature ceases to be a useful length scale 
and must be replaced by the boundary-layer thickness.  A 
possible composite length scale L that meets the limiting 
requirements at the extremes of very large and very small δ /a can 
be defined as 

 L = δ / [1 + (δ /na)] = Fa ,    (1) 

where 

F =   (δ /a) / [1 + (δ /na)] ,          (2) 

and n is a constant factor, an appropriate value of which is a low 
integer. A similar factor has been used by Neves et al. [5], 
although in their case to increase the length scale to a value larger 
than δ  rather than to decrease it as in the present case. Equation 
(1) has the property that L → na as δ /a → ∞ and L → δ  as δ /a → 

0. Similarity of the results of the present calculations is not very 
sensitive to the value of n: it is quite close for values of n from 
about 1 to 4. A value of n = 4 has been chosen as this seems to 
give the most satisfactory agreement with flat-plate data. For δ /a 
as low as 4, L = 2a = δ /2, L is still heavily biased towards the 
cylinder radius.  

The data in the modified form φUτ /τw
2L = φUτ (1 + δ /4a)/τw

2δ as 
a function of ωL/Uτ = ωδ /(1 + δ /4a)Uτ are shown in figure 2. In 
this form there is similarity, with φUτ /τw

2L constant over the 
lower part of the frequency range. The calculations indicate that 
the constancy persists at least down to a frequency corresponding 
to ωL/Uτ ≈ 0.2, while the upper limit is Reynolds-number 
dependent and given approximately by ωL/Uτ = 0.2L+ (where L+ 
= LUτ /ν). The range can therefore be tentatively taken as 0.2 ≤ 
ωL/Uτ ≤ 0.2L+. This contrasts with the approximate constancy of 
φUτ /τw

2δ over the flat-plate mid-frequency range of 5 ≤ ωδ /Uτ ≤ 
100. Other cylinder data — the results of the numerical 
simulations of Neves et al. [5] and the experimental results of 
Snarski and Lueptow [7] and Berera [1] — are consistent with 
this, as figure 2 indicates. The Reynolds-number dependency of 
the upper limit of this frequency range is a reflection of the fact 
that at these low Reynolds numbers the overall rms pressure 
fluctuation is strongly dependent on the cylinder Reynolds 
number. 

High-frequency Range 

At a given value of the cylinder Reynolds number (Rea), spectral 
plots (figure 3) in the flat-plate high-frequency (HFR) form, φ+ = 
φUτ

2/τw
2ν as a function of ω+ = ων/Uτ

2, show close similarity that 
is almost independent of the value of δ /a. For all the Reynolds 
numbers considered, the similarity occurs for ω+ greater than 
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Figure 1. Pressure spectra of present simulations in flat-plate mid-
frequency-range form. Symbols are defined in table 1.  
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0.2–0.3, a value very similar to that for high-frequency similarity 
in the flat-plate case.  However, the similarity curve is not the 
same at all Reynolds numbers, the spectral levels increasing with 
Rea (or a+ = aUτ /ν or L+), a further reflection of the fact that at 
these low Reynolds numbers p′/τw is quite strongly dependent on 
Rea. Nevertheless, the curves do have similar forms, and those for 
the various Reynolds numbers can be brought together if the data 
are plotted in the form of G2φ+ against Gω+ (figure 4), where G 
is primarily a function of a+ (although also expressible in terms 
of F and L+); G can be represented empirically as 

G = (1 +120/a+)1/2       

     = (1 + 120F/L+)1/2 .        (3)                                                 

As a+ and L+ increase, the function G approaches unity, so that 
for large values of these parameters the standard flat-plate 
spectral form of φ+ as a function of ω+ is recovered. 

Universal Frequency Range 

The flat-plate universal range represents an overlap of the mid-
frequency and high-frequency ranges. Such an overlap implies 
that, in this range, the spectral density is independent of any 
frequency scale, which in turn implies that φ ∝ ω -1 or ωφ = 
constant. For the present cylinder data, the character of the 
variation of the spectral density with increasing frequency — a 
transition from a constant value to a rapidly falling value — 
inevitably means that over some part of the frequency range the 
spectral density will vary inversely as the frequency. The 
frequency range over which this form of variation occurs is in 
fact very small, and there is certainly no extended region of 
overlap as found in high-Reynolds-number measurements on flat 

plates. For the low Reynolds numbers under consideration, the 
upper limit of the mid-frequency range and the lower limit of the 
high-frequency range can therefore be taken to be coincident. 
The high-frequency range can then be defined by Gω+ ≥ 0.2G, 
that is ω+ ≥ 0.2.  

Mean-square Pressure 

Calculated and experimental values of the rms wall-pressure 
fluctuation p′, expressed in the form of p′/τw (where τw is the 
mean shear stress at the cylinder surface), are shown in figure 5 
as a function of L+. An empirical expression for p′/τw can be 
obtained from the values of the non-dimensional spectral levels 
in the frequency ranges that have been identified and the 
corresponding non-dimensional extents of those ranges. Thus, the 
contribution of the "mid"-frequency range (where φUτ /τw

2L = 
constant = 0.020) to the mean square pressure is 

 ( 22 / wp τ )MFR = (0.020) (0.2L+) = 0.0040L+.   (4) 

(This assumes that the constant value of φUτ /τw
2L also extends 

over the frequency range 0 ≤ ωL/Uτ ≤ 0.2, but the contribution 
from this range will generally be insignificant). 

With the extent of any overlap region assumed to be negligible, 
the contribution of the high-frequency range to the mean square 
pressure is  

( 22 / wp τ )HFR = �
∞

++

G

GdGG

2.0

23 )()()/1( ωφ .   (5) 
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Figure 3. Pressure spectra of present simulations in flat-plate high-
frequency-range form. Symbols are defined in table 1. 
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Evaluation of the integral leads to the result 

( 22 / wp τ )HFR = 5.75/G3 – 1.60/G2 .   (6)  

The total mean square pressure is then given by 

p′/τw = [( 22 / wp τ )MFR  +  ( 22 / wp τ )HFR]1/2    

 = [0.0040L+ + 5.75/G3 – 1.60/G2 ]1/2.    (7)  

This relation is compared with the available low-Reynolds-
number experimental and numerical data for cylinders in figure 
5. Its form implies a weak dependence on δ /a, as the curves for 
δ /a = 4 and 30 (the approximate range of this parameter for the 
data considered) shown in the figure illustrate. In the limiting 
case of the flat plate, the scale L becomes the boundary layer 
thickness, and L+ = δ+. The figure therefore also shows the form 
of the dependence on δ+ of the rms pressure for flat plates at high 
Reynolds numbers as determined by Farabee and Casarella [3], 
namely  

p′/τw  = [6.5 + 1.86 ln (δ+/333)]1/2.   (8) 

Conclusions 

Direct numerical simulations of the pressure fluctuations on the 
surface of a cylinder in axial flow show that the pressure spectra 
exhibit characteristic frequency ranges that are the counterparts 
of the frequency ranges previously identified for flow over flat 
plates. The cylinder ranges, however, show considerably more 
complicated similarity scaling relations than the flat-plate ranges, 

as a result of the effects of curvature on the flow. These effects 
introduce a dependence on δ /a and a+ in addition to the 
parameters governing flat-plate flow.  Empirical forms for the 
spectral scaling have been obtained from the numerical 
simulations. These are consistent with available experimental 
data for cylinders in axial flow, and asymptotically approach the 
flat-plate relations as the radius of the cylinder increases. In 
particular, it is found that, for the low Reynolds numbers 
considered, the counterparts of the mid-frequency and high-
frequency flat-plate ranges are: 

Mid-frequency range: 0.2 ≤ ωL/Uτ ≤ 0.2L+, 
φUτ /τw

2L = f2 (ωL/Uτ); 

High-frequency range: ω+ ≥ 0.2, 
G2φ+ = f4 (Gω+) . 

There appears to be no significant universal range in a region of 
overlap of the mid-frequency and high-frequency ranges. 

At low cylinder Reynolds numbers Rea, the ratio of mean-square 
surface-pressure to wall shear stress p′/τw is found to be 
considerably smaller than the values typical of flat plates, but to 
increase towards flat-plate values with increasing Rea, a

+, and the 
scale L+.  
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Abstract 
Bentonite suspensions, used in the construction industry, are non-
Newtonian fluids with a thixotropic behaviour. Sudden releases 
of bentonite suspensions were systematically investigated down a 
sloping chute, to quantify the effects of bentonite concentrations 
and initial rest period on flow motion. Experiments observations 
highlighted four types of flows, that differ substantially from 
Newtonian fluid motion. Quantitative informations were 
documented in terms of the fluid thickness, wave front position 
and wave front curvature during motion and after stoppage. It is 
believed that the present study is the first systematic study of its 
kind in a large-size facility. 
 
Introduction 
Bentonite suspensions are commonly used in the construction 
industry for drilling and tunnelling. They are non-Newtonian 
fluids with a thixotropic behaviour. Such a behaviour is also 
found in liquid concrete, pasty cements, clay-water mixtures used 
by the beauty industry for skin treatment, and some forms of mud 
flows and debris flows [2,6,7]. Thixotropy is the characteristic of 
a fluid to form a gelled structure over time when it is not sheared 
and to liquefy when agitated. The apparent viscosity of the fluid 
is a function of both shear intensity and current state(s) of 
structure of the material, sometimes called degree(s) of jamming 
of the fluid [3]. 
In this paper, an experimental study of sudden releases of 
bentonite suspensions was conducted down a sloping channel. 
The effect of bentonite mass concentrations and initial rest 
periods were systematically conducted. The results provide an 
unique databank of thixotropic fluid motion in highly unsteady 
flow conditions. 
 
Bibliography 
Although non-Newtonian fluid mechanics has been studied for 
sometimes [2,4], thixotropy was understood relatively recently 
[6]. Up to date, experimental studies were often limited to very 
simplistic conditions to study primarily the fluid rheology [5,7]. 
Sudden releases of thixotropic fluids have not been studied 
despite the relevance to industry: e.g., L-ring concrete tests for 
self-compacting concrete. 
 
Experimental Setup 
New experiments were performed in a 2 m long, 0.34 m wide, 
tilting flume (Fig.1). The sidewalls were made of polycarbonate 
panels, while the invert was covered with grade 150 sand paper 
to minimise slippage. A removable gate was installed and tilted 
15º with the direction normal to the channel invert. All 
experiments were conducted with a fixed bed θb = 15° for which 
the sluice gate was vertical. 
The channel slope was measured with an electronic inclinometer 
Digital Protactor Pro360 with an accuracy of 0.1°. For the 
preparation of the suspensions, bentonite and water were 
weighted with a balance Sartorius  LP3200D with an accuracy of 
less than 0.01 g. During experiments, the mass of bentonite 

suspension was weighted with a balance Metler  PM16 with an 
error less than 1 g. The rheological properties of suspensions 
were measured with a Rheometer Bohlin Instruments C-VOR 
200 NF, equipped with two rough circular disk (∅ = 40 mm). 
Flow visualisations were performed with four digital video-
cameras with high-shutter speed : Canon  MV500i (25 fr/s, 
shutter: up to 1/8,000 s), Sony CDR-TRV950E 3CCD (25 fr/s, 
shutter: up to 1/10,000 s), Olympus  Camedia C700 (15 fr/s, 
shutter: up to 1/1,000 s) and a CCD camera (25 fr/s) connected to 
a computer system. Unsteady free-surface elevations were 
measured using the CCD camera at the intersection of a series of 
laser beams (He/Ne 10mW) illuminating the free-surface at low 
incidence. The data were analysed using a Mourier projection 
method. Further details on the experiments were given by 
Chanson et al. [1]. 
 
Fluid preparation 
Great care was taken to prepare systematically and consistently 
the bentonite suspension using the procedure described by Huynh 
et al. [5]. Solid mass concentrations between 10 and 20% were 
used. The bentonite solutions were prepared with distilled water 
and industrial grade bentonite (Impersol powder, Société 
Française des Bentonites et Dérivés, France) with no chemical 
additives. The bentonite-water suspensions were first agitated 
continuously for about 3 h to ensure complete homogenisation. 
The suspensions were then left to rest for at least 48 h to allow 
hydration and dispersion of bentonite particles. 
Herein the mass concentration Cm is defined as the ratio of mass 
of bentonite to mass of bentonite plus water. The density ρ of 
bentonite suspension equals : 

ρ  =  
ρw * ρb

Cm * ρw  +  (1 - Cm) * ρb
       (1) 

where ρw is the water density and ρb is the bentonite density 
(2600 kg/m3). 
Basic properties of bentonite suspensions were measured with the 
rheometer equipped with rough circular disks separated by a 1 
mm gap. The tests were performed under controlled stress for 
relatively short durations at constant temperature (25 Celsius). 
For each test, a small sample of well-stirred liquid was pre-
sheared at constant a shear rate of 500 s-1 for 20 s. It was then 
rested for a known period To before being subjected to a 
controlled stress loading and unloading of 1 minute each. 
Results provided some information on the apparent yield stress of 
the fluid τc and the effective viscosity µ as functions of bentonite 
suspension mass concentrations and rest times. The apparent 
yield stress and viscosity were estimated during the unloading 
phase, to be consistent with the inclined plate experiments. 
Experimental results showed an increase in apparent yield stress 
with increasing rest time for a given mass concentration, as well 
as a marked increase in apparent yield stress with mass 
concentration for a constant rest period. Viscosity data indicated 
little effect of mass concentration and rest period. In average over 
all tests, the apparent viscosity was 0.34 Pa.s for 1 < To < 900 s 
and 0.10 < Cm < 0.17. 



 

 

 
 

(A) Flow type II, Test 03, Cm = 0.15, rest period: To = 60 s 
 

 
 

(B) Flow type II, Test 05, Cm = 0.15, rest period: To = 60 s - 
View in elevation of the leading edge 

 

 
 

(C) Flow type III, Test 08, Cm = 0.15, rest period: To = 2400 s - 
Sideview of the head packet 

Fig. 1 - Photographs of experimental tests (taken after stoppage). 
 
Preparation of experiments 
Prior to each test, the bentonite suspension was stirred for about 1 
hour to ensure that the fluid was completely de-structured. The 

suspension was poured upstream of the closed sluice gate where 
it formed a quasi-two-dimensional, triangular reservoir with a 
horizontal free-surface. The suspension was rested for a given 
period of time To before the gate was suddenly opened. The gate 
removal was rapid (less than 0.05 s). All measurements were 
conducted in ambient conditions (i.e. 20 Celsius). 
 
Basic Flow Patterns 
Experiments were performed with mass concentrations of 0.10, 
0.13, 0.15, 0.17 and 0.20, rest times between 20 s and 17 h, and 
initial mass of fluid between 1.6 and 4.1 kg. For that range, the 
results demonstrated four basic fluid flow patterns. Some are 
illustrated in Figure 1. 
For small bentonite mass concentrations (Cm ≤ 0.15) and short 
relaxation times (To ≤ 30 s), the fluid flowed rapidly down the 
constant slope all along the plate length, and it spilled into the 
overflow container (Flow Type I). During the initial instants 
immediately following gate opening, inertial effects were 
dominant and  the flow was subjected to a very-rapid acceleration 
(see below). 
For intermediate concentrations and rest periods, the suspension 
flowed rapidly initially (as described above), decelerated 
relatively suddenly, continued to flow slowly for sometimes and 
later the flow stopped, often before the plate downstream end 
(Flow Type II). Observations suggested distinct flow periods. 
Immediately after gate opening, the fluid was rapidly accelerated 
and quasi-two-dimensional. Then the suspension continued to 
flow rapidly although sidewall effects started to develop with a 
slower front propagation at and next to the walls. Later the fluid 
decelerated relatively rapidly, and this was followed by a 
significant period of time during which the suspension continued 
to flow slowly before stopping ultimately. During and after fluid 
deceleration, careful video analysis suggests that the front 
propagation was subjected to some form of perturbations. That is, 
the wave front (on centreline) seemed to accelerate and 
decelerate with periods of about 0.1 to 0.25 s. 
For relatively large mass concentrations and rest periods, the 
mass of fluid stretched down the slope, until the head separated 
from the tail (Flow Type III). After separation, a thin film of 
suspension connected the head and tail volumes which could 
eventually break for long travelling distance of the head. The 
head had a crescent shape (Fig. 1C). For long rest periods (i.e. 
several hours), several successive packets were sometimes 
observed (Flow Type IIIb). 
The last flow pattern (Type IV) corresponded to an absence of 
flow. That is, for very large bentonite concentrations and the 
longest rest times, the fluid may not flow at all after gate 
opening, even after waiting 30 to 60 minutes. 
 
Transition between flow regimes 
The characteristic conditions for the transition between flow 
regimes were functions of the mass concentration of bentonite 
suspension, rest time and initial mass of fluid M. A summary of 
the observations is shown in Figure 2 for a fixed mass M. 
Basically the type of flow regime changed from no flow (Type 
IV) to a rapid flow (Type I) with increasing mass M, decreasing 
mass concentration Cm and decreasing rest period To. Figure 2 
illustrates the trend in terms of mass concentration and rest 
period for a given mass of fluid (and constant plate slope). 
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Fig. 2 - Chart of flow regimes : rest time as function of the mass 

concentration for a given mass of fluid (M = 3.7 kg). Comparison 
with experimental flow conditions. 
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(B) Experimental results 

Fig. 3 - Initial jet flow : wave front propagation immediately after 
gate opening. 

 
Experimental results 
Initial jet flow 
For Flow Types I and II (possibly some Flow Type III), the initial 
instants following the gate opening were characterised by a very-
rapid acceleration of the fluid, somehow similar to a two-

dimensional jet flow motion. Experimental data demonstrated 
that the flow acceleration derived solely from the gravity force 
component in the longitudinal direction (Fig. 3). That is, 
immediately after gate opening, the fluid was subjected to an 
acceleration component parallel to the plate of about -g*sinθb, 
where g is the gravity acceleration, and flow resistance was 
negligible. Within these assumptions, the equation of motion 
compared favourably with the data for t* g/do < 4.5 to 6 (e.g. 
Fig. 3B). In Figure 3B, the dimensionless wave front location 
Xs/do and wave front celerity Cs/ g*do are plotted as functions 

of the dimensionless time t* g/do, where do is the initial 
reservoir height measured normal to the gate, and t is the time. 
Experimental observations showed further that the initial jet flow 
motion was quasi-two-dimensional and that it was little affected 
by bed friction. 
 
Discussion 
For all experiments, the maximum shock celerity was recorded at 
the end of the initial jet flow motion. The results were basically 
dependent only upon the Flow Type. The Reynolds number 
estimated in terms of the maximum shock celerity (Cs)max, initial 
reservoir height do and measured fluid properties was 
ρ*(Cs)max*do/µ = 310, 150 and 73 for Flow Types I, II and III 
respectively, where µ is the effective viscosity of the destructured 
fluid. 
The lesser maximum shock celerity observed in Flow Types II 
and III may indicate some incomplete destructuration of the fluid 
at gate opening. Note that the Reynolds number in Flow Type I 
was significantly high. Turbulent flows may be observed for such 
Reynolds numbers with large roughness, and it is conceivable 
that turbulent flow motion was experienced during the present 
study in Flow Type I. 
 
Shock front curvature 
After the initial jet flow motion, the flow became rapidly three 
dimensional with the development of a marked front curvature, 
viewed in elevation, for all investigated flow conditions. This is 
well illustrated in Figures 1B and 4. The results showed that the 
front curvature increased with time, hence the travelled distance 
Xs, for a given experiment (Fig. 4). Further video-observations 
demonstrated slower fluid motion next to the sidewalls. For all 
experiments, the flow curvature developed very rapidly, and it 
exhibited a power law profile that was best fitted by : 

Z
do

  ~  




X

do

0.4

          (2) 

where X = Xs - x, Z is the transverse distance measured from the 
centreline and x is the longitudinal coordinate of the front (Fig. 
4). Basically X = 0 and Z = 0 at the shock front on the channel 
centreline. Equation (2) was obtained independently of time t, 
initial mass M, mass concentration, rest period and flow regime. 
It is compared with experimental observations in Figure 4. 
Since the polycarbonate panels of sidewalls were much smoother 
than the invert, it was probable that sidewall friction did not play 
a preponderant role in the very-rapid development of front 
curvature. Calculations showed that sidewall boundary layers 
were thin and could not explain the brisk development of curved 
profile over short distances, as observed in the present study. The 
front curved profile might in fact result from interactions between 
sidewall and bottom boundary layers. Indeed the flow was quasi-
two-dimensional as long as flow resistance had little effect on the 
fluid motion. 
Interestingly Huang and Garcia [4] presented a photograph 
showing a similar front curvature with kaolinite suspension mud 
flows, but they did not elaborate on the shock front curvature. 
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Fig. 4 - Curved profiles of the shock front, viewed in elevation : 

Test 23, Cm = 0.13, M = 3.7 kg, To = 60 s, Flow Type I. 
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Fig. 5 - Wave front propagation on the channel centreline as 

function of the dimensionless time : Flow Type II. Test 6, θb = 
15º, Cm = 0.15, M = 3.7 kg, rest period: 300 s. 

 
Shock front propagation 
The propagation of the wave front was investigated with video-
cameras. A typical result is presented in Figure 5 for a Flow Type 
II, with the dimensionless wave front location Xs/(Xs)end and 
wave front celerity Cs/ g*do as functions of the dimensionless 
time t* g/do, where (Xs)end is the final location of the front after 
stoppage on the plate. In Figure 5, data from several cameras are 
presented showing good agreement between all data, 
independently of camera location and type. 
For the Flow Type II, and possibly some Flow Types I and III, 
the extrapolation of present results to an infinitely long inclined 
plate yields a relationship between wave front location and time 
that is characterised by five characteristic periods before 
stoppage. (1) The initial instants following the gate opening are 
characterised by a very-rapid acceleration of the fluid: i.e., the 
initial jet flow motion. (2) When the wave front starts to become 
three-dimensional (Fig. 1B & 4), the relationship between front 
location and time becomes nearly linear, and the flow motion 

remains rapid. (3) For t* g/do ~ 10 to 20, a relatively strong 
flow deceleration is observed, which is seen by a sharp change in 
the shock celerity (e.g. Fig. 5). It is thought that the fluid motion 
at the wave front is characterised by a shear-dominated region 
next to the invert, an upper fluid layer and an interfacial zone. In 
the upper flow zone, the fluid is subjected to much less stress, it 
has time to restructure and its apparent viscosity increases 
significantly. After the marked flow deceleration, experimental 
observations suggest (4) a relatively slower flow motion, 
followed by (5) a very-slow flow motion. The latter is nearly a 
"creeping" motion, until stoppage. 
 
Conclusions 
This study is focused on the highly unsteady flow motion of a 
thixotropic fluid with a free-surface. The phenomenon is a shock 
during which the interactions between flow motion and fluid 
rheology are very strong, and the fluid is subjected to a 
continuous transition from a liquid to a solid behaviour. 
Physical experiments were performed by pouring a given volume 
of bentonite suspension in a dam reservoir at the top of an 
inclined channel (15° slope). The mass of fluid was left at rest for 
a controlled time To before the gate was abruptly lifted. 
Systematic experiments were performed for a range of rest 
periods To during which the fluid restructured, for various solid 
volume fractions Cm, and initial mass of fluid M. Qualitatively, 
four flow types were observed. Quantitative informations were 
documented in terms of wave front curvature and initial jet flow 
motion. The results highlight the complexity of the interactions 
between flow motion and fluid rheology. 
It is believed that the present study is the first experimental study 
of highly unsteady flow motion of thixotropic fluid in a large-size 
flume. Further works may include the effects of bed slope and 
inner velocity field in the shock flow. Theoretical developments 
outlined by Chanson et al. [1] may provide additional insights 
into the complex interactions between fluid motion and rheology. 
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Abstract 
The paper discusses various levels of numerical modelling of 
turbulent flow that are relevant to electronic cooling. Five well-
known turbulence models are investigated, i.e., four different 
eddy-viscosity models; the standard k-ε, RNG, the realizable and 
the k-ω, as well as the Reynolds stress model, RSM. Different 
near-wall treatments have been employed. The accuracy of the 
numerical schemes has been discussed. The model under 
consideration is a 3-D model of circular pin fin heat sinks in 
bypass flow conditions. The experimental data presented by 
Jonsson and Moshfegh [1] has been used for comparison. Three 
different inlet velocities have been considered corresponding to a 
channel Re = 5000 to 14500. Results are presented for the base 
plate temperature, the pressure drop, as well as the influence of 
flow bypass, and the leakage from the interfin region to the 
bypass regions of the domain. The result shows that choosing the 
right turbulence model and near-wall treatments have a great 
influence on the heat transfer coefficient and the pressure drop. 
 
Introduction 
The current trends towards miniaturization, greater functionality 
and faster processors are resulting in a steady increase in the 
amount of heat dissipated per unit surface area or unit volume of 
the electronic components. Usually extended surfaces are used to 
increase the heat dissipation from electronic components to the 
ambient air and have been the topic of many studies in recent 
years. One of the most common types of extended surfaces is the 
pin fin heat sink. The main advantage of this type of heat sinks is 
independent of the direction of the incoming flow and it is 
suitable for the situations where the flow paths are hard to 
predict. Traditionally, the research in the field of electronic 
cooling has been dominated by experiments. The performance of 
pin fin heat sinks in forced convection has been studied quite 
extensively. Recently a comprehensive experimental 
investigation, which considered pin fins of different cross shapes, 
sizes and bypass conditions, was carried out by Jonsson and 
Moshfegh [1]. Jonsson [2] has also presented a comprehensive 
literature survey. However, interest has now also turned to 
numerical investigations, mostly due to the increasing capability 
of performing CFD simulations. CFD predictions of pin fin heat 
sinks in forced convection are still quite rare. Yokono and Hisano 
[3] and Behnia et al. [4] performed CFD analysis on pin fin heat 
sinks without a flow bypass. Nowadays, thermal management 
engineers in electronic industries use CFD as a design tool to 
predict the details of flow and heat transfer. During the past 
decades, too many turbulence models have been developed and 
introduced into the market. Thus, it is a rather challenging task to 
choose the right turbulence model for a specific application. The 
objective of this study is to investigate the performance of five 
well-known turbulence models to predict the air flow and heat 
transfer for pin fin heat sinks under bypass flow conditions. The 
employed models are four eddy-viscosity models, i.e., the 
standard k-ε, the RNG, the Realizable and the k-ω, and the RSM. 
A steady-state 3-D model is used for simulating the flow and the 
heat transfer of the pin fin heat sinks under bypass conditions, see 
Figure 1. The experimental data presented by Jonsson and 
Moshfegh [1] is used for comparison. It is shown that choosing 
the right turbulence model and near-wall treatments have a great 
influence on the heat transfer coefficient and the pressure drop. 

 
Figure 1. Pin fin heat sink in bypass flow conditions. 

 
Mathematical Modelling 
This part of the paper presents the turbulence models used for 
analysing the flow and heat transfer in a package of circular pin 
fins under bypass flow conditions. The buoyancy effect is 
assumed to be negligible and the radiation heat transfer is not 
included. Based on the above assumptions for steady state, three-
dimensional, incompressible turbulent flow the continuity, time-
averaged Navier-Stokes and energy equations are given by 
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where P  is the modified kinematic pressure and the unknowns, 

jiuu ′′ , θiu′ constitute the second-moments statistical correlation 
or so-called Reynolds stresses and turbulent heat fluxes. These 
unknowns must be modelled to close the system of equations. 
The most popular models to approximate these terms are the 
eddy-viscosity turbulence models and RSM. 
 
The Eddy Viscosity Turbulence Hypothesis 
The aim is to analogise the turbulent transport phenomenon to 
viscous transport and to introduce an eddy-viscosity for 
turbulence by the Boussinesq assumption. Boussinesq eddy-
viscosity assumption for jiuu ′′ , θiu′  are given by 
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where νt is the eddy viscosity, σt is the turbulent Pr number, k is 
turbulent kinetic energy and )//(5.0 ijjiij xUxUS ∂∂+∂∂= . 
 
Two-equation model 
This model implies that the length and velocity scales of the 
mean flow and of the turbulence are proportional and can be 
related by means of dimensional reasoning to turbulent kinetic, k, 
energy and its dissipation rate, ε, u=k0.5, l=k1.5ε−1. Considering 
the above assumption, the turbulent eddy viscosity can be derived 
as, vt=Cµk2ε−1, and it is valid only when local isotropy in the 
turbulence field is assumed. ε  is given by 
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Thus two-equation eddy-viscosity models require two additional 
transport equations for k and ε to solve the spatial and temporal 
variation of the local velocity scale and the length scale.  
 
The Standard k-ε Model 
The following transport equations for k and ε are obtained from 
Reynolds stress transport equation and a model version of the 
exact transport equation derived from the second moment 
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These equations are accurate for turbulent kinetic energy and 
turbulent dissipation rate. Quantities such as Reynolds stresses 
are still unknown and have to be modelled. The equations of k 
and ε after approximation are modelled in the high Re models as 
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where Cµ = 0.09, Cε1 = 1.44, Cε2 = 1.92, σκ = 1.0, σε = 1.3 and   
S = (2SijSij)0.5. The k-ε model (hereafter called k-ε) is the most 
popular of the two-equation eddy viscosity models, but various 
others have been developed. 
 
The RNG k-ε Model 
The coefficients of the k-ε are determined from a number of case 
studies of simple turbulent flows. Thus the k-ε has a limited 
board of applicability, which yields poor performance for cases 
with complex flows. This poor performance is suspected to be 
due to inaccuracies in the ε-equation. The Renormalization 
Group k-ε model (RNG) introduces an additional term in the ε-
equation, which improves the performance of it. The basic idea is 
to systematically filter out the small-scale turbulence to a degree 
that the remaining scales can be resolved. This is done by the 
parameter, η, which is the ratio between the time scales of the 
turbulence and the mean flow. The ε-equation is given by 
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where η = Sk/ε, η0 =4.38, β=0.012, Cµ = 0.0845, Cε1 = 1.42, Cε2 
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The Realizable k-ε Model 
”Realizable” means that by numerical clipping, which is 
introduced in the code, one can remove unphysical values of 
variables, e.g. negative normal stresses, from the predictions. To 
achieve the realizability effect the Cµ is no longer constant but a 
function of the turbulence fields, mean strain and rotation rates. 
The k equation is identical with Eq. (8) and ε equation is given by 
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where C1 = max [0.43, η/(η+5)], C2 = 1.0, σκ = 1.0, σε = 1.2. 

The k-ω Model 
The standard k-ω model with low Re effects has been used. The 
k-ω model is based on model transport for the turbulent kinetic 
energy, k, and the specific dissipation rate, ω = ε/k. The ω 
equation is defined as 
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Reynolds Stress-Transport Model, RSM 
The RSM is one of the most sophisticated tools currently used by 
engineers to predict turbulent flows with complex strain fields or 
significant body forces. RSM or a so-called second-moment 
model is based on modelled versions of the exact but intractable 
Reynolds stress transport equations. The aim is to solve the 
unknowns introduced when averaging Navier-Stokes equations. 
For non-isothermal 3-D turbulent flows, it is necessary to solve 
nine full partial differential transport equations for six unknown 
Reynolds stresses and three turbulent heat fluxes and one 
equation for transport of ε. k is found by adding the three normal 
stresses. Equation for the transport of Rij = jiuu ′′  is given by: 
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where the terms on the right side of the equation are the 
molecular and turbulent diffusion (after modelling), stress 
production (no need for modelling), dissipation (after modelling) 
and pressure strain. Linear pressure strain model is used to model 
the pressure strain term in this study. The ε equation is given by: 
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where Cµ = 0.09, Cε1 = 1.44, Cε2 = 1.92, σκ = 0.82, σε = 1.0. 
 
Near-Wall Treatments 
For high Re models (i.e. k-ε, RNG, Realizable and RSM), three 
different near-wall treatment options have been used in the 
present investigation that is the Standard wall function (SW) 
proposed by Launder and Spalding, the Enhanced wall function 
(EW) and the Non-equilibrium wall approach (NW). The SW is 
well known and will not be discussed here. The EW subdivides 
the near wall region into a viscous sub-layer and a fully turbulent 
flow. In the viscous sub-layer region, only the k equation is 
solved, while in the fully turbulent flow the k-ε or RSM is 
computed. The term wall distance is introduced to compute the 
interface between the two layers. The idea behind the non-
equilibrium wall function not only considers the equilibrium 
assumption (production=dissipation) for computing the budget 
for the kinetic energy adopted by the SW, but also takes into 
account the budget of kinetic energy, which can vary widely in 
highly non-equilibrium flows involving strong pressure gradients. 
This effect can be implemented by introducing the pressure 
gradient term in the log law in order to sensitise the mean 
velocity. For the k-ω, the near wall approach will be employed. 
This means that the near-wall region will be completely resolved 
all the way down to the viscous sub-layer. 
 
Geometry and boundary conditions 
The problem domain consists of a heated base plate with circular 
pin fin heat sinks placed on the floor of a rectangular channel. A 
sketch of the set-up is shown in Figure 1. The x, y and z 
directions are in stream-wise, normal and span-wise directions, 
respectively. The channel dimensions are, length by width by 



 

height, 350×100×30 mm. The base plate has the following 
dimensions, length by width by thickness, 52.8×52.8×3 mm. 
Only one pin fin heat sink configuration is modelled with the 
following dimensions, a pin diameter of 1.5 mm and a fin-to-fin 
distance of 4.9 mm. The selected heat sink is an inline 9×9 
circular pin fin heat sink with a fin height of 10 mm. The distance 
from the inlet to the leading edge of the heat sink is 150 mm and 
the distance from the trailing edge of the heat sink to the domain 
outlet, is 147.2 mm. For validation of the numerical model, three 
experimental cases, see Jonsson and Moshfegh [1] have been 
used. The simulations were conducted under the same boundary 
conditions as the experiments were performed, see Table 1.  

 Case 1 Case 2 Case 3 
Uin, [m/s] 1.57 3.00 4.59 
Tin, [˚C] 17.5 17.5 17.5 
qin, [W] 9.19 9.42 9.52 

q”in, [W/m2] 3298 3342 3411 
Table 1. Set-up boundary conditions for the numerical model. 

 
The inlet turbulence intensity is assumed to be 5%. The 
simulations were performed for the following Re, Red = ρUindh/µ, 
5000, 9500 and 14500, based on the channel hydraulic diameter, 
dh. The physical properties of air and aluminium are summarised 
in Table 2 and are constant during the simulation.  

 Air Aluminium 
λ, [W/m K] 0.0242 202.4 
µ, [kg/m s] 1.789.10-5 - 
ρ, [kg/m3] 1.225 2719 

Cp, [J/kg K] 1006.43 871 
Table 2. Physical properties of air and aluminium. 

 
For a detail discussion about the experimental errors see Jonsson 
[2]. The resulting maximum relative errors for the cases 1-3 vary 
between 4.6 to 37.6% and 3.0 to 3.6% for Tb and ∆p respectively. 
 
Computational Grids 
The Gambit [5] grid generation package is used to generate the 3-
D unstructured grid. Due to symmetry conditions in the span-
wise direction, only half of the channel is considered. Two grids 
of different density are used for computation of the test cases. 
The coarse grid has 360 333 hexahedral cells. The mesh close to 
the pins is finer with a mesh distribution of 108×52×35. The 
mesh is non-conformal at the interface between fine and coarse 
region. The grid distribution for the coarse mesh has been 
effectively controlled by clustering the mesh towards the walls 
and edges in such a way that the wall function can be applied 
properly, i.e. the first numerical point was always located at 
y+>15. The finer grid ensured that the wall nearest y+ is kept 
close to one near the walls and edges. The finer grid consists of   
1 710 027 cells and is used for computation with the k-ω. Figure 
2 zooms up the coarse and fine computational grids.  

 
Figure 2. Non-conformal (left) and conformal (right) grid 
structures are used for coarse and fine mesh respectively. 

 
Numerical Accuracy 
FLUENT 6.0 [6] is used to numerically simulate the airflow and 
thermal behaviour of the heat sinks under bypass flow conditions. 
The governing equations are solved with a segregated scheme. 

The governing equations are discretized spatially with first and 
second order upwind as well as with the Quick schemes for 
checking the dependency of the results on a scheme level. The 
SIMPLE algorithm solves the pressure-velocity coupling. The 
following under relaxation factors are used for the p, U, k, ε and 
T, 0.3, 0.7, 0.8, 0.8 and 1.0. With the fine grid, it takes about 8 
hours CPU-time on a 1.4 GHz Pentium-4 to get the result. 
 
Results 
 
Effect of the near-wall treatments on the base plate 
temperature and pressure drop 
Table 3 illustrates the influence of the near-wall treatments on 
different k-ε models. All turbulence models with Standard and 
Enhanced wall functions over-predict both the mean base plate 
temperature, Tb, and the pressure drop, ∆p. Generally, both the k-
ε and RNG yield similar results with a small advantage for the 
RNG compared with the measured case. The SW provides the 
best agreement with the experimental measurement. The non-
equilibrium wall treatments over-predict the ∆p and under-predict 
the Tb, which indicates poor agreement with the measured case.  
 Case k-ε RNG Realizable 
 2 SW EW NW SW EW NW SW EW NW
Tb, [˚C] 35.8 38.8 39.6 34.6 38.6 39.4 34.4 39.7 39.7 34.9
CFD/Exp - 8.3 10.5 -3.4 7.7 9.8 -4.0 10.7 10.7 -2.7
∆p 2.38 2.70 2.69 3.65 2.61 2.67 3.26 2.58 2.71 3.89
CFD/Exp - 13.3 13.2 53.4 9.6 12.1 37.1 8.4 13.9 63.6

Table 3. The effect of the near-wall treatments on Tb and ∆p. 
 
Effect of the discretization schemes on the base plate 
temperature and pressure drop  
Table 4 shows that the second order upwind discretization 
provides a significant improvement on the magnitude of the ∆p 
compared to the first order upwind scheme. However, the lower 
pressure drop will raise the base plate temperature according to 
Reynolds analogy. In general, the second order upwind is 
recommended for complex flows such as those presented in this 
study. As it is shown in Table 4, the Quick discretization did not 
influence the magnitude of the pressure drop and only reduced 
the mean base plate temperature with 0.3˚C. Thus the accuracy of 
the second order scheme is quite acceptable for the present study. 

 Case 2 First order Second order Quick 
Tb, [˚C] 35.8 37.9 39.4 39.1 
CFD/Exp - 5.7% 9.8% 9.0% 
∆p, [N/m2] 2.38 3.18 2.67 2.67 
CFD/Exp - 33.7% 12.0% 12.0% 

Table 4. The effect of the discretization schemes on Tb and ∆p. 
 
Comparing all turbulence models for Case two 
Table 5 compares the predictions obtained by different 
turbulence models with the experimental data for the Tb and the 
∆p for Case two. EW treatments have been used as near-wall 
approach for high Re models. For the Tb the k-ω gives a better 
prediction while the ∆p prediction by RNG shows the best 
agreement with the experimental one. Surprisingly, the RSM 
predictions are nearly the same as the employed two-equation 
models. One possible clue can be the usage of the isotropic eddy-
viscosity hypothesis employed in the present study for RSM 
instead of the non-linear eddy viscosity modelling. 

 Case 2 Coarse mesh Fine mesh 
  k-ε RNG Real. RSM k-ω 

Tb, [˚C] 35.8 39.6 39.4 39.7 39.6 38.8 
CFD/Exp - 10.5% 9.8% 10.7% 10.5% 8.2% 
∆p, [N/m2] 2.38 2.69 2.67 2.71 2.69 2.93 
CFD/Exp - 13.2% 12.1% 13.9% 13.2% 22.9% 

Table 5. The effect of the turbulence modelling on Tb and ∆p. 



 

Comparing Case 1-3 with RNG, RSM and k-ω 
Table 6 compares the experimental results for three different inlet 
velocities with the numerical one. As it is shown, better 
agreement has been obtained between the CFD predictions and 
experimental data by increasing the channel Re. The RNG shows 
better overall agreement compared to the other models. 

  Exp RNG RSM k-ω 
Case 1 Tb, [˚C] 44.9 50.2 50.1 49.5 
 CFD/Exp - 11.9% 11.8% 10.3% 
 ∆p, [N/m2] 0.71 0.77 0.85 0.91 
 CFD/Exp - 7.9% 19.3% 28.4% 
Case 2 Tb 35.8 39.4 39.5 38.8 
 CFD/Exp - 9.8% 10.3 8.2% 
 ∆p 2.38 2.67 2.7 2.93 
 CFD/Exp - 12.1% 14.5 22.9% 
Case 3 Tb 31.9 34.5 34.6 33.8 
 CFD/Exp - 8.0% 8.2% 5.8% 
 ∆p 5.72 6.07 6.05 6.40 
 CFD/Exp - 6.0% 5.8% 12.0% 

Table 6. Comparison between the CFD and experimental data. 
 
Effect of the inlet velocity on the frontal bypass ratio, 
tip and side leakage  
Table 7 illustrates the influence of the inlet velocity on the frontal 
bypass ratio, the tip and side leakage, respectively; for more 
information about the definition of the bypass ratio and leakage, 
see Jonsson and Moshfegh [1]. As can be seen in the table below, 
the frontal bypass ratio decreases by increasing the inlet velocity, 
which means that more air is passing through the heat sink 
package. About 37% of the flow entering the heat sink leaks from 
the tip to the bypass area and is nearly constant for the three 
simulated cases. The side leakage also varies with the inlet 
velocity. An increase of the inlet velocity will increase the side 
leakage. At the lowest inlet velocity, almost 8.5% of the flow 
entering the heat sink leaks out from the side. 

 Bypass Ratio Tip Leakage Side Leakage 
Case 1 24.3% 37.2% 8.5% 
Case 2 22.4% 37.7% 10.9% 
Case 3 21.4% 37.5% 12.9% 

Table 7. The effect of inlet velocity on the frontal bypass ratio, 
tip and side leakage for all three cases. 

 
Figure 3 shows the flow and temperature behaviour of the air 
entering the heat sink and the side and tip leakage predicted by 
RNG for Case two. A wave motion has been observed at the top 
of the heat sink, which is damped in the stream-wise direction. 
Most of the turbulent kinetic energy is produced along the first 
rows in the stream-wise direction. The air-flow pattern at the side 
of the heat sinks also shows sinusoidal motion. A small re-
circulation cell has also been observed between the pins close to 
the base plate in the stream-wise direction. The surface 
temperature of the pins and the air temperature increase in the 
stream-wise direction. 
 
Figure 4 shows the pressure and velocity as well as the 
temperature contours in xz plane at y = 5 mm predicted by RNG 
for Case two. Larger pressure drop are observed at the first rows 
in the stream-wise direction. The contour of the pressure field 
shows also multiple contractions and expansions as well as 
redevelopment of the boundary layers in the stream-wise 
direction causing higher pressure drop compared to the other heat 
sinks such as plate fin heat sink. In some region, the magnitude 
of the velocity in the bypass region is higher than the inlet 
velocity. The penetration of the hot air from interfin to the side 
bypass is clearly presented in Figure 4.  
 
Conclusions 
Four eddy viscosity models and Reynolds stress model are used 
to predict the airflow and heat transfer in a pin heat sink 

configuration under bypass flow conditions. The RNG performed 
the best agreement with the experimental data. The validation of 
the numerical results has been limited to the static pressure drop 
before and after the heat sinks and average base plate 
temperature. Nevertheless, the differences are considerable in 
some cases, especially at the lower upwind level. It should be 
noted that more detailed experimental data are necessary for a 
comprehensive validation analysis. The non-equilibrium wall 
approach indicates poor agreement with the measured case, while 
the Standard wall function and Enhanced wall functions provide 
good agreement with the experimental measurement. Numerical 
predictions show that about 37% of the flow entering the heat 
sink leaks from the tip to the bypass area and is nearly constant 
for the three simulated cases. The side leakage is about 8.5% of 
the flow entering the heat sink at the lowest velocity and 
increases by increasing the inlet velocities. 
 

 
Figure 3. The velocity vector coloured with velocity (left) and 

temperature (right) values for the bypass domain. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. The pressure, velocity and temperature field predicted 

at y = 5 mm through by RNG for Case two. 
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Abstract 
Liquid sloshing is the low frequency oscillation of a liquid in a 
partially full container. Intentional container flexibility has been 
employed in this study to suppress excessive levels of liquid 
sloshing. Part 1 of this two-part paper is regarding the 
effectiveness and optimization of added mass for this purpose. 
 
Introduction  
The liquid in an open container can oscillate at discrete natural 
frequencies. The liquid motion, sloshing, at the lowest of these 
frequencies is of concern in this study as shown in Figure 1. In 
this figure, L indicates the width of the container (wavelength), 
and H the height of the static liquid. The shaded area of the 
diagram illustrates the shape of the free surface at the 
fundamental mode. It is critical to predict and to control liquid 
sloshing in order to maintain safe operation in ground and marine 
transport of liquid cargo, aerospace vehicles and earthquake-safe 
structures. A numerical model is presented in this study, which 
enables prediction of liquid sloshing. With this model, the use of 
container flexibility is investigated in order to control sloshing. 
Tuning is achieved  with added masses.  
 
 

 
Figure 1. Sloshing in a rigid container. 

 
Anderson [1], first investigated the possibility of using container 
flexibility for the control of liquid sloshing. Gradinscak et al. [3] 
investigated the design of flexible containers and observed 
significant reduction of sloshing amplitudes when the container 
natural frequency is tuned to the liquid sloshing frequency. The 
effect of container flexibility is previously studied [4] to provide 
insight for the tuning process. In this paper, further findings are 
presented towards an optimal flexible container design. The 
objective is to explore the possibility of enhancing the control 
action.  
 
 
Numerical Model and Procedure 
An aluminum rectangular prism of 1.6 m x 0.4 m x 0.4 m has 
been chosen as the container. The wall thickness of the container 
is 1 mm. With this 0.4 m by 0.4 m cross section, the liquid level 
is fixed at 0.3 m (in the Z direction). Working liquid is water. A 

finite element analysis (FEA) package, ANSYS, is used to model 
both the container and liquid dynamics [2]. A schematic view of 
the geometric model is given in Figure 2.  
 
The container walls are modelled with standard shell elements of 
0.05 m x 0.05 m size. A 1 % equivalent viscous critical damping 
is used to represent structural energy dissipation in the first two 
modes. Three dimensional cubic fluid elements are used for the 
liquid of the same size as the container. Grid independence has 
been verified. Similarly, a 10-ms integration step has been found 
to be sufficiently small for the accuracy of numerical predictions.  

 

 
Figure 2. The numerical model and the location of the observed nodes. 

 
A conventional tuned absorber is an auxiliary oscillator attached 
to a structure to be controlled. Normally, the natural frequency of 
the absorber is tuned to that of the structure to maintain minimum 
oscillation amplitudes, while the absorber is put in resonance 
intentionally. Here, the sloshing liquid is taken to be analogous to 
the structure to be controlled, whereas the flexible container acts 
like the tuned absorber. The objective is to tune the container’s 
dynamics in such a way as to minimize liquid sloshing.  
 
The tuning process may be implemented with the addition of 
masses to the container [4]. Varying point masses, of 1 kg to 45 
kg each, are added on the container walls, at the two locations 
marked as the observed container nodes in Figure 2. These nodes 
have also been chosen to represent the container’s response in the 
X direction. Liquid response is represented by the displacement 
of the two nodes at the free surface, directly aligned with those of 
the container nodes, in the Z direction. 
 
Sloshing is induced by imposing a sinusoidal base displacement 
of one cycle in the X direction. The peak-to-peak base 
displacement is 10 mm with a frequency of 1.34 Hz. This 
frequency corresponds to the theoretical sloshing frequency of a 
rigid container of the same dimensions [5].  
 



 

In the numerical model, the starting instant corresponds to the 
sudden presence of a rather large amount of water in the 
undeformed container. In response, the container immediately 
attempts to assume a deformed shape to accommodate the 
water’s presence. This attempt results in oscillations of the 
container and the fluid. However, these fluid oscillations are 
simply an up-and-down motion of the flat surface, and quite 
different than sloshing. Originally, simulations were performed 
for 40 seconds to allow the container to assume its static 
equilibrium for the first 20 seconds, and then, the transient base 
disturbance mentioned earlier was applied. However, due to 
relatively poor energy dissipation, a 20 second period was 
insufficient to reach the static equilibrium. As a result, the in-
phase displacements of the free surface continued, along with the 
out-of-phase sloshing displacements. The difference between the 
vertical displacements of the two free surface nodes, allowed the 
extraction of the out-of-phase motion of the free surface, which is 
referred as the “sloshing history”. 
 
When the same cases were simulated starting with the application 
of the base disturbance without waiting to reach the static 
equilibrium first, it was observed that the out-of-phase “sloshing 
history” of the free surface was virtually identical to the earlier 
ones. For these cases, in-phase and out-of-phase liquid motion 
took place simultaneously. However, the subtraction process 
made it possible to observe the relevant “sloshing history” 
avoiding the initial 20-second idle period. In this paper, selected 
cases are presented for a total duration of 20 seconds where the 
base disturbance is given at the start of the simulation period. 
This point is further examined in Part 2. 
 
Results and Discussion 
Sloshing histories and the corresponding frequency spectra for 
selected cases of a rigid container and a flexible container with 
no added mass, 7-kg, and 21-kg added masses, are presented in 
Figures 3(a) to 3(d). Sloshing histories given in the first column 
of Figure 3, represent the out-of-phase displacement of the free 
surface. 
 
The sloshing history for the rigid container in Figure 3(a), 
sustains a peak amplitude of around 40 mm. This amplitude is 
approximately the same for the flexible container case in Figure 
3(b) with no added mass. The gradual decay is due to 1% critical 
damping of the structure. The optimal tuning range is around 7 
kg of added mass [4]. For this case, the peak sloshing amplitude 
decreases to 10 mm - 15 mm in Figure 3(c). Sloshing amplitude 
further increases to about 30 mm with 21-kg added mass in 
Figure 3(d).  
 
In the second column of Figure 3, the frequency spectra of the 
container displacement (——) and sloshing (……) are presented. 
For the rigid container in Figure 3(a), the fundamental liquid 
sloshing frequency is indicated to be around 1.4 Hz, quite close 
to 1.34 Hz [5]. Another small spectral peak is around 2.3 Hz, 
possibly corresponding to a harmonic of the fundamental mode. 
 
The frequency of the highest sloshing peak in Figure 3(b), is 
around 1.2 Hz. The flexible structure seems to be  driven strongly 
by  the liquid at this frequency. In addition to the sloshing driven 
structural peak at 1.2 Hz, there are two major spectral peaks, one 
around 0.75 Hz and the other around 1.7 Hz. In Figure 3(b), 
spectral peaks around 1.4 Hz and 2.3 Hz can still be noticed for 
sloshing.  
 
With 7-kg added mass in Figure 3(c), the structure appears to 
have two dominant spectral peaks.  These peaks are around 0.7 
Hz and 1.1 Hz. The magnitude of second spectral peak at 1.1 Hz, 
is comparable to that of the first peak. The control effect on 

sloshing of the second structural peak is clear, practically 
eliminating any response from the liquid motion between 
frequencies of 0.9 Hz and 1.4 Hz. In contrast to the second 
spectral peak, the first spectral peak of the structure at 0.7 Hz 
seems to have an adverse effect on sloshing control. The structure 
seems to drive the liquid at this frequency.  
 
In Figure 3(d), for 21-kg added mass, sloshing around 1.4 Hz 
becomes significant again, indicating that the interaction of the 
structure and liquid is being lost. The result of this loss is the 
appearance of independent spectral peaks for both the structure 
and liquid separately.  
 
In Figures 4(a) to 4(c), the left column is the cross-correlation 
between sloshing amplitude and structural displacement for a 
flexible container with no added mass, 7-kg added mass and 21-
kg added mass, respectively. The horizontal axis represents the 
number of integration steps of 10 ms each over the total time of 
20 s. The right column is the corresponding cross-spectrum for 
the same cases. In the cross-correlation graphs, it is seen that the 
fluid-structure interaction is significantly lost after 7 kg added 
mass. 
 
In the cross-spectrum plots, the dominant frequency of 
communication can be viewed at different added masses. As the 
structure and fluid strongly drive each other, a clear large spectral 
peak is observed. For the no added mass case and within the 
tuning region, there is a clear dominant frequency as seen in 
Figures 4(a) and 4(b). The dominant frequency for the no added 
mass case in Figure 4(a) is close to the fundamental fluid 
frequency. This result suggests that the system is mainly driven 
by the fluid. The dominant spectral peak in the tuning range, on 
the other hand, is around that of the structural fundamental 
frequency, which similarly is an indication that the fluid is being 
driven by the container at this time. 
 
From Figures 3(c) and 4(b), it is seen that the structure is 
significantly affecting the liquid response in the tuning range.  In 
addition to suppressing the liquid response at certain frequencies, 
the structure is driving the liquid at other frequencies, as 
previously mentioned. Therefore, if this second detrimental effect 
can be eliminated, it should certainly be possible to improve the 
design of a flexible container. Current work is in this direction to 
identify the structural mode shapes to encourage the control 
effect, and to discourage the driving effect on liquid sloshing.  
 
A summary of the tuning process is presented in Figure 5 with 
the root mean square averages of sloshing amplitudes. The 
minimum sloshing amplitude is for about 7 to  8-kg added mass 
on the flexible container, corresponding to better than 80% 
attenuation as compared to the rigid container (solid red line). 
Considering the respective slopes of the trend line on either side 
of the best case, the control effect is more sensitive as the tuning 
is approached from the left. Therefore, it may be advantageous to 
be on the right hand side of the best performance where the 
added mass may be allowed to be somewhat larger than the 
optimal without significant loss of effectiveness. 
 
Conclusions 
With proper tuning of a flexible container, a net reduction of 
about 80% is possible in the rms liquid sloshing amplitudes, as 
compared to that in the rigid container. An optimal value of 
added mass exists around 7 kg for the dimensions used here. This 
paper represents a progress report on attempts to improve the 
control effect on sloshing.  
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Figure 3.  First column: Predicted sloshing histories (a) Rigid container. Flexible container with added point masses: (b) 0 kg, (c) 7 kg, (d) 21 kg. 
Second column: FFT of sloshing liquid (dashed) and structural vibration (solid) for the same cases. 
 



 

   

(a) 

  

(b) 

  

(c) 

  
  
  

 
Figure 4. First column: Cross-correlation between sloshing and structural displacement for flexible container with added point masses: (a) 0 kg, (b) 7 kg, 
(c) 21 kg. Second column: Cross spectrum for the same cases.  
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Abstract 
As described in Part 1, sloshing is the low frequency periodic 
motion of the free surface of a liquid in a partially filled 
container. The dynamic response of structures containing liquid 
can be significantly influenced by these low frequency 
oscillations, and interaction with the sloshing liquid could lead to 
instabilities. The authors’ earlier work indicates that container 
flexibility can be effective in sloshing control. In Part 2, the 
added advantage of top straps is discussed towards a more 
practical optimal container design. 
 
Introduction  
Liquid in an open container can move back and forth across the 
basin in standing (or travelling) waves at discrete natural 
frequencies, as described in Part 1. This low frequency oscillation 
of the liquid is defined as sloshing. In Part 2 of this two-part 
paper, the effect of horizontal straps is investigated in controlling 
liquid sloshing in a flexible container. A schematic view of such 
a container is shown in Figure 1. As further illustrated below, a 
flexible container with straps on top, is chosen as a practical way 
to implement tuning with added masses without excessive wall 
deflection. Straps on top of a flexible container, reduce static 
deflection due to the addition of liquid and point masses.   
 
Liquid sloshing and its control have attracted attention in 
engineering research due to the consequences of uncontrolled 
sloshing. Welt and Modi [9] showed that the sloshing resulting 
from external forces is often critical when the excitation 
frequency is near the liquid natural frequency. The methods of 
determining natural frequencies and mode shapes of such flexible 
structures could be found in the works of Kana and Abramson 
[7], Chen and Haroun [3] and Jeong and Kim [6]. Further 
investigations on using structural flexibility for the control of 
liquid sloshing using finite element analysis are reported by 
Anderson [1] and Gradinscak et al. [4, 5]. 
 
Numerical Model 
The container used for this part of the study, is identical to that 
described in Part 1. It has a rectangular shape, 1.6 m in length, 
0.4 m in width and 0.4 m in high. The wall thickness is 1 mm. 
The material properties for aluminum are used for the container. 
As in Part 1, the ANSYS FEA [2] program has been used to 
create the numerical model of the flexible container and liquid 
using finite elements, simulate liquid sloshing in the container 
and obtain displacement values at different nodes for the 
container and liquid. 
 
The container is modelled with two-dimensional rectangular shell 
elements. Such an element has constant thickness, and it is 
defined by four nodes, with six degrees of freedom at each node. 
1% critical damping is applied to the structure without liquid. In 
addition, three link elements are attached at the top of the 
container at three points as straps. A link element is defined by 
two nodes, the cross-sectional area and material properties. The 
material properties for aluminum are used also for the link 

elements. The numerical model is illustrated in Figure 1 with the 
top straps. 
 
Three dimensional brick finite elements are used to model the 
liquid. This element is defined by eight nodes having three 
degrees of freedom at each node. The parameters are chosen for a 
homogeneous, inviscid, irrotational and incompressible liquid. 
The material properties for the liquid are defined by the fluid 
elastic modulus and the density. The liquid depth is 0.3m. The 
liquid is kept undamped throughout the simulations. 
 
Two structural mass elements are added to each long side of the 
container, on either side of the middle strap, in order to tune the 
natural frequency of the container with that of the fundamental 
sloshing mode. A structural mass element is defined as a single 
node that has a concentrated mass acting along the element’s own 
coordinate directions. 
 
Fluid-structure interaction is achieved by coupling the liquid 
displacement with that of the container walls in the direction 
normal to the walls. The container and liquid parameters are 
adjusted to ensure that the frequency of the structure and liquid 
are close numerically to guarantee strong interaction. Eigenvalue 
analysis is used to determine natural frequencies and mode 
shapes, and direct numerical simulation is used to determine the 
displacement histories of the liquid and container. 
 
The disturbance used is the same as in Part 1. Sloshing is induced 
by imposing a transient sinusoidal displacement of one cycle to 
the base of the container in the X direction, as defined in Figure 2 
of Part 1. The peak-to-peak base displacement is 0.01 m with 
frequency of 1.34 Hz. This frequency corresponds to the 
theoretical sloshing frequency of a rigid container of the same 
dimensions [8]. 
 
As described in Part 1, simulations were performed previously 
for 40 seconds, by allowing the container time for the first 20 
seconds to assume its static equilibrium, and then, by imposing to 
the base a transient disturbance along the X axis. Two sample 
results are presented in Figure 2 for 40-second simulations. In 
Figure 2(a), the container and liquid free surface displacement 
histories are presented for the case of 9-kg total added mass 
without top straps. In Figure 2(b), the histories are given for the 
9-kg added mass case with top straps. In both of these figures, the 
right column represents the liquid sloshing history, obtained as 
the difference between the vertical displacements of the top 
middle liquid nodes, as defined in Part 1. During the first 20 
seconds, the liquid surface simply bobs up–and-down with an 
amplitude comparable to that of the container displacement. With 
the 40-second runs, liquid sloshing starts only after the transient 
base disturbance is applied at the twentieth second. As described 
in Part 1, when the liquid sloshing amplitude is compared with 
20-second simulations with disturbance applied at the start, 
similar out-of-phase liquid sloshing histories are obtained, 
indicating that 40-second simulations with a settling down 



 

period, are not needed. Therefore, the rest of the results presented 
here are from 20-second simulations.  
 
Results and Discussion 
From a comparison between the static container displacements 
with and without straps within the first 20 seconds, the practical 
significance of top straps can be observed. As described in Part 1, 
added mass is needed to tune the container flexibility to liquid 
sloshing for optimal control. As indicated in Figure 2(a), with a 
9-kg added mass, a static deflection of about 6 cm occurs in the 
container. With the addition of three straps at the top, the static 
deflection reduces to about 1 cm.  
 
It is known that the sloshing due to external forces becomes 
critical when the excitation frequency is close to the fluid 
sloshing frequency [1]. Ideally, to control sloshing, the objective 
is to tune the container natural frequency to the exact sloshing 
frequency. As described in Part 1, tuning is achieved by attaching 
different amounts of mass to the container to decrease its natural 
frequency, while keeping all other parameters the same. Tuning 
for the cases presented in this paper has been achieved by adding 
structural mass elements at two points on either side of the 
middle strap, as described in the previous section. The presence 
of significant energy transfer between the liquid and container is 
considered to be a sign of appropriate tuning. Such energy 
transfer is detected by a beat in the displacement history of the 
container walls or liquid. 
 
As shown in Figure 3(a) of Part 1, for the rigid container (with no 
added mass and no straps), the sloshing amplitude does not 
decay, after the excitation is applied for the first 0.74 seconds. As 
in Part 1, this case is taken as the comparison base here for the 
flexible wall cases with and without additional elements to 
demonstrate the effectiveness of sloshing control. 
 
In Part 1, the best tuning case is shown to be around an added 
mass of 7 to 8 kg without straps. With straps, a series of 
numerical trials has been conducted to determine the most 
promising case. In Figure 3, the histories are presented for 
selected cases of the horizontal oscillations of the top middle 
nodes of the long container walls, and the vertical oscillations of 
the corresponding liquid nodes. Figures 3(a) to 3(e) correspond to 
cases of 0, 6 kg, 10 kg, 14 kg and 18 kg added mass, all with 
three top straps. The right column in each figure is the 
corresponding sloshing history, calculated as the difference 
between the vertical displacements of the two liquid nodes at the 
top middle of the long sides of the container.  
 
From a comparison of Figures 3(a) to 3(e), it is seen that with 
added masses of 6 kg and 10 kg, the peak sloshing amplitude 
drops significantly with respect to the no added mass case and the 
case of the rigid container. The best result is obtained for the 10-
kg added mass case. By adding masses of 14 kg or more, the 
tuning effect is lost, and the liquid sloshing amplitude starts to 
increase. 
 
In Figure 4, the rms liquid sloshing amplitudes of different cases 
are shown as a function of added mass for all the cases presented 
in Parts 1 and 2. The rms amplitudes are normalized by the rms 
sloshing amplitude in the rigid container. This figure is obtained 
by adding the strapped cases to Figure 5 of Part 1. As seen in this 
figure, the optimal control achieved with straps corresponds to a 
decrease in the sloshing amplitude of about 80 % between 6 to 10 

kg added mass. Similar to the cases of sloshing control without 
straps, but only with added mass, the control is more sensitive for 
smaller added mass cases than for larger ones, as indicated by the 
steeper slope to the left of the best control.  
 
Conclusion 
 
The effect of additional elements, along with container 
flexibility, in sloshing control is presented. The results from these 
simulations have shown that the sloshing amplitude is 
significantly lower in comparison with the rigid container case. 
With three straps on top and for the dimensions chosen here, the 
best suppression is obtained for the 6 to 10-kg added mass on the 
flexible container.  
 
The fluid-structure interaction model presented here is based on 
numerical modelling. The model allows for an unlimited number 
of parameters to be examined, so that a comprehensive 
investigation of various elements used for sloshing suppression 
can be undertaken. The results presented require experimental 
verification, and this work is currently underway.  
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Figure 1. The first mode shape of the flexible container without 
water, showing the locations of the three straps. 
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Figure 2. Selected 40-second simulations. (a) 9-kg added mass without straps. (b) 10-kg added mass with straps. Left column, displacement 
(top and bottom, horizontal displacement of the two sides of the structure; two in the middle, vertical displacement of the adjacent liquid 
nodes); and right column, sloshing histories. 
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Figure 3. Strapped cases. (a) no mass; added masses of (b) 6 kg; (c) 10 kg; (d) 14 kg; (e) 18 kg. 
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Figure 3. Continued. 
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Figure 4. Variation of rms sloshing amplitude with added mass for cases without ( ) and with ( ) straps. 
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Abstract  
 µ

.
γτ =Electro-Rheological (ER) fluids can change phase from liquid to 

a solid-like gel in response to being exposed to electric field. This 
property makes ER fluids useful in motion control applications. 
The motivation of this paper is to present a technique such that 
ER fluids may be used in designs of valves where “valving” can 
be achieved without any moving mechanical components. Such 
designs should be attractive as control agents. 

(1) 
 

Note that the curve fit for the linear behaviour is also given next 
to the trend line. The value of R2 indicates the reliability of the 
linear trend, in mean square sense, to the experimental points 
where an R2 of unity would correspond to a perfect fit.  
  
When an electric field is applied, the shear stress variation seems 
to shift up, approximately parallel to the zero-field trend. What is 
of significance here is the presence of an intercept on the vertical 
axis, representing shear resistance for a zero rate of strain. This 
intercept may be interpreted as an “equivalent stiffness” as a 
result of the level of solidification. Stiffness, or resistance to 
deformation, is, of course, the property of a solid. 

Introduction  
Electro-Rheological (ER) fluids have the desirable feature of 
being able to change phase between a liquid and a solid-like gel. 
These are normally suspension fluids, mostly made up of some 
variety of semi-conducting particles and a suspending oil. There 
are literally hundreds of different recipes to make ER fluids [3], 
and the one used in this work is a corn starch – mineral oil 
suspension.  

 
Although the R2 reliability of the existence of the linear trend of 
the new cases, is somewhat lower than that of  the zero-field 
case, the shear stress may still be expressed as 

 
Normally, an ER fluid has its particles suspended in quite random 
fashion as shown in Figure 1(a).  When an electric field is applied 
across the fluid, however, the semi-conducting particles are 
polarised electrically, and form chains.  These chains are shown 
in Figure 1(b). The flat regions shown at the top and the bottom 
in Figure 1, are the conductor plates though which the electric 
potential is applied. The required electric field strength is in the 
order of kilo Volts per mm. The phase change takes place in 
milliseconds. More importantly, the liquid phase is recovered 
upon removal of the electric field. 

   .
γµττ +≈ b

   (2) 
 

Here, τb represents the intercept  to indicate the effect of applied 
electric field [2, 4-6]. τb may be expressed as  
  βατ Eb =     (3) 

 
where α and β are the material properties of the fluid, and E is 
the electric field strength [2, 4-6]. Equation 2 also represents the 
condition for Bingham Plastic Flow [2, 4-7]. It should be 
mentioned here that there is also a class of ER fluids (such as 
those of liquid crystal type) which behave quite differently than 
what is suggested in Equation 2. These fluids do not acquire an 
intercept in response to an electric field. They maintain a shear 
stress variation similar to that of a Newtonian fluid, but they 
experience an increase in their viscosity. 

 
When the conductors required to apply the electric field, are kept 
at a fixed distance from each other, there are two different modes 
of operation, namely the shear mode and the flow mode. In the 
shear mode, the two electrodes are given a relative motion to 
cause shearing of the fluid placed between them. In the flow 
mode, the electrodes are kept stationary to form a channel, and 
the fluid is pushed through them. In the shear mode, the 
application of electric field increases the shear resistance, or 
shear strength, of the fluid. In the valve mode, the application of 
electric field increases the pressure drop along the length of the 
conductors. 

 
In the next section, the treatment of the Bingham model is 
extended into the valve mode of operation. The objective of this 
extension is to demonstrate the possibility of controlling the  
pressure loss, with the electric field as the control parameter. The 
further objective is to compare this control process against the 
performance of a generic pump.  

 
A typical set of results are shown in Figure 2, where the shear 
resistance of a corn starch-mineral oil ER fluid is given for 
different strain rates [5]. The solid to liquid weight ratio of the 
ER fluid suspension is 0.70 for this case. Details of the shear 
stress measurements are given in Reference 5.  

 
Behaviour In Valve Mode 
 
In Figure 3, the thick lines at the top and bottom indicate the 
conductors which form the channel in which the ER fluid flows 
from left to right. The length of the channel is L. ∆P is the 
pressure drop along the length L. The width and the depth of the 
channel are h and b, respectively, where b is in the direction 
normal to the view given in Figure 3. The profile of the velocity 
u(y) is also indicated in the flow direction. The middle section of 
the channel acquires a plug, of total thickness, δ, in response to 

 
Five sets of shear stresses are plotted in Figure 2 corresponding 
to five different  electric fields, including zero. For zero electric 
field, the behaviour may be represented with that of an ideal 
Newtonian fluid where the shear stress, τ, is linearly proportional 
to the rate of strain, γ, and the proportionality constant represents 
the dynamic viscosity, µ: 

   
 



 

the gradual solidification of the fluid. The plug thickness grows 
as the electric field strength increases [2, 4-7].  
 
Establishing the force balance between the shear force and the 
force due to pressure drop, once at the wall and once at the 
interface of the plug, leads to the following expression: 
    
 

     (4) 
 

indicating that the ratio of the plug thickness, δ, to the width of 
the channel, h, is the same as the ratio of the static shear strength, 
τb, to the shear stress at the wall of the channel, τw. Further 
rather lengthy manipulations lead to [4,5,7]    
 
 

         (5) 
 
 

In this expression, the parameters L, b and h are the dimensions 
of the channel; µ is the Newtonian viscosity of the fluid; Q is the 
amount of flow through the channel; and  ∆P is the resulting loss 
of pressure. The ER effect is represented only through τb whose 
value may be determined as a function of the applied electric 
field as suggested in Equation 3.  
 
The relationship between ∆P and Q for zero electric field may be 
obtained by setting the τb term to zero in Equation 5. The 
resulting equation is analogous to Equation 1: 
 
 

         (6) 
 
 

For increasing values of the electric field strength E, or 
equivalently, for increasing values of τb , the variation of  ∆P 
with Q is similar to the variation of  the shear stress, τ, with the 
strain rate. As illustrated in Figure 4, increasing E shifts up the 
linear relationship of the zero-field case. The intercept with the 
∆P axis may be obtained to be  
   
 

 (7)  
 

    
from Equation 5, by setting Q to zero.  
 
 
In Figure 5, the variation of ∆P with Q from Figure 4, is repeated 
along with a generic performance curve of a pump to provide the 
flow in the channel. This pump curve indicates the amount of 
possible Q as a function of the amount of pressure loss ∆P which 
the pump has to overcome. Amongst all possible pairs of (∆Pi,Qi) 
which the pump can provide, the point of operation is obtained 
by the simultaneous solution of the pump (supply) and system 
(demand) characteristics. This simultaneous solution is 
represented graphically by the intersection of the two such 
characteristic curves.   
 
For a zero electric field, the intersection with the pump curve 
indicates Qo as the volume flow rate at the operating point. When 
an electric field is applied, however, the point of intersection 
moves towards left, effectively increasing the amount of pressure 
loss to be overcome by the pump. This decrease in Q continues 
monotonically with increasing E, until such a point that the 

pressure demand of the “ER valve” is so large as to stall the 
pump and to completely shut off the flow. 
 
Conclusions 
 
A brief summary is presented in this paper of an extensive study 
to model the shear and flow modes of a particular ER fluid. The 
suggested procedure indicates that the amount of flow through a 
channel may be valved by varying only the applied electric field, 
and with no moving mechanical components. 
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Figure 1. Electron-microscope photograph of an ER fluid (a) without, (b) with an electric field from Reference 2. 
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Figure 3. Showing the Bingham plastic valve flow and relevant parameters   
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Figure 5. Same as in Figure 4, but with a generic pump charcteristic curve. 
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Abstract  
A progress report is presented of the authors’ recent work on the 
scaling of adverse pressure gradient turbulent boundary layer 
flows. In the first part, flow classification is presented based on 
mean deficit scaling. A fully developed equilibrium condition is 
defined based on the Zagarola and Smits scaling. This definition 
agrees with the constant pressure parameter definition of Castillo 
and George. 
Introduction   
Adverse pressure gradient boundary layers have been of interest 
due to their common presence in engineering applications. The 
challenges associated with the development of proper scales with 
which to describe these flows, have attracted considerable 
attention [Clauser, Castillo and George]. Extensive work of the 
authors [1, 2, 5, 6, 8] has shown that the classical scaling of the 
mean deficit profiles with the friction velocity, u*, does not hold 
for these flows. Neither does the Castillo and George scale of Ue 
where Ue is the free stream velocity. It has been shown by the 
authors that using the scale of Zagarola and Smits [17, 18], as 
suggested by Castillo and George [7], it is possible to observe the 
flow development to a fully developed stage. It has been further 
shown that this fully developed stage is the one referred as the 
equilibrium stage in data from the earlier APG work of Clauser 
[9], Bradshaw [3, 4] and Newman [15]. The objective of this 
two-part paper is to give a progress report of the authors’ recent 
work, while providing additional insight. In the first part, flow 
development is described based on the characterization of mean 
deficit profiles. In the second part, Reynolds stresses are 
examined with a view to the development of a new scale.      
 
Experimental Setup and Pressure Gradient 
Two new flows, Flow A and B, have been generated using the 
Victoria University Research Wind Tunnel.  The wind tunnel is a 
blower-type with a 1.3m diameter fan.  The 4.5 m long test 
section is fitted with an adjustable, flexible top that is set to form 
a plane diffuser shape. By changing the top shape, it is possible 
to generate different adverse pressure gradient conditions on the 
boundary layer that is growing on the bottom floor. The pressure 
distribution is measured by a series of static pressure taps along 
the centerline of the floor. In Figure 1, the dimensionless pressure 
distribution is presented as the pressure coefficient, Cp, for four 
flows. Flow A and Flow Han [11] were designed to have a 
similar pressure distribution to that of Flow 141 of the 1980 
Stanford Conference [12] contributed by Samuel and Joubert 
[16].   Flows A, B and Han were generated in the Victoria 
University Wind Tunnel. Flows 141, Han and A are increasingly 
APG flows, as seen in Figure 1.  Flow B was designed to contrast 
with these flows by having only a short increasingly APG region 
followed by a longer decreasingly APG region. The experimental 
data form these four flows are compared in detail below with the 
data of Clauser [9], Bradshaw [3, 4] and Newman [15]. 

 
For Flows Han, A and B, a reference velocity of 22 m/s was held 
constant at the test section inlet. DANTEC 55P05 boundary layer 
type single wire probes and DANTEC 55R51 x-wire probes were 
used for hot-wire measurements with a DANTEC streamline 
CTA system and Streamware software. On the single wire 
probes, the sensing wires are defined with gold plating on a 
platinum plated tungsten core of 5 µm nominal core diameter. 
The x-wire probes have nickel film deposited on 70 µm diameter 
quartz core. For single wire measurements, 524,288 samples 
were collected at each point at 100 kHz. For x-wire 
measurements, 262,144 samples were collected with a sampling 
frequency of 10 kHz. For single wire calibration, look-up tables 
are used. For x-wire calibration, the pitch/yaw method suggested 
in [19] as detailed in [14] is used.  
 
Mean Velocity Deficit Scaling 
In Figure 2, the classical APG data of Clauser [9], Bradshaw [3, 
4] and Newman [15] are presented with the Zagarola and Smits 
scaling of Ueδ* /δ. These flows all have decreasingly APG. They 
are referred as Flows 2200, 2300, 2500, 3300, and 3500, 
respectively, in the 1968 Stanford Conference [10]. 
 
In Figure 2, a collapse of the mean deficit profiles is evident.  
Statistical means are applied to the data from these flows to 
define a curve representing the average collapse.   The standard 
error of this curve is used to define a band of the acceptable 
collapse.   The average line and upper and lower limit are also 
shown in Figure 2.  This band is used to classify developing APG 
boundary layer flows. Similarly, 12 velocity profiles from the 
favorable pressure gradient (FPG) flow of Ludweig and Tillman 
[13] is used to determine an average FPG behavior.    
 
In Figure 3, Ueδ*/δ scaling has been applied to the mean velocity 
deficit of Flows 141, Han, A and B.  The average APG and FPG 
lines are given to indicate the predicted behavior for these flows.  
All the flows demonstrate velocity profile behaviours that range 
from FPG to APG behavior. Even though based on the pressure 
distribution, Flows A, B and Han exhibit short regions of FPG, 
none of the velocity profiles presented come from an FPG region.  
Thus, it is evident all flows are demonstrating flow development 
from FPG type behavior to APG type behavior. 
 
In Figure 4, the mean deficit profiles that fall within the 
acceptable range in Figure 3, are repeated. The acceptable range 
is as defined in Figure 2.  These profiles are considered to be in 
the fully developed region, defining a state of equilibrium.  In 
Flows 141, Han, A and B, this region corresponds to consecutive 
longitudinal locations towards the end of the test section.  The 
upstream measurements do not fall within the APG band, 
indicating that the flow had not developed to an APG equilibrium 
state. 



 

Pressure Parameter Λθ  
In Castillo and George [7], equilibrium is defined with the 
pressure parameter, Λ θ, given in Equation (1). When Λθ  is 
constant, the boundary layer flow is expected to reach an 
equilibrium state. Three different constants are expected for ZPG, 
FPG and APG boundary layers.  

dx
dU

dxdU
e

e θ
θ=Λ θ      (1) 

In Figure 5 the pressure parameter is presented for Flows 141, 
Han, A and B.    The shaded band highlights where the parameter 
becomes almost constant, and hence, where equilibrium is 
reached. The onset of equilibrium as defined in this manner, 
agrees with the definition of the acceptable band of   
Ueδ*/δ scaling.   A star is used to indicate the position of the first 
mean deficit profile which lies within the acceptable APG 
equilibrium band. For all four flows, the location of the star 
coincides with the point where Λ θ is seen to have become 
constant. 
 
Conclusions 
An equilibrium state for adverse pressure gradient boundary layer 
flows can be defined by a constant pressure parameter, Λ θ.   
When the flow is in this equilibrium state, the mean velocity 
deficit profiles, collapse to a single profile when scaled with 
Ueδ

*/δ. 
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Figure 1.   Pressure distribution for Flows 141, Han, A and B. 
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Figure 2.  Mean velocity deficit profiles scaled with Ueδ*/δ.  Flows 2500, 
3300, 2200, 2300 and 3500 [10] of Bradshaw [3, 4], Clauser [9] and 
Newman [15], respectively. The upper and lower limits shown with the 
line of average collapse, are used to define the acceptable collapse of 
APG flow data.  
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3d) Flow B 

Figure 3. Mean velocity deficit profiles scaled with Ue δ*/δ. The solid 
lines correspond to the average collapse of classical APG data of Clauser 
[9], Bradshaw [3, 4] and Newman [15], and average collapse of FPG data 
from Ludweig and Tillman [13].  
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4d) Flow B 
 
Figure 4. Mean velocity deficit profiles scaled with Ue δ*/δ for Flow 141 
4a), Flow Han 4b), Flow A 4c) and Flow B 4d).  Only the velocity 
profiles which fall within the acceptable APG equilibrium band are given.  
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Figure 5. Pressure parameter Λθ for Flows 141, Han, A and B.  The star 
represents the first longitudinal location which is within the acceptable 
APG equilibrium band with Ue δ*/δ scaling. 
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Abstract  
A fully developed state has been defined for APG boundary layer 
development corresponding to an equilibrium state. The 
Reynolds stresses data are examined within the fully developed 
region. A new set of scales are examined for mean deficit and 
Reynolds stress profiles.  
 
Introduction   
As shown in Part 1 of this paper, the mean deficit profiles of 
developing adverse pressure gradient (APG) flows can be scaled 
with Ueδ*/δ  of Zagarola and Smits [10, 11] as suggested by 
Castillo and George [4]. It is shown in Part 1 that as a result, it is 
possible to define a fully developed equilibrium state for these 
flows. In Part 2, the corresponding scale is examined for 
Reynolds stresses.  
 
Flow Details 
The flows presented here are the same as the ones used in Part 1, 
namely Flows 2500 and 3300 of Bradshaw [1, 2], and Flows 
2200 and 2300 of Clauser [5] and Flow 3500 of Newmann [8].   
The flow classification number is as reported at the 1968 
Stanford Conference [6]. Two new flows generated in the 
Victoria University Wind Tunnel are also used, Flows A and B as 
described in Part 1.  The increasingly adverse pressure gradient 
flow of Samuel and Joubert [9] denoted Flow 141 at the 1980 
Stanford Conference [7], is also used. 
 
Scaling Velocity Deficit 
Applying the Zagarola and Smits scaling of Ueδ

* /δ  to mean 
velocity deficit profiles can remove the Reynolds number 
dependence, and it is expected to result in a collapse of profiles 
[4]. The collapse is dependent on the pressure gradient, and three 
possible collapses have been reported, namely, one each for 
APG, favorable pressure gradient (FPG) and zero pressure 
gradient (ZPG) flows.  In Part 1 of this paper, it is shown that this 
collapse could only be expected in fully developed flows.  
 
In Figure 1, the mean velocity deficit profiles are scaled with 
Ueδ*/δ for all flows listed in the previous section.   As discussed 
in Part 1, whilst all these flows are APG flows, FPG behavior is 
also evident. Flow development is causing this spread. Only after 
the flow reaches equilibrium, a good collapse is produced.  In 
Part 1 the pressure parameter Λθ is used to further confirm this 
equilibrium state. 
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Figure 1 Mean velocity deficit scaled with Ue δ*/δ for Flows 2500, 3300, 
2200, 2300, 3500, 141, A and B. 
 
New Scaling 
The similarity analysis technique of Castillo and George [4] has 
been applied to the mean continuity and x-momentum equations 
using δ*/δ as the similarity parameter. The result is a set of new 
mean deficit and Reynolds stress scales which include the term 
δ*/δ,  as well the pressure parameter, Λθ.   The solution is valid 
for the outer flow (typically y/δ > 0.1) of a 2-D, incompressible 
boundary layer that is statistically steady in the mean. With this 
process, the outer scale for the mean velocity deficit becomes, 
U so = Ue(δ*/δ)1 -Λθ whilst the outer scale for the normal Reynolds 
stresses, u’ and v’ is Rsu = Rsv = Ue

2(δ*/δ)1-Λθ.   For the shear 
stress, uv, the scale is Rsuv = Ue

2(δ* /δ)1-Λθ .(dδ/dx).    
 
In Figure 2 the new scale of Ue(δ*/δ)1-Λθ is applied to the mean 
velocity deficit for the same flows as in Figure 1. When 
compared with the Zagarola and Smits [10, 11] scale of U e(δ* /δ), 
the new velocity deficit scale produces less scatter.  The 
developing region of the flow scales to the same profile as that of 
the fully developed flow.    
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Figure 2. Mean velocity deficit profiles scaled with Ue(δ*/δ)1- Λ θ for all 
flows. 
 
Scaling Reynolds Stresses 
 
In Figure 3 the normal Reynolds stresses, u’2 and v’2 are scaled 
with Ue

2 for Flows A and B, and uv is scaled with Ue
2 dδ/δx. 

These scales correspond to the Zagarola and Smits scale of 
Ueδ

*/δ for the mean deficit. Although some clustering of the data 
is evident, a complete collapse is not obtained. For u’ 2  and v’2, 
the arrow on the figure indicates the flow direction. The profiles 
increase in magnitude downstream. The shading in this figure 
highlights the region of equilibrium as defined in Part 1. There is 
better clustering of the data within this region than outside of it.  
Even in this region the profiles do not collapse. 
 
In Figure 4, the new scales are applied to the Reynolds stress data 
from Flows A and B. In comparison with Figure 3, the scatter is 
reduced. Similar to the comparison between Figures 1 and 2, 
better collapse of data is obtained both within and outside of the 
fully developed region.  
 
Conclusions 
The Za garola and Smits scaling is applied to Reynolds stress data 
of Flows A and B. The resulting collapse is not as satisfactory as 
for the mean deficit profiles. A new set of scales is being 
developed. The results are encouraging.  
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Figure 3 Reynolds stresses u’, v’ and uv scaled with Ue

2. 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4 Reynolds stresses u’, v’ and uv with the corresponding new 
scaling.  
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